
1310

0097-0549/22/5208-1310 ©2022 Springer Nature Switzerland AG

Neuroscience and Behavioral Physiology, Vol. 52, No. 8, October, 2022

A Conceptual Model of Sensor System Ontology with 
an Event-Based Information Processing Method

E. O. Cherskikh UDC 004.042

Translated from Sensornye Sistemy, Vol. 36, No. 2, pp. 124–135, April–June, 2022. Original article submitted 
October 7, 2021. Accepted November 9, 2021.

The aim of the present work was to analyze existing methods of event-based processing of information 
both at the level of the sensors of sensor systems and at the level of the system as a whole. To achieve this 
goal, sensors with an event-based principle of operation are considered, the most widely used of these being 
cameras and dynamic sound sensors. For other types of sensors with continuous data transmission, event 
processing methods using ontologies that work with homogeneous and heterogeneous sensor systems are 
considered. Methods for separating events from the general  ow of data coming from sensors and methods 
for creating complex events are identi  ed. The most popular way to isolate an event from a stream of data 
coming from sensors is to match the data received from sensors with a sample. To create complex events, 
most of the studies addressed here use templates and specialized systems for processing complex events. 
Drawbacks of these methods are highlighted and an approach to eliminating them is proposed, based on 
developing an editable ontology for the sensor system able to take account of the consequences of adding 
or removing sensor nodes.

Keywords: sensor systems, events, event sensors, information processing.

 Introduction. Sensor systems used in robotic devic-
es (RD) to interact with the environment, as well as those 
used in vision systems and audio information processing 
systems, often use sensors whose data are fed to a central 
or distributed control device in a continuous stream. One of 
the main problems of such systems is the large amount of 
data received. This results in the needs for signi  cant time, 
computational, and energy resources for data transmission 
and processing. This problem can be solved by using sen-
sors with an event-based operating principle or methods of 
event-based processing the information coming from sen-
sors transmitting continuous datastreams.
 The aims of the present work were to analyze existing 
solutions for event-based data processing in RD sensor sys-
tems and to create our own conceptual ontological model 
for event-based extraction of data from the nodes of a sen-

sor system. Sensors with an event-based operating principle 
will be considered, along with methods for processing 
streams of information coming from the sensors and identi-
fying simple events formed directly from the data.
 Event processing methods allow signi  cant events to 
be extracted from the overall datastream, while complex 
events can be constructed from multiple simple events, 
which can be useful for systems including different types 
of sensors. The basis for these methods is an ontology, i.e., 
a conceptual scheme consisting of a data structure. The on-
tology contains classes, objects, and their properties, as well 
as object relationships and constraints. Event-based meth-
ods based on an ontology, can not only extract events, but 
can also provide the user with the opportunity to interact 
with the sensor system by searching for the required device 
on request, generating a user event, or notifying the user 
about the occurrence of events.
 Systems with Sensors with an Event-Based Operating 
Principle. Sensors with an event-based operating principle 
are used in technical vision systems in RD for tracking static 
and dynamic objects and their recognition, for locating the 
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performing the functions of reading an electromyograph-
ic signal and visual information. To overcome computa-
tional limitations, the authors proposed using neuromor-
phic technologies that allow real-time data processing: an 
event camera and two neuromorphic platforms, Loihi and 
ODIN + MorphIC. Worn directly on a person’s forearm, 
the electrodes of the Myo electromyography sensor detect 
signals from forearm muscle activity, and the data acquired 
are sent to an external electronic device. The data represent 
of a set of  ve hand gestures recorded using two sensory 
modalities: muscle activity from Myo and the visual cam-
era input. Data from the sensors are combined and gestures 
recognized using a neural network, and as this has a limited 
number of neurons, the camera input was limited to 40 × 40.
 An event-based camera can also be used to recognize 
human gait [Sokolova and Konushin, 2019]. The proposed 
algorithm for processing data received from the camera con-
sists of four steps: visualization of the  ow of events; detec-
tion of a human  gure; optical  ow estimation; evaluation 
of the person’s posture. The stream of events generated is 
virtualized to allow processing analogous to that used with 
standard video frames. An event-based image is produced 
by creating a time window of de  ned length and summing 
all the events occurring in each individual pixel during a 
given time interval. Various detection methods are applied 
to the images acquired and the in  uence of the presence of 
various body parts on the recognition probability is evalu-
ated. The applicability of event-based recognition methods 
and accuracy levels of over 98% have been reported.
 The use of an event camera for scene reconstruction 
in a non-deterministic environment was implemented us-
ing a 3D reconstruction method [Kim et al., 2016] based on 
the data obtained from the camera, using three independent 
probabilistic  lters, each of which evaluates camera move-
ment, the intensity gradient of the logarithmic scene, and the 
inverse scene depth relative to the keyframe. The authors 
indicate that this method allows motion tracking simultane-
ously with reconstruction of an arbitrary scene based on a 
video stream without the use of additional sensors.
 Event processing of audio information can be carried out 
by means of dynamic audio sensors (DAS). The sensor is a 
binaural system of silicon cochleas designed for spatial listen-
ing and analysis of auditory scenes. DAS report the outputs of 
active nodes only through asynchronous digital events.
 The authors of this study [Li et al., 2012] used neuro-
morphic silicon cochleas with 64 frequency channels and 
512 output neurons to identify people speaking in real time. 
Auditory features are extracted from the output signal of 
the cochlea and consist of fading histograms of intersignal 
intervals and channel activity distributions. The feature vec-
tors are then classi  ed by a linear support vector machine 
and then the speaker is identi  ed. The authors presented 
two methods – in the  rst, features were calculated for each 
100-msec time interval only if the events in this interval 
exceeded a predetermined threshold, while in the second 

RD and mapping the environment. Sensors of this type are 
also used in audio information processing systems and to de-
tect hazardous contaminants in air. In the  eld of machine 
vision, video cameras are used as sensors with an event-based 
operating principle. Conventional cameras capture changes at 
regular intervals, polling all the pixels and recording the light 
intensity readings taken over a certain period. Event-based 
cameras respond to changes in the brightness of individual 
continuously operating pixels. Information of importance in 
the use of these cameras are the moving edges of the objects 
being tracked. Knowing the features of this type of informa-
tion can help reduce the computational resources for its pro-
cessing. We will consider some existing solutions in this area.
 For example, a sensor such as the DAVIS (Dynamic and 
Active Pixel Vision Sensor) dynamic pixel sensor [Mueggler 
et al., 2017] includes a conventional global shutter camera 
and an event-based sensor. The output of the sensor consists 
of a stream of asynchronous brightness changes, i.e., events 
and synchronous grayscale camera frames. Events are time-
stamped and dispatched asynchronously with respect to the 
time at which they occur. Each event e is a tuple (x, y, t, p), 
where × and y are the pixel coordinates of the event, t is 
the timestamp of the event, and p = ±1 is the polarity of the 
event, which is the sign of the change in brightness. The sen-
sor has a resolution of 240 × 180 pixels, does not require 
calibration, can be used both indoors and outdoors, and can 
be used as a vision system for mobile PCs.
 Tracking a moving object with a DAVIS sensor [Liu et 
al., 2016] is performed in three steps:  rst, regions of inter-
est are generated, likely target locations are detected using a 
convolutional neural network and classi  ed as foreground 
or background, and a multi-particle  lter infers the target 
location of the tracked object from the regions of interest. In 
the experiment presented, a wheeled robot bearing a sensor 
follows another manually controlled wheeled robot.
 A solution similar in functionality is a system based on 
an event camera [Glover and Bartolozzi, 2017] used on the 
iCub anthropomorphic robot to track moving objects. The 
authors propose using a multi-particle  lter to provide resis-
tance to the temporal  uctuations that occur when the cam-
era and target move at different speeds, which can lead to 
loss of visual information.
 Ghosh et al. [2014] implemented not only object track-
ing, but also real-time identi  cation using an event-based 
camera and a convolutional neural network. The sensor 
reacted only to moving objects, ignoring static ones. Pre-
processing is performed by a noise  lter, after which the 
space-time interval of the region of interest is determined, 
and the different bursts contained in this area are then con-
verted into a static classi  ed image. The system tracks and 
distinguishes between cars, bicycles and pedestrians on the 
road, and is also capable of detecting and identifying house-
hold items and their orientations relative to the camera.
 With the aim of recognizing moving objects, Ceolini 
et al. [2020] also proposed combining multiple sensors 
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recognition of objects of regular shapes: cube, spheres, 
hexagons. The complexity of the proposed algorithm was 
proportional to the number of events.
 Algorithms are also used to track objects [Mueggler 
et al., 2014; Ramesh et al., 2018]. Both of these algorithms 
work on the basis of data received from a DAVIS sensor. 
The algorithm described by Mueggler et al. [2014] tracks 
segments de  ning the edges of an unmanned aerial vehicle 
to track and evaluate its position in the air based on known 
patterns, and identi  es an event when a similarity to a pre-
de  ned pattern is found. The system described by Ramesh et 
al. [2018] uses a distinctive representation of objects being 
tracked, along with online learning, and also detects and re-
tracks an object when it returns to the camera’s  eld of view. 
The system uses local sliding window technology to ensure 
reliable operation in scenes with complex backgrounds.
 Rebecq et al. [2017] presented a visual odometry algo-
rithm, for mapping the environment to calculate the position 
and orientation of the cameras. Observation and detection 
of the edges of objects are performed from two points: from 
the  rst point, a reference position is tracked (a three-di-
mensional map of the scene obtained by combining a small 
number of events into a map of boundaries), while the image 
from the second point consists of a projected semi-dense 3D 
scene map consistent with the known position of the dy-
namic pixel sensor, a DAVIS [Dynamic and Active Pixel 
Vision Sensor] device. The algorithm presented allows the 
position and orientation of the camera to be calculated and 
a semi-dense 3D map of the environment to be produced, 
even though the edges parallel to the movement of the event 
camera are not recorded.
 Power consumption is minimized in systems with large 
numbers of system nodes with resultant increases in system 
operation time. Cao et al. [2005] proposed a protocol for 
scheduling the operation mode of nodes when detecting 
events in real time. The system is optimized for rare event 
detection and allows for a trade-off between event detection 
latency and autonomous operating duration. The ability to 
identify incorrect sensor readings, identify correlations be-
tween the incoming readings, and calculate the characteris-
tics of the events that have occurred are implemented. The 
system is built on the principles of semantic description, 
including determination of the relative importance of inter-
mediate events. An event is considered critical if the failure 
rate is high. This parameter is also used to distinguish be-
tween event occurrences and false triggerings.
 Event-based cameras reduce the impact of the prob-
lem of processing a continuous stream of data by addressing 
only pixel changes in successive events that can be observed 
with high temporal resolution. Due to the low latency and 
high temporal resolution, event-based sensors are promis-
ing for high-speed mobile PCs. When there is a large num-
ber of sensors in the sensor node, it becomes necessary to 
 nd a compromise between the number of missed events, 

response time, and power consumption in order to  nd the 

method, the feature vector was calculated, regardless of the 
duration of the time interval, when the number of events ex-
ceeded the set threshold value. Both methods require  nd-
ing a compromise between the size of the time interval and 
the delay in making a decision for optimal performance of 
the system as a whole.
 A similar sensor was used by Anumula et al. [2018], 
who developed a probabilistic model for sound localiza-
tion. Each cochlea has two separate 64-stop cascaded  lter 
banks driven by two microphones spaced close to each other. 
The frequency selectivity of the 64 channels is in the range 
100 Hz to 10 kHz. Each channel has four neurons. The output 
from the microphones is fed into a cascaded  lter bank that 
simulates the basilar membrane, inner hair cells, and spiral 
ganglion cells. A sound event is localized by calculating the 
time difference between the signals from two sensors, which 
is estimated by calculating the time difference between the 
nearest event of one sensor and the nearest event in the same 
frequency channel but from another sensor.
 The nodes of a sensor system for detecting hazardous 
impurities in air [Somov et al., 2011] are boards bearing gas 
sensors. The event-based operating principle is implement-
ed in software using pulse width modulation (PWM). Each 
network node contains a homogeneous semiconductor gas 
sensor, a microcontroller, a ZigBee module, and a battery 
pack (three AA 1.5 V, 3000 mA·h batteries). The current 
consumed by the node is 80 mA. The measurement cycle 
lasts about 1 sec, excluding the time spent on data transfer 
if an emergency occurs. The sensitive layer of the sensor 
heats up to about 500°C when a measurement is required. 
The resulting value is compared with two preset thresholds 
set for the sensor node. If the second threshold is exceeded, 
an event signal is transmitted over the data channel.
 Sensor systems containing sensors operating on an 
event-based operating principle are used in machine vision 
systems, for processing audio information, and for detect-
ing impurities hazardous to humans in air. Neural networks, 
multi-particle  lters, and noise  lters are used to track ob-
jects, recognize objects, map the environment, and localize 
RD in stationary and dynamic environments. Audio infor-
mation processing systems use dynamic sound sensors using 
support vector machines and time difference calculations to 
localize sound events. The event-based operating principle 
of the sensor system nodes for detecting hazardous impuri-
ties in air is implemented using PWM.
 Various algorithms are used to resolve problems in 
the recognition and tracking of objects using data obtained 
directly from event sensors. For example, Belbachir et al. 
[2007] presented an algorithm for processing data received 
from an event camera in real time. Processing of incoming 
data included object detection, noise removal, normaliza-
tion of received data, and an object recognition function. 
Experimental con  rmation was obtained that, using the 
circle selection and orientation assessment included in the 
object recognition function, the proposed method allows 
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plex event processing (CEP), and datastream management 
systems (DSMS). When a user requests information about 
an event of interest through the interface, the middleware 
processes the request and generates commands for the CEP 
server. The server monitors the selected datastreams and gen-
erates alerts that are delivered to the speci  ed users when an 
event occurs. Certain events are stored in an ontology whose 
data are used to recognize incoming events in the future. 
The description of each event consists of two main parts: the 
warning that will be activated if the event was recognized 
and the de  nition of the event itself. In this system, an on-
tology is used to de  ne events that include multiple sensor 
datastreams, and fragments of it can be replaced with a dif-
ferent command language if adaptation to a different event 
handler is required.
 A sensor system consisting of a set of wireless sensors, 
actuators, and a computer-based controller, also operates in 
a similar scenario [Mazo and Tabuada, 2011]. However, un-
like the situation in the reports discussed above, every time 
a certain event occurs, the system terminates the work cycle 
to reduce the frequency of controller updates. Conditions 
should be set depending on the information received at each 
of the nodes of the system. When any of these conditions is 
violated in a node, it informs the computing device. After 
receiving such an event, the computing device requests new 
measurements, updates the control signals, and sends new 
commands to the actuation nodes.
 Processing of a continuous stream of events is described 
by Bhargavi et al. [2010]. One of the pyroelectric infrared 
motion sensors of the sensor system in this study is used as 
an event initializer. When motion is detected, the camera is 
triggered to capture an image. The captured images are sent 
to the server via a wired network. Incoming datastreams are 
processed by CEP according to prede  ned rules. Events are 
de  ned using the ESPER event engine, which continuously 
sends prede  ned requests to continuous event streams. Once 
an event is detected by a node, it generates a packet con-
taining the sensor ID, RFID tag, pyroelectric infrared sensor 
readings, time, and other useful information. Since the num-
ber of nodes is large and the events are random and multiple, 
the dataset generated is large. Data arriving at the server are 
cleaned, after which relationships between existing events 
are discovered to build more complex events. The archi-
tecture of the proposed sensor network has several levels: 
the data sources level, the data collection level, and the data 
 ltering level. Building events from incoming data occurs 

by matching with an existing sample. Comparison of output 
data with existing or statistical data occurs in real time.
 Data matching to implement the event-based principle 
of system operation was also used by Kasi et al. [2021]. 
Processing of events generated by a heterogeneous sen-
sor network was implemented by means of an ontological 
knowledge base in each of the nodes of the system. The 
ontology fragments in each sensor node identify the data 
routed through the sensor network. Unlike previous work, 

optimal con  guration of the sensor system. In such cases, 
processing of information coming from event sensors can 
be performed using algorithms whose input data are already 
events. The use of event sensors in robotic systems bene  ts 
from lower power consumption, higher time resolution, and 
reduced computational load compared to sensors that trans-
mit data continuously. Application of this operating principle 
requires the architecture of the sensor system and specialized 
data processing and  ltering algorithms to be developed but 
provides the ability to respond only to certain events with 
high temporal resolution and energy-ef  cient operation, as 
compared with the nodes of sensor systems that transmit 
data continuously. In addition to the methods considered for 
implementing the event-based operating principle directly in 
the nodes of sensor systems, this principle can be used at the 
stage of processing data coming from sensors.
 Next, we will consider existing algorithms and meth-
ods for processing data from sensors and sensor systems in 
general using ontologies.
 Event-Based Information Processing Methods. This 
section addresses ontological methods for processing data re-
ceived continuously from various types of sensors. Methods 
of this type are used to recognize events in continuous 
datastreams. Ontological methods are used to unload the cen-
tral computing device of the sensor system or when using a 
distributed method processing the data from the system as a 
whole. Events can be classi  ed and presented in separate parts 
to form other, more complex events. Thus, Dunkel [2009] pro-
posed a network architecture that providing for analysis and 
processing of event streams in real time to identify signi  cant 
events in the datastream coming from the nodes of a sensor 
network. The network contained several types of agents that 
perform the functions of analyzing unprocessed events, diag-
nosing and generating state events, and planning actions. This 
approach is based on the use of ontologies that allow structur-
al properties of event types and constraints between them to 
be represented. Events are divided into state events and action 
events. Each event contains an identi  er, timestamp, ID, and 
sensor data. Pattern matching and event processing are per-
formed by event processing nodes that monitor event streams. 
These nodes  lter, separate, and create more complex events 
from multiple simple ones. As the amount of incoming data 
is large, each event has an expiration date, after which it is 
removed from the system.
 As in the work previous discussed in this review, a meth-
od of processing incoming events based on sensor system 
ontology [Taylor and Leidinger, 2011] is used to recognize 
complex events consisting of several simple user-de  ned 
events. Each of the composite events contains an observation 
(here the term is used to describe  ve different kinds of com-
posite observations). An atomic observation is a description 
of a simple event within the de  nition of a complex one; it 
contains information for programming a selected sensor and 
the de  nition of an event trigger. A complex event is built 
using logical operations, groupings of simple events, com-
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 Extension of the SSN and MA-Ont ontologies [Lee et 
al., 2012] and the recording of events from the sensors of 
a multimedia sensor system [Angsuchotmetee et al., 2020] 
were performed using the MSSN-Onto ontology. One of the 
authors’ goals was to ensure syntactic and semantic com-
patibility to facilitate the process of event detection. The au-
thors present the results of a simulation in which the sensor 
system has up to 500 multimedia sensors and centralized 
control and is used to monitor conference participants locat-
ed in the same room. Processing and indexing of incoming 
datastreams is done by a separate module to map them to 
MSSN-Onto. Each of the streams is decoded and indexed 
according to low-level features (visual, audio, or motion 
descriptors), and thus various types of data (audio, video, 
images, scalar values) are indexed using the MSSN-Onto 
data model. Event detection and handling of user requests 
are performed by the event handling module. In total, ten 
complex events from the scenario are proposed: the be-
ginning of the meeting; presentation of the daily schedule; 
presentation of reports; use of smart boards; slide changes; 
events of simultaneous discussion by several participants; 
participants’ arrival and departure times; report of the re-
sults of the meeting; departure of all participants from the 
room. The system has a signi  cant disadvantage: the lack 
of  exibility makes it impossible to use it in a room with a 
different infrastructure, since it is impossible to add new or 
remove old sensors without recon  guring the entire system. 
The possibility of adding heterogeneous sensors without 
recon  guring the system exists and is implemented in the 
A3ME ontology [Herzog et al., 2008]. This ontology is a 
basic concept hierarchy for classi  cation, self-description, 
and device discovery, but there is no event handling in 
A3ME. MSSN-Onto event detection has the limitation of 
being able to recognize new events if the relevant knowl-
edge and user events are provided in the same framework.
 Extensions of the existing SNN, Event, Time Ontology, 
FOAF and Geo Ontology ontologies has also been carried 
out by Belkaroui et al. [2018]. The ontology presented for 
events for Wine Cloud, implemented in Protégé 8, is used 
to extract events from data generated by the sensors of a 
heterogeneous distributed sensor system used in vineyards. 
An event is de  ned as a tuple of six values, meaning: that 
the action set in the event occurs; the period of time during 
which the event lasted; event location; conditions that caused 
the event; the combination of elements that characterize the 
event; the main participants in the event. The events that can 
happen are predetermined. The authors divided them into 
four groups: vine diseases, the presence of pests, physio-
logical risks, and climatic risks. The event detection system 
consists of two main components: the event information ser-
vice detects relevant information, identi  es its nature, and 
gets values for their properties; The Data Mart API serializes 
objects using the Wine Cloud ontology dictionary, extracts 
knowledge, and sends it to the central system component 
used to store knowledge. It is also possible for the user to ex-

the matching algorithm used here was capable of handling a 
changing knowledge base. The node distinguishes between 
three types of incoming events: sensed, shared, or forward-
ed. Typing was used because different operations are per-
formed on each event type. The actions speci  ed by the 
rule engine could be: discard, share or forward event. When 
the incoming fact does not match the rules then the event 
is discarded, i.e., event  ltration occurs. When a fact fully 
matches any of the available rules, the event is forwarded 
to the gateway node. However, if a partial match is found 
then the event is shared with the relevant sensor node for 
further processing.
 Some of the methods are based on existing ontologies 
such as SSN [Lefort et al., 2011], Event [Yves and Samer, 
2007], FOAF [Brickley and Miller, 2014], Time Ontology 
[Hobbs and Pan, 2017], Geo Ontology [Brickley, 2003], 
and MA-Ont [Thierry, 2012], which are used to describe 
sensors, events, temporal properties, and resources, and to 
combine various descriptions of media resources.
 These ontologies may not have a suf  cient set of prop-
erties to perform any task but can be used as the basis of other 
ontologies. Rinne et al. [2013] present an event processing 
system based on SSN, DUL, and Event-F ontologies. Events 
are identi  ed in the datastream coming from sensors by using 
patterns and timestamps, which are described by a set of in-
dividual properties. The sample of sensor-generated data de-
tected by the event processing system triggers the creation of 
an event object, which in turn describes the actual event that 
occurred. The main event has several component objects, 
i.e., sub-events. SPARQL events can be queried against the 
most common four-event query patterns to compose com-
plex events. The proposed structure does not require OWL 
reasoning per se, but gives the opportunity to reason over the 
structures, using transitivity and inverse properties.
 Ontology also allows data received from various de-
vices in a system to be structured. Kuznetsov and Buzunova 
[2018] presented an ontology of a lighting system contain-
ing several classes and instances, some of which were used 
to describe the sensor devices connected to the system. The 
paper describes a basic ontology that needs to be re  ned on 
the basis of existing ontologies such as OntoSensor [Shaukat 
et al., 2017] and SSN. The main purpose of applying the 
ontology in this system was for an agent to determine infor-
mation exchange in a system of participants.
 The ontology used in a museum [Khaidarova et al., 
2019] includes an element containing data from sensors for 
temperature, humidity, and room light. Some of the enti-
ties in the ontology are borrowed from FOAF. The ontology 
presented allows consultative and reference tasks to be re-
solved, along with tasks consisting of monitoring and reg-
ulating microclimate parameters. An event is a deviation in 
microclimate parameters, whose standard values are stored 
in the ontology; the system sends control signals to the mi-
croclimate control device or employees of the institution. 
Information processing is carried out in pseudo-real time.
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 Analysis results indicate that the most popular of the 
methods considered is the comparison of data obtained from 
sensors with a sample. To reduce the amount of data at the 
event selection level, the selected event is deleted from the 
system after a certain time has elapsed or when the entire 
system operation cycle is completed. Methods for creating 
complex events are shown in Fig. 2.
 The most popular way to create complex events is 
to use the CEP system and complex event templates. The 
disadvantage of CEP is the inability to combine multiple 
distributed data sources and perform predictive reasoning. 
The systems discussed here also have some disadvantages: 
limitation on the rapid addition or removal of new devices 
to the system without a complete recon  guration; impos-
sibility of use in applications and systems other than those 
for which they were created; limitations in event detection 
and automatic addition of new types of simple and com-
plex events. Most systems are static and do not provide for 
sensor system node failures, though incomplete or noisy in-
formation can be used to predict failures through the use of 
probabilistic inference in the system [Nawaz et al., 2019].

tract knowledge via SPARQL queries, such as: searching for 
events that occur in the same period, extracting the factors of 
an event, or searching for events that have one speci  c cause. 
The scope of the proposed ontology is currently limited to 
events that can occur during the life cycle of a grapevine.
 In contrast to the previous works reviewed here, which 
focused on extracting events from datastreams, Nawaz et al. 
[2019] proposed predicting future events, as well as mod-
eling complex events using CEP and time-varying actions 
performed through computation and complex event pro-
cessing. The proposed structure uses two types of knowl-
edge bases: main and actions. The  rst of these contains 
rules for de  ning and recording complex event patterns, 
while the second de  nes all alternative actions that can be 
taken at a given point in time to avoid the predicted un-
wanted event. To capture uncertain events such as noisy 
sensor data, hybrid predictive reasoning is used that has 
both logical and probabilistic reasoning capabilities. In ad-
dition, when the incoming datastream contains incomplete, 
inaccurate, or missing information about some specialized 
complex event, probabilistic inference is used to determine 
the possible state, after which the reasoning engine predicts 
the failure of the process.
 The use of ontology makes it possible to reduce the 
amount of sensor output data at the processing stage. The 
user can query the system for prede  ned patterns of the 
most common events, search for events, and retrieve spe-
ci  c facts. An ontology can provide syntactic and semantic 
interoperability of multimedia sensors by indexing different 
types of data. Some the works reviewed here extend exist-
ing ontologies by adding additional features. This solution 
avoids the need to create an ontology from scratch but adds 
a set of speci  c properties to an existing ontology to per-
form the tasks required.
 Classi  cation of event creation methods. Most of the 
sensor systems discussed here have the ability to generate 
complex events automatically. It is also possible for the user 
to generate and request an event through the system inter-
face using a SPARQL query. Figure 1 shows how events can 
be extracted from streams coming from data sensors.

Fig. 1. Means of extracting events from an incoming data sensor stream.

Fig. 2. Means of creating complex events.
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principle. It also reviews methods of event processing of in-
formation received from sensors not operating on this princi-
ple. Methods for highlighting events for both types of sensor 
are identi  ed. Methods for creating complex sensor system 
events using ontology-based methods are considered. The 
analysis is used as the basis for proposing a conceptual on-
tology model for use in sensor systems with sensors from 
which a continuous datastream is received. The model takes 
into account the possibility of connecting or disconnecting 
new nodes, including failures, and allows the PC to under-
stand the state of the sensor system, extract events which are 
important at any given time, and execute SPARQL queries.
 Further research will be aimed at developing an ontol-
ogy based on the proposed conceptual model and applying 
it to extract events from sensor datastreams of the sensor 
systems of mobile robotic platforms [Saveliev et al., 2019; 
Vatamanyuk and Saveliev, 2017].
 The authors of this article con  rm that they have no 
con  icts of interests to report.
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