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Prediction of Flyrock Distance in Surface Mining Using
a Novel Hybrid Model of Harris Hawks Optimization
with Multi-strategies-based Support Vector Regression

Chuanqi Li,1,2 Jian Zhou ,1,4 Kun Du,1,4 Danial Jahed Armaghani,3 and Shuai Huang1

Received 24 April 2023; accepted 15 August 2023
Published online: 4 September 2023

To weaken and control effectively the harm of flyrock in open-pit mines, this study aimed to
develop a novel Harris hawks optimization with multi-strategies-based support vector
regression (MSHHO–SVR) model for predicting the flyrock distance (FD). Several
parameters such as hole diameter (H), hole depth, burden-to-spacing ratio, stemming,
maximum charge per delay, and powder factor were recorded from 262 blasting operations
to establish a FD database. The MSHHO–SVR model compared the predictive performance
with several other models, including Harris hawks optimization-based support vector
regression (HHO–SVR), back-propagation neural network, extreme learning machine,
kernel extreme learning machine, and empirical methods. The root mean square error
(RMSE), the mean absolute error (MAE), the determination coefficient (R2), and the
variance accounted for (VAF) were employed to evaluate model performance. The results
indicated that the MSHHO–SVR model not only performed better in the training phase but
also obtained the most satisfactory performance indices in the testing phase, with RMSEs of
12.2822 and 9.6685, R2 values of 0.9662 and 0.9691, MAEs of 8.5034 and 7.4618, and VAF
values of 96.6161% and 96.9178%, respectively. Furthermore, the calculation results of the
SHAP values revealed that H was the most critical parameter for predicting FD. Based on
these findings, the MSHHO–SVR model can be considered as a novel hybrid model that
effectively addresses flyrock-like problems caused by blasting.

KEY WORDS: Flyrock distance, Multi-strategies, Harris hawks optimization, Support vector regres-
sion, SHAP values.

INTRODUCTION

Blasting has been a widely used rock-breaking
technique in various fields, particularly in open-pit

and underground mining (Monjezi et al., 2013; Wang
et al., 2018a, b; Li et al., 2022a; Chen and Zhou,
2023; Hosseini et al., 2023). However, studies re-
vealed that a significant portion of the energy (over
70%) produced by blasting is wasted, while the
remaining energy is utilized to break and displace
hard rocks (Khandelwal and Singh, 2005; Singh and
Singh, 2005; Hosseini et al., 2022a, b). Moreover,
blasting also raises environmental concerns, partic-
ularly in surface mining (Fig. 1). Among various
environmental issues, flyrock stands out as the most
hazardous and destructive (Bakhtavar et al., 2017;
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Hasanipanah et al., 2017; Mahdiyar et al., 2017;
Koopialipoor et al., 2019; Nguyen et al., 2019;
Murlidhar et al., 2021). Bajpayee et al. (2004) re-
ported that flyrock was the direct cause of at least
40% of fatal accidents and 20% of serious accidents
in blasting accidents. Accordingly, it is extremely
important to calculate the flyrock distance (FD) to
prevent deaths, damage to equipment, and other
serious accidents.

In previous studies (Lundborg et al., 1975;
Roth, 1979; Gupta, 1980; Olofsson, 1990; Richards
and Moore, 2004; McKenzie, 2009), a variety of
empirical formulas were proposed to predict and
control FD. Bagchi and Gupta (1990) established an
empirical formula between stemming (ST), burden
(B) and FD. Little (2007) developed an empirical
formula based on the drill hole angle, B, ST, and
explosive charge per meter (CPM) to predict FD.
Trivedi et al. (2014) also used the ratio of ST to B to
establish an empirical equation for estimating FD.
Nevertheless, the prediction performance of the
empirical formula is not ideal. The most obvious
reason is the absence of valid parameters and the
simple consideration of the linear and nonlinear
relationship between the parameters and the pre-
dicted target (Zhou et al., 2020a, b). In addition to
empirical formulas, various researchers have at-
tempted to estimate FD using statistical analyses,
such as Monte Carlo simulation methods, and simple
and multiple regression equations (Rezaei et al.,
2011; Ghasemi et al., 2012; Raina et al., 2014; Ar-
maghani et al., 2016; Faradonbeh et al., 2016; Ye

et al., 2021). However, the regression and simulation
models have obvious shortcomings, namely (a) new
data other than the original data can reduce the
reliability of the regression model (Marto et al.,
2014); and (b) a historical database cannot be used
to control/determine input distribution of a simula-
tion model (Little and Blair, 2010). Generally, there
are two types of parameters that contribute to esti-
mating FD: controllable and uncontrollable. Con-
trollable parameters, commonly referred to as blast
design parameters, include hole diameter (H), B, ST,
CPM, powder factor (PF), spacing (S), total charge,
hole depth (HD), and delay timing (Rezaei et al.,
2011; Trivedi et al., 2015; Rad et al., 2018; Han et al.,
2020; Zhou et al., 2020a). These parameters can be
adjusted manually and have a direct impact on the
generation of flyrock. Figure 2 illustrates several
potential conditions and corresponding mechanisms
that induce face bursting. Furthermore, if the ratio
of ST to H is small and the stemming quality is poor,
it may lead to cratering and rifling (Lundborg and
Persson, 1975; Ghasemi et al., 2012; Saghatforoush
et al., 2016; Hasanipanah et al., 2018a). In contrast,
uncontrollable parameters refer to characteristic
indices related to the physical properties of a rock
mass, such as rock density (RD), blastability index
(BI), and block size (BS) (Monjezi et al., 2010, 2012;
Hudaverdi & Akyildiz, 2019), geological properties
of a rock mass including geological strength index
(GSI), rock mass rating (RMR), rock quality desig-
nation (RQD), and uniaxial compressive strength
(UCS) (Trivedi et al., 2015; Asl et al., 2018), as well

Figure 1. Negative impacts of blasting in open-pit mines.
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as environmental factors like weathering index (WI)
(Murlidhar et al., 2021).

Over the past few years, a broad spectrum of
artificial intelligence (AI) algorithms represented by
machine learning (ML) models has been developed
and employed to forecast FD based on both con-
trollable and uncontrollable parameters (Table 1).
In general, a single ML method was usually em-
ployed to predict FD, e.g., artificial neural network
(ANN) (Monjezi et al., 2010, 2011; Hosseini et al.,
2022a, b, c; Wang et al., 2023), least squares–support
vector machine (LS–SVM) (Rad et al., 2018), ex-
treme learning machine (ELM) (Lu et al., 2020),
support vector regression (SVR) (Armaghani et al.,
2020; Guo et al., 2021b), back-propagation neural
network (BPNN) (Yari et al., 2016), adaptive neuro-
fuzzy inference system (ANFIS) (Armaghani et al.,
2016), random forest (RF) (Han et al., 2020; Ye
et al., 2021), and deep neural network (DNN) (Guo
et al., 2021a). Nonetheless, most single ML models,
particularly ANN, SVR, RF, and ANFIS, have low
learning rates and easily fall into local optimum
(Wang et al., 2004; Moayedi and Armaghani, 2018;
Wang et al., 2021b; Li et al., 2022a, b). However, it is
extremely time-consuming and difficult to select
hyperparameter parameters of a single ML model by
manual methods for solving complex problems (Li
et al., 2022d). In other words, the hyperparameter
selection problem can also be considered as an
optimization problem. Recently, the use of meta-

heuristic algorithms is effective for solving opti-
mization problems (Monjezi et al., 2012; Armaghani
et al., 2014; Kumar et al., 2018). Besides, meta-
heuristic algorithms have been noticed and used to
improve the predictive ability of traditional ML
models in solving engineering problems, including
evolution-based (Majdi and Beiki, 2010; Yagiz et al.,
2018; Zhang et al., 2022a), physics-based (Khatibinia
and Khosravi, 2014; Liu et al., 2020; Momeni et al.,
2021), and swarm-based (Zhou et al., 2021c; Li et al.,
2022a, b, 2023; Adnan et al., 2023a, b; Ikram et al.,
2023a; Zhou et al., 2023a, b, c, d) methods. Swarm-
based optimization methods, such as the grey wolf
optimization algorithm (GWO), sparrow search
algorithm (SSA), and Harris hawks optimization
(HHO), offer the advantage of requiring only a few
parameters, namely population and iteration, to be
adjusted in order to enhance the optimized perfor-
mance (Kardani et al., 2021; Li et al., 2021d; Zhou
et al., 2021b, c, 2022b, c, 2023c, d). To improve the
accuracy of single ML model for predicting FD, re-
searchers have applied various metaheuristic algo-
rithms-based swarm to the hyperparameter
optimization of ML models (Hasanipanah et al.,
2016, 2018b; Kalaivaani et al., 2020; Murlidhar et al.,
2020, 2021; Guo et al., 2021b; Nguyen et al., 2021;
Fattahi and Hasanipanah, 2022). However, the per-
formance of metaheuristic algorithms-based swarm
is limited by the lack of initial population diversity
(Zhou et al., 2021d, 2022d). Meanwhile, the low

Figure 2. Three important flyrock generation mechanisms.
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precision convergence and convergence time of
metaheuristic algorithms in the optimization of
multi-dimensional complex problems have already
become traditional weaknesses (Li et al., 2021c).

Therefore, the objective of this study was to
develop a novel and comprehensive optimization
model, which combines multi-strategies (MS) and
HHO algorithm to optimize SVR model for pre-
dicting FD. The proposed model is named the
MSHHO–SVR model. A database was created
based on the monitoring of 262 blasting operations
from various open-pit mines, where a series of
influence parameters related to FD were collected.
Three other ML models and an empirical equation
were also developed to predict FD and were com-
pared with the HHO–SVR and MSHHO–SVR
models. The prediction performance of all models
was evaluated using root mean square error
(RMSE), mean absolute error (MAE), determina-
tion coefficient (R2), and variance accounted for
(VAF) in both training and testing phases. Addi-
tionally, the Shapley additive explanations (SHAP)
method, an emerging additive explanatory method,
was employed to calculate the influence of input
parameters on FD in the sensitivity analysis.

METHODOLOGIES

Support Vector Regression

SVR is a specialized algorithm within the family
of support vector machines (SVM) developed by
Vapnik (1995) for resolving regression problems.
For the SVR algorithm, the structural risk mini-
mization (SRM) is the core of the optimizer algo-
rithm used to obtain the minimum training error (Li
et al., 2021b; Zhou et al., 2021c; Zhang et al., 2022b).
In other words, the nonlinear regression prediction
is also a function fitting problem by using SVR
model, which can be described as:

f ðzÞ ¼ wWðzÞ þ b ð1Þ

where w represents a weight vector, WðzÞ describes a
nonlinear mapping between input space and high-
dimensional space, b represents a model error also
called threshold value. Then, the minimization of w
and b can be calculated according to the SRM as:

Table 1. Reviewed ML models for predicting FD

ML models Parameter No. data References

Controllable Uncontrollable

ANN PF, HD, BTS, MC, SD, N, ST RD 250 Monjezi et al. (2010)

ANN PF, H, B, ST, BTS, MC, SD, HD BI 192 Monjezi et al. (2011)

ANN

ANFIS

H, HD, B, S, Q, CPM UCS, RQD 125 Trivedi et al. (2015)

ANN

DNN

PF, S, B, H, ST, MC, – 240 Guo et al. (2021a)

BPNN PF, B, S, CPM UCS, RQD 120 Trivedi et al. (2016)

SVR

LS–SVM

BH/B, BTS, SD, PF, MC RD 90 Rad et al. (2018)

ELM S, B, PF, ST RD 82 Lu et al. (2020)

RF PF, H, BS, MC, HD, ST – 262 Ye et al. (2021)

GA–ANN PF, B, S, SD, MC, HD, ST RMR 195 Monjezi et al. (2012)

PSO–ANN B, S, MC, SD, H, ST, N, PF RD 44 Armaghani et al. (2014)

PSO–RFNN B, MC, S, ST – 72 Kalaivaani et al. (2020)

PSO–ANN HD, ST, PF, MC, B, S – 65 Zhou et al. (2020b)

FA–ANN BTS, ST, HD, MC, PF RD, Rn 113 Li et al. (2021f)

WOA–DNN PF, MC, S, B, ST, HD – 240 Guo et al. (2021a)

HHO–MLP PF, H, ST/B, HD, CPM GSI, RQD, WI 152 Murlidhar et al. (2021)

WOA–SVM PF, B, W, S, ST – 210 Nguyen et al. (2021)

GOA–ANFIS PF, S, B, ST RD 80 Fattahi and Hasanipanah (2022)

No. data the number of considered samples in dataset, BTS burden to spacing ratio, MC maximum charge per delay (kg), SD specific

drilling (m/m3), BH bench height (m), Q charge per blast hole (kg), N number of rows, Rn Schmidt hammer rebound number, ST/B

stemming to burden ratio, W per blast, GOA Grasshopper optimization algorithm, GA genetic algorithm, FA firefly algorithm, RFNN

recurrent fuzzy neural network, WOA whale optimization algorithm, HHO Harris hawks optimization, PSO particle swarm optimization.
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i¼1
ðfi; f�i Þ
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þ Wk k2=2
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ðwWðziÞ þ biÞ � si � #þ fi; i ¼ 1; 2; . . . ;M

si � ðwWðziÞ þ biÞ � #þ f; i ¼ 1; 2; . . . ;M
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>>:

ð2Þ
Finally, Eq. 1 is rewritten as:

f ðzÞ ¼
XM

j¼1
di � d�i
� �

j zi; zj
� �

þ b ð3Þ

where C represents a penalty factor for balancing
the model smoothness, fi and f�i represent the slack
parameters, M denotes number of pattern records,

Wk k2=2 represents the smoothness, # is set to de-

fault value of 0.1, and j zi; zj
� �

¼ WðziÞWðzjÞ indi-

cates the kernel function. In this study, the radial
basis function (RBF) was employed as a widely used
kernel function to solve the prediction problem.
Therefore, C and the kernel parameter ( c) were the
main hyperparameters of SVR model in this study.

Harris Hawks Optimization

The HHO algorithm, developed by Heidari
et al. (2019), is an emerging metaheuristic opti-
mization algorithm, which is inspired by the unique
cooperative hunting activities of Harris�s hawk in
nature called ‘‘surprise pounce.’’ For solving the
optimization problems, each Harris�s hawk can be
considered as a candidate solution, and the best
solution is faulty when considered as the prey. The
standard HHO is split into two parts named the
exploration and the exploitation, as well as different
perching and attacking strategies (Fig. 3a).

Exploration is the beginning of a successful
foraging campaign. Harris�s hawks use their domi-
nant eyes to search for and track prey. Especially
when prey is highly alert, they wait, observe, and
monitor for about 2 h. There are two different
perching strategies that can be executed with the
same probability or chance, which are expressed
mathematically as (Zhou et al., 2021b):

X nþ 1ð Þ ¼ XrandðnÞ � r1 XrandðnÞ � 2r2X nð Þj j q � 0:5
ðXpreyðnÞ �Xm nð ÞÞ � r3ðLB þ r4ðUB � LBÞÞ q\0:5

�

ð4Þ

where X nð Þ and X nþ 1ð Þ denote the positions of
hawks in the nth and n + 1th iterations, respectively;

XrandðnÞ and XpreyðnÞ illustrate the positions of the

randomly selected hawk and prey in nth iteration,
respectively. The parameters q, r1, r2, r3, and r4
represent random numbers varying from 0 to 1 in
each iteration. LB and UB delegate the lower and
upper boundaries of the internal parameters,
respectively. Notably, the mean position of the
hawks ( Xm nð Þ) is expressed as:

Xm nð Þ ¼ 1

I

XI

i¼1
XiðnÞ ð5Þ

where I is the number of Harris�s hawks and XiðnÞ
illustrates the position of the ith individual hawk in
the nth iteration.

After identifying the prey and its location, the
hawks can select from a range of attacking strategies
based on the available energy. The energy con-
sumption during the attack is mathematically ex-
pressed as:

E ¼ 2E0 1� n

T

� �
ð6Þ

where E and E0 represent the escaping energy and
initial energy of the prey, respectively; n indicates
the current iteration, and the maximum number of
iterations is illustrated by T in the HHO algorithm.
When E is less than 1, hawks continue to stay in
exploration phase to obtain a better prey. In con-
trast, hawks start to execute different attack strate-
gies to hunt prey in exploitation phase.

In the exploitation phase, hawks can choose the
appropriate attacking strategy according to the dif-
ferent escape behaviors and energy surplus of prey.
Assuming the prey has an escape chance of prey is
Ec, then the chances of successful escape and cap-
ture are expressed as Ec � 0:5 or Ec\0:5. Combin-
ing the escaping energy of prey, there are four
possible attacking strategies selected by hawks to
hunt prey, as written in Eqs. 7, 8, 9, and 10.

No. 1. Soft besiege: this attack strategy is trig-
gered once the prey (e.g., rabbit) has enough escape
energy ( Ej j � 0:5) but still did not escape out of
hawk�s territory ( Ec � 0:5).

X nþ 1ð Þ ¼ DXðnÞ � E JXpreyðnÞ �X nð Þ
		 		

DXðnÞ ¼ XpreyðnÞ �X nð Þ
ð7Þ

No. 2. Hard besiege: once the escape energy of
prey is exhausted ( Ej j\0:5) but it still does not es-
cape the hawk�s territory ( Ec � 0:5), hawks initiate
the hard besiege strategy to capture the prey.
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X nþ 1ð Þ ¼ XpreyðnÞ � E DX nð Þj j ð8Þ

No. 3. Soft besiege with progressive rapid dives
(see Fig. 3b): When the prey has enough escape
energy ( Ej j � 0:5) and can use different deceptive
behaviors to escape the hawk�s territory ( Ec\0:5).

Y ¼ XpreyðnÞ � E JXpreyðtÞ �X nð Þ
		 		

Z ¼ Y þ S� LFðDÞ

X nþ 1ð Þ ¼
Y if Fitness Yð Þ\Fitness X nð Þð Þ
Z if Fitness Zð Þ\Fitness X nð Þð Þ

� ð9Þ

No. 4. Hard besiege with progressive rapid dives
(see Fig. 3c): if the prey has less escape energy (
Ej j\0:5) while can take different deceptive behav-
iors to escape the hawk’s territory ( Ec\0:5), hawks
try to save more moving distance for hunting the
prey. This trigger condition of No. 4 strategy is
similar to No. 3.

Y� ¼ XpreyðnÞ � E JXpreyðtÞ �Xm nð Þ
		 		

Z� ¼ Y� þ S� LFðDÞ

X nþ 1ð Þ ¼
Y� if Fitness Y�ð Þ\Fitness X nð Þð Þ
Z� if Fitness Z�ð Þ\Fitness X nð Þð Þ

�

ð10Þ

where DXðnÞ represents the difference of position
between prey and hawk in the nth iteration, J rep-
resents the intensity of escape movement, which is
changed randomly between 0 and 2; D and S express
the dimension of searching space and a random
vector, respectively; Fitness () represents the fitness
evaluation function in iteration; and LF describes
the levy flight function, which can be written as:

LFðxÞ ¼ 0:01� l� r

tj j
1
b

; r ¼
Cð1þ bÞ � sin pb

2

� �

C 1þb
2

� �
� b� 2

b�1
2ð Þ

0

@

1

A

1
b

ð11Þ

where l and t represent random values in the range
of [0, 1], and b represents a constant, which is set to
0.5 by default in the HHO algorithm.

Harris Hawks Optimization with Multi-Strategies

Despite the extensive use of the HHO algo-
rithm in solving various engineering problems by
many researchers (Moayedi et al., 2020; Murlidhar
et al., 2021; Zhang et al., 2021; Zhou et al., 2021d;

Figure 3. A standard HHO algorithm: (a) all phases; (b) soft besiege with progressive rapid dives; (c) hard besiege with progressive

rapid dives.
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Kaveh et al., 2022), it still faces the challenge of low
convergence accuracy and premature convergence
while dealing with high-dimensional and complex
optimization problems. To address these issues,
several methods have been proposed to enhance the
performance of the HHO algorithm, including
chaotic local search (Elgamal et al., 2020), self-
adaptive technique (Wang et al., 2021a; Zou and
Wang, 2022), hybridizing supplementary algorithms
(Fan et al., 2020; Hussain et al., 2021). In any case,
the goal of improving HHO is to optimize the initial
HHO algorithm�s exploration and exploitation. In
this study, three strategies named chaotic mapping,
Cauchy mutation, and adaptive weight were used to
enhance the performance of the initial HHO algo-
rithm.

Chaotic Mapping

Several studies have shown that chaotic map-
ping can be used to create a more diverse population
by using chaotic sequences (Kohli and Arora, 2018).
Among the chaotic mapping functions, logistic
mapping is used widely to enrich the diversity of
population for improving the performance of meta-
heuristic algorithms (Hussien and Amin, 2022).
Therefore, the initial population of the HHO was
generated by using a logistic mapping written as:

Logsþ1 ¼ jLogsð1� LogsÞ 0 � j � 4 ð12Þ

and the novel candidate solution generated can be
obtained as:

Cs ¼ TP� ð1� eÞ þ eC0
i; i ¼ 1; 2; . . . ; s ð13Þ

where Logsþ1 and Logs represent the s + 1 and s
order chaotic sequence, respectively; j represents a
constant between 0 and 4; Cs delegates the candidate
solution; TP illustrates the target position; C0 rep-
resents the maps; and e represents a factor related to
the iteration, which is calculated as:

e ¼ Maxiteration � Curiteration þ 1

Maxiteration
ð14Þ

where Maxiteration represents the maximum number
of iterations, and Curiteration indicates the current
iteration.

Cauchy Mutation

The Cauchy distribution function is a simple yet
effective method for addressing the problem of
metaheuristic algorithms being susceptible to local
optima (Yang et al., 2018). The Cauchy variation
can augment the diversity of a population in the
search space of hawks, thereby improving the global
search capability of the original HHO algorithm.
The mathematical representation of Cauchy muta-
tion is written as:

f xð Þ ¼ 1

p
1

x2 þ 1

� �
ð15Þ

After applying the Cauchy mutation, the search
algorithm can explore more global optima, thus:

X�
best ¼ Xbest þXbest � Cauchyð0; 1Þ ð16Þ

Adaptive Weight

An adaptive weight method was employed in
this study to update the position of prey during the
exploitation phase in the HHO algorithm. The
adaptive weight factor (wf) has different functions in
improving the performance of local optimization,
such as a smaller wf can increase the exploitation
time and result in a better solution. This process is
represented as:

wf ¼ sin
p� Curiteration
2Maxiteration

þ p

� �
þ 1 ð17Þ

X�
preyðtÞ ¼ wf �XpreyðtÞ ð18Þ

The framework of using the MSHHO-based
SVR model to predict FD is shown in Figure 4.
Besides, four comparison models were established to
compare the predictive performance with the HHO-
and MSHHO-based SVR models, including ELM,
KELM, BPNN, and empirical models. The princi-
ples of these models above were described in detail
in literature (Roth, 1979; Huang et al., 2006;
McKenzie, 2009; Chen et al., 2016; Yari et al., 2016;
Zhang and Goh, 2016; Wang et al., 2017; Elkatatny
et al., 2018; Luo et al., 2019; Shariati et al., 2020;
Jamei et al., 2021). To learn relationships between
the input parameters and FD accurately, the data-
base was divided into two subsets, i.e., training set
and test set (70% and 30% of the total data,
respectively). Note that all data should be normal-
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ized into the range of 0 to 1 or � 1 to 1. The latter
was considered in this study. Furthermore, the fit-
ness function built by RMSE was set as the only
criterion for evaluating the performance of each
hybrid model. The better model with the suit-
able hyperparameters has lower value of fitness than
other models. Finally, all developed models should
be evaluated using performance indices or other
evaluation approaches like as regression analysis
and Taylor diagrams (Zhou et al., 2021c, 2023a, b).

STUDY SITE AND DATASET

In order to forecast the flyrock phenomenon, six
open-pit mines (i.e., Taman Bestari, Putri Wangsa,

Trans Crete, Ulu Tiram, Masai, and Ulu Choh) were
investigated in Malaysia. Their locations are shown
in Figure 5. A big data survey showed that the total
amount of blasting in these mines reached 240,000
tons a year, with average of 15 large-scale blasting
operations carried out every month (Han et al.,
2020). The blasting operation with high charge and
high frequency is bound to cause a serious flyrock
phenomenon (see Fig. 5). According to Table 1,
different controllable and uncontrollable parameters
were used as predictors in previous flyrock studies.
In this study, we monitored 262 blasts and recorded
six individual influence parameters, namely H, HD,
BTS, ST, MC, and PF, as input parameters to predict
FD. Although uncontrollable parameters of RQD
and Rn were also measured, only the range values

Figure 4. Framework of FD prediction.
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were recorded and could not be adopted in this
study. Figure 6 shows the distribution of the input
parameters.

Figure 7 displays the correlation coefficients
and data distributions of the input parameters and
output parameters. The purpose of the correlation
analysis was to select the appropriate parameters to
build the prediction model. Two parameters that are
highly correlated with each other are a burden in
building a model because their contributions to the
target prediction are approximate. However, if the
direct correlation coefficient (R) between an input
parameter and the predicted target is large, it indi-
cates that the input parameter has a key influence on
whether the target can be accurately predicted. As
shown in this picture, the values of R between input
parameters are low, and each input parameter has a
good linear relationship with FD. Therefore, the six
parameters selected can be used to build the pre-
diction model.

MODEL EVALUATION

To evaluate the reliability and accuracy of the
proposed model, as well as three other ML models
and an empirical formula for predicting FD, it was
necessary to apply statistical indices to quantify their
predictive performance. RMSE, R2, MAE, and VAF

are widely utilized as performance indices in model
evaluation, as reported in several published studies
(Hasanipanah et al., 2015; Armaghani et al., 2021;
Jamei et al. 2021; Murlidhar et al. 2021; Zhou et al.
2021a; Dai et al., 2022; Du et al., 2022; Ikram et al.,
2022a, b; Li et al. 2022c; Mikaeil et al. 2022; Chen
et al., 2023; Ikram et al., 2023b; Zhou et al. 2023d).
These aforementioned indices are defined as fol-
lows.

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

U

XU

u¼1

FDo;u � FDp;u

� �2
vuut ð19Þ

R2 ¼ 1�
PU

u¼1 ðFDo;u � FDp;uÞ
h i2

PU
u¼1 ðFDo;u � FDoÞ

h i2 ð20Þ

MAE ¼ 1

U

XU

u¼1

FDo;u � FDp;u

		 		 ð21Þ

VAF ¼ 1� varðFDo;u � FDp;uÞ
varðFDo;uÞ

� �
� 100% ð22Þ

where U represents the number of used samples in

the training or testing phase; FDo;u and FDo indicate
observed FD value of the uth sample and mean of

Figure 5. Locations of six open-pit mines in Malaysia used for predicting FD.
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observed FD values, respectively; and FDp;u indi-

cates the predicted FD value of the uth sample.

DEVELOPING THE MODELS
FOR PREDICTING FD

In this study, an enhanced HHO algorithm with
multi-strategies was employed to select the hyper-
parameters of SVR model for predicting FD. The
other five different models, i.e., HHO–SVR, ELM,
KELM, BPNN, and empirical formula, were also
considered for comparison with the predictive per-
formance of the proposed MSHHO–SVR model.
The procedures for model development and assess-
ment are described in the following sections.

Evaluation Performance of MSHHO Model

As previously mentioned, the logistic mapping
of chaotic sequences was used to initialize the pop-
ulation of HHO for increasing swarm diversity, the
Cauchy mutation was utilized to expand the search
space and improve the global search capability (i.e.,
exploration) of HHO, and the local optimization
capability (i.e., exploitation) was improved by

assigning the adaptive weight strategy. Three
MSHHO algorithms were generated by using the
aforementioned strategies, namely HHO–Logistic
mapping (HHO–Log), HHO–Cauchy mutation and
adaptive weight (MHHO), and MHHO–Log. To
compare the performance of MSHHO algorithms
with the initial HHO, six benchmark functions
consisting of three unimodal functions and three
multimodal functions (Zhou et al., 2022a) were used
to obtain the objective function values as shown in
Table 2. The performance of different algorithms
can be demonstrated by the average (Aver.) and
standard deviation (S.D.) values of their objective
functions. To balance out the interference of other
conditions, the dimension and iteration time were
set as 30 and 200 in each algorithm. Besides, the
initial population was given three values (25, 50 and
75) to increase the complexity and reliability of the
verification. The results of performance evaluation
for all algorithms are shown in Table 3. As can be
seen in this table, all enhanced HHO algorithms
obtained better performance than the unchanged
HHO algorithm by resulting in lower values of Aver.
and S.D. of objective functions, especially for the
MHHO–Log algorithm. It can be noted that each
algorithm had the best performance with a popula-
tion of 50 in different functions. Figures 8 and 9

Figure 6. Distribution pattern of input parameters.
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reflect the dynamic convergence performance of all
algorithms based on the unimodal and multimodal
benchmark functions during 200 iterations. It is
obvious that the MHHO–Log had the lowest values
of objective function in F6 when the population was
50. Furthermore, the performance of all MSHHO
algorithms was improved to be superior to HHO by
adjusting the population, the capability of global
search and local optimization.

Development of MSHHO–SVR Model

After verifying the performance of all MSHHO
algorithms, a series of hybrid models that combine
MSHHO algorithms and SVR was developed to
search the optimized hyperparameters for predicting
FD. To confirm the optimization performance of
MSHHO, the populations were also set equal to 25,
50 and 75 in 200 iterations. Figure 10 displays the

Figure 7. Correlations between input and output parameters.

Table 2. Benchmark functions adopted in this study

Type Function name Function description Initial range

Unimodal Sphere F1 ¼
Pd

i¼1 x
2
i [� 100, 100]

Unimodal Noise F2 ¼
Pd

i¼1 ix
4
i þ random 0; 1½ Þ [� 1.28, 1.28]

Unimodal Rosenbrock F3 ¼
Pd�1

i¼1 100ðxiþ1 � x2i Þ
2 þ ðx2i � 1Þ2

h i
[� 30, 30]

Multimodal Schwefel�s 2.26 F4 ¼
Pd

i¼1 �xi sin
ffiffiffiffiffiffiffi
xij j

p� �
[� 500, 500]

Multimodal Rastrigin F5 ¼
Pd

i¼1 x2i � 10 cos 2pxið Þ þ 10Þ

 �

[� 5.12, 5.12]

Multimodal Griewank F6 ¼ 1
4000

Pd
i¼1 x

2
i �

Qd
i¼1 cos

xiffi
i

p
� �

þ 1 [� 600, 600]
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iteration curves of all hybrid models with different
populations. The lowest fitness value of each hybrid
SVR model was obtained in the population of 50. In
particular, the MHHO–Log–SVR model with 50
populations had the best performance by means of
the lowest value of fitness among all models. The

rest of the results of the minimum values of fitness
are given in Table 4. Therefore, the MHHO–Log–
SVR model was considered the optimal MSHHO
model for forecasting FD, namely the MSHHO–
SVR model.

Table 3. Results of six testing bench functions with different HHO algorithms

Algorithms Pop F1 F2 F3

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 25 958.30 9819.90 3147268.49 37724594.73 1.25 8.95

HHO–Log 25 884.88 9062.11 2664563.15 37682586.34 1.25 8.91

MHHO 25 553.68 7830.15 1660512.01 21134739.95 0.70 6.34

MHHO–Log 25 543.57 5503.58 1082928.33 14059789.16 0.50 6.89

Algorithms Pop F4 F5 F6

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 25 � 11868.84 1873.87 10.12 62.45 7.86 77.15

HHO–Log 25 � 12035.37 1813.46 6.65 47.89 5.26 68.42

MHHO 25 � 12082.34 1801.08 4.63 46.13 4.03 43.36

MHHO–Log 25 � 12297.91 1319.68 4.42 36.54 3.35 38.24

Algorithms Pop F1 F2 F3

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 50 685.80 7988.11 2613611.52 34632259.44 0.99 7.70

HHO–Log 50 553.68 7830.15 1983466.58 28050439.55 0.76 7.67

MHHO 50 390.24 4523.87 1444017.08 19812892.09 0.48 6.75

MHHO–Log 50 319.37 4516.29 1074024.53 15186980.00 0.40 5.68

Algorithms Pop F4 F5 F6

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 50 � 11942.22 1928.83 9.68 57.17 2.95 41.64

HHO–Log 50 � 12315.82 1179.94 4.62 43.61 0.29 2.03

MHHO 50 � 12305.10 1184.75 4.49 35.62 0.42 2.34

MHHO–Log 50 � 12362.58 1174.31 3.20 33.85 0.11 1.49

Algorithms Pop F1 F2 F3

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 75 740.03 8283.89 2856687.80 35933361.47 1.16 8.42

HHO–Log 75 633.58 7566.86 2289411.71 32377154.01 0.96 8.26

MHHO 75 452.39 4858.62 1898283.72 21744332.20 0.65 5.69

MHHO–Log 75 353.31 4996.37 1244797.51 15878824.11 0.44 6.09

Algorithms Pop F4 F5 F6

Aver. S.D. Aver. S.D. Aver. S.D.

HHO 75 � 11910.08 1801.17 14.33 49.16 6.19 70.05

HHO–Log 75 � 12046.67 1314.03 8.45 48.63 4.06 47.07

MHHO 75 � 11986.09 1650.95 6.70 47.96 4.74 67.08

MHHO–Log 75 � 12431.06 1107.52 6.63 38.11 2.87 34.54
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Development of ELM Model

The ELM model’s development solely depends
on the number of neurons present in a single hidden
layer (Li et al. 2022a, b). In order to obtain the most
accurate ELM model for estimating FD, seven
models were constructed using different number of
neurons ranging from 20 to 200. The R2 was utilized
to evaluate the predictive ability of these models.
The results of the seven models during both the
training and testing phases are reported in Table 5.
The results indicate that increasing the number of

neurons in the training phase results in an increased
value of R2. However, the third ELM model
achieved the highest R2 value (0.8173) using the test
data with 80 neurons in a hidden layer. Accordingly,
the final ELM model with 80 neurons in a hidden
layer was employed to predict FD in this study.

Development of KELM Model

The KELM model eliminates the need for
selecting and determining the number of neurons in

Figure 8. Comparisons between HHO and MSHHO by using the unimodal benchmark functions.
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the hidden layer, instead it relies on kernel function
(such as the RBF) parameters to optimize the per-
formance of the ELM model (Huang et al., 2011).
Similar to the SVR model, the range of regulariza-
tion coefficient (K) and c of KELM model must be
defined manually. Zhu et al. (2018) used a range of
2�20–220 for K and c. Baliarsingh et al. (2019) con-
sidered the K and c in the range of 2�8–28 to solve
their problem. Therefore, the variation range of
hyperparameters of KELM model was considered as
2-2, 2-1, …, 27, 28 to predict FD. The development

results of KELM models in the training and testing
phases are shown in Figure 11. As can be shown in
Figure 11a, K had a positive relationship with any
value of c. However, if K was smaller than 21, the R2

increases first and then decreases as c increases, and
the turning point was when c = 21. However, the
highest value of R2 was obtained in the testing phase
when K was 24 and c was 2�1. As can be realized, the
best hyperparameters of KELM model were 24 (K)
and 2�1 ( c) for predicting FD.

Figure 9. Comparisons between HHO and MSHHO by using the multimodal benchmark functions.
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Development of BPNN Model

The BPNN model was devised with the purpose
of minimizing predictive errors through the applica-
tion of back-propagation to regulate the weights and
biases of the neural network. This technique has
gained widespread usage in addressing a range of

engineering problems (Li et al., 2021a). The BPNN is
also a typical multilayer neural network with input,
hidden, andoutput layers. Todevelop aBPNNmodel,
the numbers of hidden and neurons are the major
concerns.Althoughabetter performingBPNNmodel
has more hidden layers and neurons, it may result in
overfitting and it may increase unnecessary compu-

Figure 10. Development results of HHO–SVR and MSHHO–SVR models.

Table 4. Statistical analysis of fitness of all hybrid models with different populations

Models Minimum fitness

Population = 25 Population = 50 Population = 75

HHO 0.1879 0.1773 0.1862

HHO–Log 0.1561 0.1456 0.1484

MHHO 0.1562 0.1454 0.1522

MHHO–Log 0.1452 0.1443 0.1501
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tation time (Yari et al., 2016). Several formulas can be
used to calculate the neurons of hidden layers (Han
et al., 2018). The values of R2 were used here to de-
scribe the BPNN performance in the training and
testing phases (Fig. 12). Ultimately, the neural net-
work model with a configuration of 6–5–4–1 (i.e., 6
neurons in the input layer, 5 neurons in the first hidden
layer, 4 neurons in the second hidden layer, and 1
neuron in the output layer) achieved the highest R2

value in the testing phase. Thismodel was determined
to be the most optimal BPNN model for predicting
FD in this study.

Development of Empirical Equation

There are many empirical formulas for pre-
dicting FD by using blast design parameters

(Lundborg et al., 1975; Roth, 1979; Gupta, 1980;
Olofsson, 1990). Nevertheless, the accuracy of
empirical models is extremely dependent on input
parameters (Richards and Moore, 2004; Little, 2007;
Ghasemi et al., 2012; Trivedi et al., 2014; Zhou et al.,
2021c). Therefore, a multiple linear regression for-
mula was established, which describes the relation-
ship between the considered six controllable
parameters and FD; thus,

Dflyrock ¼ 0:39�Hþ 0:44�HDþ 46:4� BTS
� 0:27� STþ 0:21�MCþ 121:65� PF
� 31:6

ð23Þ

where Dflyrock represents FD.

RESULTS AND DISCUSSION

After obtaining the ideal hyperparameters for
all models, each model was run based on the same
database and their prediction performances were
evaluated using RMSE, R2, MAE, and VAF. Ta-
ble 6 presents the results of performance comparison
of the proposed model and other five models in the
training phase. It can be seen intuitively that the
performance indices of SVR models optimized by
HHO and MSHHO were significantly superior to
other models. The best and worst models were the
MSHHO–SVR and ELM models, respectively, with
RMSEs of 12.2822 and 28.3539, R2 values of 0.9662
and 0.8197, MAEs of 8.5034 and 21.6415, and VAF
values of 96.6161 % and 81.965 %, respectively.

Table 5. Performance evaluation of ELM models with different

number of neurons

Models no. Neurons R2

Training phase Testing phase

1 20 0.4188 0.2988

2 50 0.7861 0.6946

3 80 0.8197 0.8173

4 110 0.8812 0.6578

5 140 0.8810 0.5002

6 170 0.9051 0.4468

7 200 0.9162 0.5541

Figure 11. Development of KELM model: (a) training phase; (b) testing phase.
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Following the MSHHO–SVR model, other models,
including the HHO–SVR model, KELM model,
BPNN model, and empirical equation, exhibited
favorable performance based on the aforementioned
evaluation metrics for predicting FD.

The regression diagrams were used to evaluate
the performance of the six models in the training
phase as shown in Figure 13. The horizontal axis
represents the observed FD values, while the pre-
dicted values are listed on the vertical axis. Each
diagram includes a line at 45�, which is colored dif-
ferently per model. The points along these lines
indicate that the error between the predicted and
the observed values is zero. A greater number of
points on or close to the 45� line indicate that a
model has better predictive accuracy. Meanwhile,
the dotted lines with the equation of y = 1.1x and
y = 0.9x were set as the prediction boundaries, and

those points outside these boundaries indicate poor
performance. As can be seen in this picture, the
predicted values by MSHHO–SVR model were
more concentrated on the 45� line, followed by
HHO–SVR model, KELM model, BPNN model,
empirical and ELM model. Meanwhile, the
MSHHO–SVR model had better performance in-
dices compared to the other models.

It is worth noting that a model that performed
well in the training phase cannot be directly applied
to predict FD. In order to verify their efficacy, the
proposed model, along with five others, should un-
dergo validation using the test set. It is important to
note that the models may not necessarily reproduced
the same luminous results in the testing phase. Ta-
ble 7 displays the results of the four performance
indices generated by all the models. The MSHHO–
SVR model emerged as the most effective among
them, yielding the highest R2 (0.9691) and VAF
(96.9178%), as well as the lowest RMSE (9.6685)
and MAE (7.4618). Conversely, the empirical model
displayed poor prediction accuracy with RMSE of
26.4389, R2 of 0.7689, MAE of 20.4681, and VAF of
76.9583%. Furthermore, the empirical equation also
generated predictive values that deviated signifi-
cantly from the 45� line. Conversely, the MSHHO–
SVR model’s prediction performance was the most
superior (Fig. 14), whereby all its predicted values
fell within the prediction boundary and were posi-
tioned closer to the 45� line. The HHO–SVR model,
followed by the BPNN model and the KELM

Figure 12. Performance of the BPNN model: (a) training phase; (b) testing phase.

Table 6. Comparison of the performance of models (in the

training phase)

Models Performance

RMSE R2 MAE VAF (%)

HHO–SVR 17.5967 0.9305 10.3371 93.1426

MSHHO–SVR 12.2822 0.9662 8.5034 96.6161

ELM 28.3539 0.8197 21.6415 81.9652

KELM 19.3470 0.9160 13.6868 91.6069

BPNN 24.4488 0.8659 18.0935 86.5910

Empirical 27.6668 0.8283 20.8974 82.8521

Values in bold indicate the best model
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Figure 13. Regression diagrams of all models using the training set: (a) HHO–SVR; (b) MSHHO–SVR; (c) ELM; (d) KELM; (e)

BPNN; (f) Empirical.
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model, performed less effectively than the
MSHHO–SVR model in FD prediction.

Figure 15 presents graphical Taylor diagrams
that comprehensively compare the predictive per-
formances of all models in both the training and
testing phases. In the Taylor diagrams, the RMSE
and R of observed value were set by default to 0 and
1, respectively. Then, the positions of all models can
be determined according to the values of S.D.,
RMSE, and R of the respective prediction results.
Accordingly, the best model has less deviations from
the observed values compared to the other models.
As can be seen in these diagrams, the MSHHO–
SVR model was certainly closer to the observed
values in both the training and testing phases, indi-
cating that it is the best model for predicting FD.

Figure 16 illustrates the curves of observed and
predicted FDs using the test set, enabling a detailed
assessment of the predictive performance of each of
the six models. Overall, there is little difference
between the predicted and observed curves for all
models. However, local observation shows that the
values predicted by the empirical models had large
errors from the observed values of samples Nos. 33–
35, and the errors obtained by ELM, KELM, and
BPNN models were almost the same but signifi-
cantly larger than that obtained by the HHO–SVR
model. Compared to the HHO–SVR model, there
was little error between the predicted and observed
values of samples Nos. 20–30 based on the
MSHHO–SVR model, which means that the
MSHHO–SVR model was more suitable for pre-
dicting FD than of the other models based on pre-
diction accuracy.

In order to further compare prediction perfor-
mance between the HHO–SVR and MSHHO–SVR

models, the relative deviation was defined to mea-
sure the difference in prediction performance of the
proposed models in the training and testing phases.
If the relative deviation is greater than 10% or less
than � 10%, the prediction is considered wrong.
According to the obtained results (Fig. 17), the rel-
ative deviation of the MSHHO–SVR model was
more concentrated in the range [� 10%, 10%]
compared to that of the HHO–SVR model in both
of the training and testing phases. This is strong
evidence that MSHHO can help SVR do a much
better job of predicting FD.

Although six controllable parameters related to
the blasting design were considered as input
parameters in this study, the importance of each of
them still needs to be checked in the MSHHO–SVR
model. The SHAP method inspired by cooperative
game theories is used widely to calculate parameter
importance (Lundberg and Lee, 2017; Chelgani
et al., 2021; Zhou et al., 2022b; Qiu & Zhou, 2023).
The result of the importance scores obtained using
SHAP values is shown in Figure 18. As can be seen
in this figure, the order of parameter importance is
H>PF>MC>HD> ST>BTS with mean
SHAP values of 40.25, 19.98, 10, 3.81, 3.76, and 2.81,
respectively. The biggest advantage of the SHAP
method is that the influence of features can be re-
flected per sample, which also shows the positive and
negative influence of a parameter. Figure 19 displays
the influence of each parameter on FD prediction. In
this figure, the overlap points depict the SHAP value
distribution per parameter. The higher the positive
or negative SHAP values, the greater the impact on
FD prediction. The results illustrate that FD signif-
icantly increases with H and PF. Meanwhile, all in-
put parameters are positively correlated with FD.

In this study, the MSHHO–SVR model has
confirmed as the effective model to predict FD with
an excellent performance, which is similar with most
of published hybrid models for the years 2012–2022
as shown in Table 8. The best model was HHO–
MLP proposed by Murlidhar et al. (2021) by means
of the highest value of R2 (0.998). However, the
difference in the used number of samples in data-
base and considered input parameters is the root
cause of the difference in model performance. Based
on the same data set considered in this study, Ye
et al. (2021) developed genetic programming (GP)
and RF models to predict FD with good prediction

Table 7. Comparison of the performance of models (in the testing

phase)

Models Performance

RMSE R2 MAE VAF (%)

HHO–SVR 13.9193 0.9359 8.5762 93.6147

MSHHO–SVR 9.6685 0.9691 7.4618 96.9178

ELM 23.5062 0.8173 18.3581 82.5412

KELM 22.5800 0.8314 15.9271 83.3616

BPNN 21.6496 0.8450 15.5799 84.5856

Empirical 26.4389 0.7689 20.4681 76.9583
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Figure 14. Regression diagrams of all models using the test set: (a) HHO–SVR; (b) MSHHO–SVR; (c) ELM; (d) KELM; (e) BPNN;

(f) Empirical.
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accuracy of R2 are 0.908 and 0.9046, respectively;
Armaghani et al. (2020) proposed a SVR model to
estimate FD with high accuracy (R2 = 0.9373);
Murlidhar et al. (2020) used biogeography-based
optimization (BBO) to optimize the ELM model for
predicting FD, with R2 = 0.94. The current study has
yielded superior results for predicting FD, as deter-
mined by the use of the most effective model, the
MSHHO–SVR, which yielded higher R2 values
(0.9662 for the training set and 0.9691 for the test
set). Therefore, the authors are confident that the
proposed MSHHO–SVR model exhibits superior
performance compared to the existing models on the
same dataset.

CONCLUSION

Flyrock has long been a significant safety con-
cern in open-pit mines. This study examined a rich

database from six open-pit mines in Malaysia,
comprising 262 blasting operations. A novel opti-
mization model that combines HHO and MS was
developed to fine-tune the SVR model, named the
MSHHO–SVR model. This model was compared
for predictive performance with other models,
including the HHO–SVR, ELM, KELM, BPNN,
and empirical models for predicting FD. The main
conclusions of this study are listed as follows.

(1) The evaluation results indicated that the
MSHHO–SVR model had the highest predic-
tive accuracy among all models, as reflected by
its RMSEs of 12.2822 and 9.6685, R2 values of
0.9662 and 0.9691, MAEs of 8.5034 and 7.4618,
and VAF values of 96.6161% and 96.9178% in
the training and testing phases, respectively.

(2) It was verified that multi-strategies can signif-
icantly improve the performance of the HHO
algorithm for tunning the hyperparameters of
the SVR model. In addition, the combination

Figure 15. Graphical Taylor diagrams for comparison of all models. The horizontal and vertical axes represent S.D. of predicted

values per model, which are drawn by blue circular lines. The green circles represent the RMSEs of different models, and the black

lines from the origin (0, 0) to the outermost circle shows the R in the range of 0 to 1.
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Figure 16. Curves for predicting FD in the testing phase by all models.

Figure 17. Variation in relative deviation for evaluating the performance of HHO–SVR and MSHHO–SVR mode.
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of MSHHO and SVR model had superior
prediction accuracy compared to the other
models using the same FD database.

(3) The result of sensitivity analysis showed thatH
was the most sensitive parameter and BTS was
the least sensitive parameter to FD. The
importance rankings of the other input
parameters were PF, MC, HD, and ST. Note
that all input parameters, especially H and PF,
were positively correlated with FD.

Although the proposed novel hybrid model was
able to predict FD with satisfactory predictive
accuracy, if the range of input parameter values
extends beyond those employed in this study, the
findings may be subject to bias. Therefore, it is
necessary to obtain more data from field investiga-
tion and inspection to enrich the database and im-
prove the model generalization. Furthermore, some
physics rules between input parameters and the
model output can be included in future flyrock
studies. In this regard, predicted FD by using pre-
vious empirical formulas can be considered as model
inputs. This idea might be more interesting for

Figure 18. Importance scores of input parameters.

Figure 19. Influence results of each parameter on FD prediction.
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mining and civil engineers because they can learn
more about how data are prepared and how input
and output parameters are related.
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search, ABC artificial bee colony
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