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In this study, a new 3-stage approach that consists of clustering, simulation, and optimization
stages is proposed for the simulation of groundwater level (GWL) in an arid region of
eastern Iran. In the first stage, K-means clustering was used to divide the study aquifer into
five different clusters based on precipitation, water recharge, water discharge, transmissivity,
earth level, and water table. In the second stage, to simulate GWL in each cluster, several
input variables, such as water level at the previous month, aquifer discharge, aquifer re-
charge, evaporation, temperature, and precipitation, were used in the form of various input
patterns that were fed to an artificial neural network (ANN). Finally, in the third stage, two
advanced optimization methods, i.e., particle swarm optimization (PSO) and whale opti-
mization algorithm (WOA), were utilized to optimize the ANN results. Various patterns
were identified as suitable clusters based on the studied models. A pattern including water
level at the previous month, aquifer discharge, aquifer recharge, and precipitation was
identified as the best model for four clusters, except for cluster 3. The validation with root
mean squared error (RMSE), mean absolute percentage error (MAPE), and Nash Sutcliffe
index (NSE) revealed RMSE = 0.01, NSE = 0.97, and MAPE = 0.13 for the first cluster,
RMSE = 0.011, NSE = 0.99, and MAPE = 0.22 for the second cluster, RMSE = 0.003,
NSE = 0.99, and MAPE = 0.30 for the fourth cluster, and RMSE = 0.001, NSE = 0.98, and
MAPE = 0.05 for the fifth cluster. For the third cluster, a pattern including water level at the
previous month, aquifer discharge, and aquifer recharge was identified as the best model
resulting in RMSE = 0.006, NSE = 0.99, and MAPE = 0.05. Finally, according to the results,
the ANN-PSO model was applied to three clusters, while the ANN-WOA model was
applied to the remaining clusters. In general, this study showed that optimization algorithms
can improve the simulation accuracy of ANN, and the efficient use of each method depends
on the clustering type. The application of the approach proposed here can be extended to
other aquifers that have a relatively large area and limited data availability.

KEY WORDS: Groundwater level, WOA, PSO, Aquifer hydrograph, Spatial clustering.

!Department of Geology, Payame Noor University, Tehran, Iran. INTRODUCTION
“Department of Irrigation and Drainage Engineering, Aburaihan

Campus, University of Tehran, Tehran, Iran.
*Department of Water Engineering, Faculty of Agriculture,

One of the approaches to groundwater re-

University of Tabriz, Tabriz, Iran. sources management is the use of modeling and
“Department of Water Resources Research, Water Research simulation tools to determine the status of water

Institute, Tehran, Iran.
5To whom correspondence should be addressed; e-mail: Zkay-
homayoon@pnu.ac.ir

balance. To achieve this important goal, the use of
new methods that can reduce the simulation error
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and uncertainty of model variables is essential (Mi-
lan et al., 2018). Although physical and mathemati-
cal models are basic tools for demonstrating
hydrogeological variables and understanding the
processes that take place in a system, they suffer
from practical and temporal limitations. Moreover,
they require accurate information on proper inputs,
which are often not available in many regions
around the world. Therefore, the application of
intelligent models is suggested in the case of sparse
and incomplete data (Kardan Moghaddam et al.,
2019; Nguyen et al., 2020a; Nhu et al., 2020a; Pham
et al., 2019). Artificial neural networks (ANNs) are
among the most widely used artificial intelligence
methods, which have been proven to work well in
various simulation studies (Nhu et al., 2020b; Xu
et al., 2020). Using the least possible information
from a system, this method can develop a regression
model for predicting the output with satisfactory
performance. Numerous studies have used ANNs
with different structures for groundwater level
(GWL) and potential simulation and reported the
satisfactory performance of this method (Lallahem
et al., 2005; Mirarabi et al., 2019; Nguyen et al.,
2020b; Taormina et al., 2012). However, some re-
searchers (e.g., Banadkooki et al., 2020; Jaafari
et al., 2019a, b, c; Khedri et al., 2020; Kombo et al.,
2020; Maroufpoor et al., 2020) believe that primary
regression machines such as ANNs should be opti-
mized by optimization methods to achieve the
highest accuracy of results. The network structure,
parameters, and type of network training algorithm
directly affect the quality of prediction results. Al-
though ANNs can use error back-propagation
training algorithms for error convergence, they suf-
fer from a low convergence rate, and sometimes,
they are trapped in local minima (Asefpour Vakil-
ian, 2020; Sarlaki et al., 2021), calling for the appli-
cation of advanced optimization algorithms to
achieve the best performance.

The application of advanced optimization
algorithms such as particle swarm optimization
(PSO) has been reported for groundwater manage-
ment to minimize the cost of pumping (Gaur et al.,
2013; Milan et al., 2021). Whale optimization algo-
rithm (WOA) is another optimization algorithm that
provides good results for optimization problems
(Abd El Aziz et al., 2017; Ling et al., 2017; Mirjalili
& Lewis, 2016). WOA has been successfully used to
optimize the parameters of ANN, adaptive neuro-
fuzzy inference system (ANFIS), and support vector
regression (SVR) (Sai & Huajing, 2017; Aljarah

et al., 2018; Heydari et al., 2019; Chen et al., 2019;
Mohammadi & Mehdizadeh, 2020; Vaheddoost
et al., 2020). Seifi and Soroush (2020) showed that a
hybrid ANN-WOA model outperformed ANN and
ANN-genetic algorithm (GA) models for simulating
water evaporation. Similar results were reported by
Samadianfard et al. (2020) for predicting wind
speed. Overall, the literature shows that the use of
evolutionary optimization models, along with simu-
lation, can provide timely predictions with accept-
able performance in many real-world problems.

In this study, the GWL of an aquifer was sim-
ulated using an ANN and the PSO and WOA opti-
mization algorithms. This study is the first for
proposing and comparing hybrid ANN-WOA and
ANN-PSO models for improving the simulation
accuracy of GWL with expectation of significantly
increasing the computational accuracy and reliabil-
ity over a single ANN model. In favor of a more
accurate simulation process, we also propose a
clustering technique that identifies those regions of
the study aquifer that represent similar characteris-
tics. Combining the clustering, simulation, and
optimization concepts into a single methodological
framework distinguish our study from other analo-
gous researches reported in the literature.

MATERIALS AND METHODS
Study Area and Dataset

With an area of 428.9 km?, the Birjand aquifer
is located in an arid region with a cold climate in
eastern Iran. The aquifer is of alluvial type with
average thickness of 75 m. The general direction of
groundwater flow is from north to south and then to
the west of the aquifer. The average saturation
thickness of the aquifer is estimated at 25 m. The
location of the aquifer in the study area is such that
the aquifer is fed from the northern, southern, and
eastern parts through surface flows and groundwa-
ter, while the output of groundwater flows is located
at the western part of the aquifer.

All water demand in this area is supplied from
groundwater, and there is a shortage of more than 10
MCM (million cubic meters) of groundwater re-
sources annually (Kardan Moghaddam et al., 2019).
Continuation of the current trend of average annual
withdrawal in the region of about 50 cm will result in
serious environmental problems and a shortage in
water supply for drinking and agriculture. An annual
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volume of about 90 MCM of water is extracted from
this aquifer by about 100 discharge wells. Eighteen
observation wells across the aquifer are responsible
for monitoring GWL. Figure 1 shows the location of
the aquifer and observation wells.

To simulate GWL, independent observational
data are needed to estimate the amount of GWL at
the end of the month. Therefore, according to pre-
vious research (Coulibaly et al., 2001; Jalalkamali
et al., 2011; Guzman et al., 2018; Khaki et al., 2015;
Ebrahimi & Rajaee, 2017; Rajaee et al., 2019; Kar-
dan Moghaddam et al., 2019), six variables were
selected: GWL at the previous month (GWL,_,),
precipitation (P), aquifer recharge (R), aquifer dis-
charge (D), temperature (T), and evaporation (E).

Studies show that in parts of aquifers where
GWL is close to the surface, two parameters (i.e.,
temperature and evaporation) are effective on GWL
and its simulation (Karadan Moghaddam et al.,
2019; Moghaddam et al., 2021). Therefore, these two
parameters were considered for simulation of GWL.
The time-series data of the climate of the region
(precipitation, temperature, and evaporation) were
extracted based on the statistics of the synoptic
station of the region. GWL data per observation
well were obtained from the Regional Water Com-
pany. Moreover, the amount of aquifer discharge in
a Thiessen polygon network of each observation
well was defined based on the inventory of resources
and consumptions and the definition of time series
during the simulation period. According to the se-
quence of three periods (2003, 2011, and 2017) and
the amount of aquifer over-exploitation, the time
series of discharge from each well was determined,
and the sum per Thiessen polygon was determined
as the discharge per observation well (Karadan
Moghaddam et al., 2019; Moghaddam et al., 2021).
The amount of aquifer recharge in each Thiessen
polygon per observation well was defined as a time
series based on the return water coefficient of con-
sumption and infiltration due to precipitation and
runoff in the area according to the regional balance
reports (Ministry of Power, 2017).

Artificial Neural Network

ANN models have been studied for many years
in the hope of achieving performance similar to
human performance in speed and cognition (Hop-
field, 1988). After selecting the model inputs to an
ANN, several parameters such as numbers of hidden

and output layers and number of primary neurons in
each middle layer should be determined. Next, the
network evaluation criterion is selected to calculate
the network’s prediction error. The network deter-
mines the weights and biases by different algorithms
according to training data. This step is repeated until
the difference between the observed values and
values predicted by the network is minimized
(Haykin, 1999). The different architectures of the
multilayer perceptron (MLP) network are deter-
mined by the number of neurons in the (hidden)
layers, the number of hidden layers, and the type of
transfer function in the hidden and output layers. A
suitable architecture performs simulation with rea-
sonable accuracy. The selected architecture and the
appropriate number of neurons in the hidden layers,
transfer functions, and the selected algorithm for
network training are given in the results section. To
perform the modeling, after data normalization in
the [0,1] interval, the data were divided into two
subsets, namely training data (75% of total data)
and test data (rest of data).

Hybrid Models

Figure 2 depicts the flowchart of the present
study to combine the ANN model with optimization
algorithms for the simulation of GWL. First, by
having the effective parameters, the aquifer’s clus-
tering was performed using the K-means method.
Different patterns were developed by combining the
variables that affect GWL as the output variable.
These patterns were first implemented by the ANN
model and then by the modified ANN with PSO and
WOA algorithms to obtain a reliable model. Finally,
a suitable pattern and a model were proposed for
each cluster. In optimization using evolutionary
algorithms, optimization variables are weights and
biases of the network (Chen et al., 2018; Toghyani
et al., 2016). The modeling is such that N position
vectors are considered for X;, where the vectors are
generated randomly. ANN is executed considering
the values of these vectors as its parameters, and
minimizing the error obtained from each execution
is considered the objective function of the model.
This process is repeated until final convergence is
achieved, where the weights and biases are opti-
mized so that training error is minimized. Then, the
ANN’s optimal weights and biases are used, and the
results are evaluated. If the results are desirable, the
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Figure 1. Location of aquifer and observation wells.

model training is completed, and the optimal net- Similar to other optimization algorithms, PSO starts
work evaluates the test data. with generating a random population. The compo-
nents in this method are different sets of decision
variables whose optimal values are provided by

Particle Swarm Optimization moving the variables to optimal points with a
determined velocity (Arumugam et al., 2008). PSO
Introduced by Kennedy and Eberhart (1995), includes a velocity vector and a position vector,

PSO is a nature-inspired optimization algorithm. which force the population to change their positions
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Figure 2. Flowchart of the proposed approach for simulation of GWL.

in the search space. The velocity consists of two
vectors, i.e., p and p,; p is the best position that
particle i has ever reached, while p, is the best
position that the neighborhood particle of i has ever
reached. In the search for a d-dimensional space, the
position of particle i is represented by a d-dimen-
sional vector called X; = (X;1, X, ..., Xiz). The
velocity of each particle is represented by a d-di-
mensional velocity vector called V; = (V;, Vi, ...,
Vi4). Finally, the variables move to the optimum
points using Egs. 1 and 2:

Vi"d+1 = X(a) v+ et (p?d — xfd) + oty (ng — x?d>)
(1)
n+1

Xt = xy vt (2)

where o is the shrinkage factor used for convergence
rate determination, r; and r, are random numbers
between 0 and 1, N is number of iterations, ¢ is the
best solution obtained by a particle, and c; is the best
solution identified by the whole population (Ken-

nedy & Eberhart, 1995). In this study, to develop the
ANN-PSO algorithm, N random vectors with initial
X; position were created. ANN was then imple-
mented with the particle positions, and the PSO
objective function was used to minimize the pre-
diction error. The particles were then moved to find
better positions, and new parameters were obtained
for the ANN (Anand & Suganthi, 2020; Spina,
2006). This process was repeated until the prediction
error converged to a minimum.

Whale Optimization Algorithm

WOA is a nature-inspired algorithm proposed
by Mirjalili and Lewis (2016). It uses the bubble-net
hunting strategy of humpback whales. Each whale
releases air bubbles under the sea, which create
walls of rising air in the water. The krill and small
fish herds inside the aerial wall, because of fear of
being trapped, go to the center of the bubble circle
when the whale hunts and eats a large number of
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them. The whale can detect the position of the prey
and thus surround the prey. However, because the
search space’s optimal position is unclear, it assumes
that the best current answer is the adjacent prey.
After determining this point, the search for other
optimal points and position updates continues,
which is indicated by Egs. (3) and (4) (Mirjalili &
Lewis, 2016):

pD=|eXx - X/ (3)
)?t+1 = th* - AD (4)

where ¢ is the current iterator, C and A are the
coefficient vectors, X is the best position vector so
far, and X is the position vector. The vectors A and
C are calculated, respectively, as:

—

A=2iF-a (5)

C=2.

=~

(6)

where a is a vector in both exploration and
exploitation phases and it is reduced from 2 to 0 per
repetition. The vector r is a random vector in the
range [0, 1] (Mirjalili & Lewis, 2016).

Aquifer Clustering

Clustering is a method that does not deal with
the distribution of existing data and it often uses
data similarity and dissimilarity criteria to sort the
data (Bisht & Paul, 2013; Rokach & Maimon, 2005;
Shah & Mahajan, 2012). Clustering is an unsuper-
vised machine learning method that has many
applications in engineering and science. Clustering
aims to divide data into different groups based on
the greater similarity within the groups and the
greater dissimilarity between them.

The K-means algorithm is one of the most
popular and the simplest clustering algorithms (Heil
et al., 2019; Nayak et al., 2016; Zhang et al., 2013). It
has been used to better manage and understand
problems in water resources, water distribution sys-
tems, and water consumption management (Javadi
et al., 2021; Mohammadrezapour et al., 2020). To
identify similar regions in the study aquifer based on
the selected criteria, namely, earth level, precipita-
tion, water recharge, water discharge, transmissivity,
and water table, the K-means clustering method was
used. The purpose of K-means clustering is to min-

imize the objective function J (Dehariya et al.,
2010), thus:.

-3

k n
j=1

X5 — ¢l
T (7)

i=

where ||Xj; — ¢ * is the Euclidean distance between
X;; and c;; the former is the data point, latter is the
center of the cluster. The clustering procedure used
here included four steps. In the first step, K initial
clusters were selected randomly, and the centers of
the clusters were determined individually. In the
second step, each data sample was assigned to a
cluster whose center had the shortest distance to
data. After assigning all the data to clusters, a new
point was considered the center of each cluster ob-
tained by averaging the points belonging to each
cluster. At the final step, steps 2 and 3 were repeated
until no more change in the center of the clusters
was observed, and the objective function was mini-
mized.

Initial validation included deleting the unreal
and out-of-range data, and selecting the number of
input variables. Then, normalization was performed
to normalize the data to the [0,1] range as:

- Max(X) — Min(X)

*

(8)

where X~ and X; represent normalized and original
values of variable X, and Min and Max represent the
lowest and highest values of variable X.

Statistical Evaluation

To evaluate the performance of the models and
input patterns, four evaluation criteria, i.e., root
mean squared error (RMSE) (Eq. 9), mean absolute
percentage error (MAPE) (Eq. 10), Nash Sutcliffe
index (NSE) (Eq. 11), and coefficient of determi-
nation (R?) (Eq. 12) were used.

2

i1 (So = 5p)

n

RMSE = (9)

100% -[S, — S,

MAPE =
So

(10)
i=1
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S (S = S0)’

NSE =1 — =& ~ol
i1 (S0 = So)

(11)
[ (5= 57) (S0 — 0]

S (Sp—5p) Y0 (S0 — So)’

where S, and S, are the ith simulated and observa-
tional data, respectively, —S, and —So are the
means of the simulated and observational data,
respectively, and # is the number of samples.

R* =

(12)

RESULTS
Aquifer Clustering

Eighteen observation wells measure GWL on a
monthly basis according to, among others, the
locations of recharge-discharge sources, inflow and
outflow, and land position. The hydrological condi-
tion of the aquifer was provided based on the anal-
ysis of these observation wells. To determine
suitable clusters and their observation wells, six
factors, including precipitation (P), water recharge
(R), water discharge (D), transmissivity (T), water
table (WT), and earth level (EL), were considered.
Then, clustering was performed using the K-means
method. According to this study’s objective, the
clustering method selected five observation wells
based on the design criteria of the quantitative
groundwater network. To evaluate and verify the
number of clusters and observation wells selected at
the center of each cluster, changes in water level per
cluster and the entire aquifer in clustering conditions
and without clustering conditions were compared,
which showed appropriate clustering. Therefore,
these five wells show the quantitative behavior of
the aquifer.

According to the locations of the aquifer’s re-
charge and discharge sources, the locations of resi-
dential areas, especially the city, groundwater inlets
and outlets, land use and hydrological characteristics
of the aquifer, spatial clustering of the aquifer was
performed based on the Thiessen polygon network
in the region. Table 1 shows the average value of the
parameters considered for aquifer clustering.

The Nasrabad observation well N2 is located in
the western part of the aquifer (where the ground-
water discharges), and changes in GWL are affected
by groundwater flows and return water of agricul-

tural lands upstream. The Sivjan observation well
N6 is located in the central part of the aquifer and in
agricultural lands. The Shamsabad observation well
N12 is located at the central part of the Birjand
aquifer, the upstream of the region’s agricultural
lands. The Hajiabad observation well N13 is located
downstream of Birjand city; it is affected by the re-
turn water of drinking and industry sectors, and in
recent years, the construction of a treatment plant
has also affected the trend of changes in GWL. The
Bojd observation well N17 is located in the eastern
part of the aquifer; it is affected by inlet ground-
water flows. Spatial clustering was performed on the
surface of the Birjand aquifer (Fig. 3).

Table 2 shows the patterns developed based on
different combinations of input variables. These
patterns were developed based on literature review
to determine the best and most cost-effective com-
bination and to identify essential input variables
among the various factors. Table 2 shows the pat-
terns and their input variables, including GWL,_4,
aquifer discharge (D), aquifer recharge (R), evapo-
ration (E), temperature (T), and precipitation (P).
All patterns were implemented for each model
investigated in this study, and the best combination
and the most appropriate model were selected per
cluster.

ANN Model

The architecture of the developed ANN was
comprised of two hidden layers and an outer layer.
From a range of 10 to 20 neurons, 12 proper neurons
were selected for the hidden layer and one neuron
was selected for the outer layer considering the
number of output parameters. The sigmoid function
was used for the middle transfer layer because it
yielded better results compared to the hyperbolic
function. The identical function was chosen as the
transferring function of the outer layer. Finally, the
ANN structure was trained by the Levenberg-Mar-
quardt (LM) back-propagation algorithm. This
architecture was selected from the various architec-
tures developed for efficient prediction of GWL.
The results of error evaluation criteria per cluster
and per pattern are shown in Table 3. In each clus-
ter, a different pattern was selected as the most
appropriate pattern. The selected patterns had the
least prediction error for the test data compared to
other patterns. Besides, their error values were
similar for the training and test datasets. Examina-
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Table 1. Average values of aquifer parameters per cluster

Cluster Observation well P R D T WT EL
(mm/year) (mm/year) (MCM/year) (m?/day) 3)
1 N2 150 0.46 28.2 800.0 8.80 1291.7
2 N6 200 5.50 17.7 1800 38.8 1342.0
3 N12 180 5.90 11.1 2000 61.6 1360.1
4 N13 170 5.30 15.7 1500 59.4 1366.0
5 N17 210 0.43 11.5 500.0 60.5 1539.8
5 SE°S30"E S8°58'30"E 59°4'0"E 59°9'30"E S9°150"E S°20'30"E
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8 well
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[\~ Rivers
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Figure 3. Location of observation wells in clusters of the aquifer.
Table 2. Patterns for prediction of GWL and their input variables
Pattern Input variables Output variable
P1 GWL,_; and D GWL
P2 GWL,_; and D and P
P3 GWL,_; and D and R
P4 GWL,_;and D and E and T
P5 GWL,_; and D and R and P
P6 GWL,_; and D and E and E
P7 GWL, ; and D and R and T and P
P8 GWL,_; and D and R and E and P
P9 GWL, ;and D and R and E and T
P10 GWL,_; and D and R and E and T and P

tion of the GWL prediction patterns shows that, in
cluster 1, PS5 was the selected pattern. This pattern
consists of GWL at the previous month, aquifer re-
charge, aquifer discharge, and precipitation.

In cluster 2, P4 was selected according to the
values of the error criteria. This pattern consists of
four variables, namely GWL at the previous month,
aquifer discharge, temperature, and evaporation. In
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Table 3. Error evaluation criteria for the studied clusters using the ANN model. Values in bold represent the selected patterns, which have
the overall least prediction error for the test data compared to other patterns

Cluster Pattern
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Cluster 1 RMSE Train 0.085 0.09 0.058 0.03 0.017 0.021 0.025 0.028 0.03 0.03
Test 0.083 0.088 0.053 0.032 0.018 0.038 0.045 0.032 0.034 0.032
NSE Train 0.72 0.63 04 0.24 0.2 0.23 0.23 0.23 0.24 0.25
Test 0.79 0.82 0.3 0.25 0.21 0.26 0.28 0.31 0.27 0.26
MAPE Train 0.56 0.76 0.78 0.85 0.9 0.89 0.89 0.89 0.92 0.92
Test 0.52 0.72 0.81 0.87 0.87 0.83 0.85 0.9 0.89 0.87
Cluster 2 RMSE Train 0.022 0.022 0.023 0.021 0.023 0.023 0.022 0.022 0.022 0.022
Test 0.026 0.026 0.026 0.096 0.022 0.024 0.027 0.025 0.026 0.025
NSE Train 0.28 0.28 0.3 0.22 0.29 0.3 0.27 0.28 0.28 0.29
Test 0.34 0.31 0.3 0.24 0.27 0.25 0.33 0.3 0.34 0.31
MAPE Train 0.95 0.95 0.94 0.95 0.95 0.95 0.95 0.95 0.95 0.95
Test 0.93 0.94 0.95 0.93 0.94 0.95 0.93 0.93 0.94 0.94
Cluster 3 RMSE Train 0.017 0.018 0.018 0.018 0.018 0.018 0.017 0.017 0.018 0.018
Test 0.015 0.015 0.016 0.015 0.008 0.015 0.016 0.015 0.014 0.014
NSE Train 0.180 0.200 0.200 0.18 0.25 0.2 0.16 0.18 0.2 0.2
Test 0.260 0.220 0.450 0.24 0.30 0.19 0.32 0.22 0.3 0.24
MAPE Train 0.960 0.960 0.960 0.96 0.96 0.96 0.96 0.96 0.96 0.96
Test 0.960 0.960 0.940 0.96 0.96 0.96 0.95 0.96 0.96 0.96
Cluster 4 RMSE Train 0.009 0.011 0.011 0.011 0.01 0.011 0.01 0.009 0.01 0.009
Test 0.022 0.018 0.023 0.018 0.019 0.018 0.02 0.023 0.019 0.022
NSE Train 0.67 0.5 0.5 0.59 0.58 0.59 0.58 0.56 0.58 0.58
Test 0.85 0.69 0.65 0.61 0.51 0.58 0.51 0.56 0.59 0.56
MAPE Train 0.93 0.91 0.91 0.92 0.92 0.9 0.92 0.94 0.93 0.93
Test 0.9 0.94 0.64 0.93 0.94 0.96 0.93 0.88 0.91 0.85
Cluster 5 RMSE Train 0.011 0.008 0.005 0.006 0.005 0.004 0.006 0.007 0.005 0.005
Test 0.013 0.014 0.006 0.007 0.006 0.007 0.008 0.007 0.007 0.006
NSE Train 0.32 0.12 0.08 0.09 0.06 0.05 0.08 0.08 0.06 0.05
Test 0.36 0.22 0.09 0.09 0.08 0.09 0.2 0.07 0.09 0.07
MAPE Train 0.85 0.93 0.9 0.81 0.92 0.95 0.91 0.89 0.92 0.94
Test 0.74 0.84 0.88 0.8 0.88 0.85 0.85 0.85 0.77 0.87

clusters 3 to 5, similar to cluster 1, P5 was the se-
lected pattern. In cluster 3, P9 also had results sim-
ilar to those of P5. However, because the PS5 pattern
had fewer input variables, it was more suitable than
the P9 pattern. An essential point in the ANN model
is the importance of the three parameters, namely
GWL at the previous month, precipitation, and
aquifer discharge, which are required in all the se-
lected patterns for simulation. In addition, the spa-
tial evaluation indicates that observation wells in the
aquifer’s central parts required more variables for
efficient prediction.

Time-series plots for the observed and simu-
lated values of the test data for the selected patterns
are depicted in Fig. 4. In general, although the ANN
was able to detect correctly the trend of changes in
GWL, it has performed poorly in some steps. Fig-
ure 5 shows a comparison of observed and simulated

data. The goodness of fit is defined relative to the
regression line; the closer the observed and simu-
lated values are to each other, the more they lie on
the regression line, and the more the accuracy of the
model’s performance. Figure 5 shows the density
and dispersion of test data per selected pattern.
According to the graphs, it is clear that all models
have a relatively good density compared to the
regression line. However, better results, or in other
words, higher R? values, can be obtained in some
clusters. R* values of the observational and simula-
tion values in selected patterns vary from 0.84 to
0.99. The lowest R”> value belonged to the first
cluster, which was equal to 0.84. The hybrid ANN-
evolutionary optimization methods can help to im-
prove the performance of the ANN model in
obtaining more reliable results (see next section).
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Figure 4. Time series of observed and simulated test data per cluster by the selected pattern using ANN
model, (a) cluster 1, (b) cluster 2, (c) cluster 3, (d) cluster 4, (e) cluster 5. Blue lines = observed values. Red

lines = simulated values.

Hybrid Machine Learning Models: Evolutionary
Algorithms

The patterns were implemented using the
ANN-PSO and ANN-WOA models. The initial
population and the maximum iteration number were
considered equal to 30 and 1500, respectively. By
increasing or decreasing the population, the opti-
mization accuracy did not improve. Furthermore,
after 1500 repetitions, no change in the optimization
results was observed.

Table 4 shows the results of the error evaluation
criteria of the ANN-PSO and ANN-WOA models.
Because the approached to reach the optimal points
of both algorithms are different, a suitable pattern
was selected per cluster and per model. Therefore, a
maximum of two patterns was selected per cluster.
Patterns P5 and P7 were selected for cluster 1. P5

was selected for the ANN-PSO algorithm, while P7
was selected for the ANN-WOA. PS5 included GWL
at the previous month, aquifer discharge, aquifer
recharge, and precipitation; its RMSE, MAPE, and
NSE were 0.01 m, 0.13 m, and 0.97, respectively.
The pattern closest to PS was P6, which had similar
results to this pattern, but it was not considered
because of its high prediction error on training data.
P7 included the parameters of P6 plus the temper-
ature. In this pattern, the RMSE, MAPE, and NSE
were 0.0l m, 0.95 m, and 0.12, respectively. P3,
which included three parameters of GWL at the
previous month, aquifer discharge, and aquifer re-
charge, was the selected model for both hybrid
models. The best ANN-PSO model had RMSE,
MAPE, and NSE values of 0.006 m, 0.99, and 0.12 m
for the test data, respectively. In cluster 4, the PS5
and P8 patterns resulted in the highest performance
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Figure 5. Scatter points of ANN results for the selected pattern per cluster (test data): (a) cluster 1; (b) cluster 2; (¢) cluster 3; (d) cluster
4; and (e) cluster 5.

for the ANN-PSO and ANN-WOA models,
respectively. P8 included the GWL at the previous
month, aquifer discharge, aquifer recharge, evapo-
ration, and precipitation. In pattern P5, RMSE,
MAPE, and NSE criteria were equal to 0.003 m,
0.99, and 0.21 m, respectively. For the P8 pattern,
these values were 0.004 m, 0.98, and 0.4 m, respec-
tively.

It is observed that the PSO algorithm per-
formed better than the WOA algorithm. It resulted
in better performance with fewer inputs and was
more accurate than the P8 pattern with more inputs.
Of course, in both models, other patterns also had
good evaluation results, and this shows that both

algorithms have a high ability to train the ANN
model. P9 and P5 were the selected patterns of the
ANN-PSO and ANN-WOA models in cluster 5.
Error evaluation criteria for P9 were 0.001 m, 0.96,
and 0.04 for the RMSE, MAPE, and NSE, respec-
tively. These values for the P5 pattern were 0.001 m,
0.98, and 0.05 m, respectively. In this cluster, in
contrast with the fourth cluster, the WOA algorithm
performed better than the PSO algorithm since the
WOA has provided better results using lower input
variables. In this model, except for the first two
patterns, which included two input variables, other
patterns had appropriate results close to the selected
pattern. In this cluster, the combination of all input
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Model Cluster Pattern
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
ANN-PSO Cluster 1 RMSE  Train  0.041 0.008 0.007 0.009 0.01 0.051 0.015 0.01 0.009  0.008
Test 0.05 0.013 0.013 0.013 0.01 0.009 0.012 0.011 0.011 0.011
NSE Train  0.44 0.98 0.98 0.92 0.98 0.92 0.88 0.92 0.97 0.97
Test 0.44 0.9 0.86 0.92 0.97 0.97 0.91 0.9 0.87 0.87
MAPE  Train 0.54 0.11 0.1 0.13 0.12 0.14 0.2 0.14 0.13 0.13
Test 0.59 0.18 0.18 0.18 0.13 0.12 0.15 0.14 0.16 0.16
Cluster 2 RMSE  Train  0.018 0.02 0.017 0.018 0.011 0.014 0.012 0.011 0.011 0.013
Test 0.02 0.02 0.02 0.02 0.012 0.016 0.018 0.018 0.011 0.016
NSE Train  0.96 0.97 0.96 0.98 0.99 0.98 0.98 0.99 0.98 0.98
Test 0.95 0.96 0.94 0.97 0.98 0.98 0.98 0.98 0.99 0.98
MAPE  Train  0.28 0.25 0.26 0.21 0.2 0.3 0.21 0.21 0.23 0.26
Test 0.28 0.27 0.25 0.2 0.25 0.33 0.35 0.32 0.21 0.34
Cluster 3 RMSE  Train  0.015 0.018 0.006 0.008 0.008 0.009 0.007 0.009 0.009 0.01
Test 0.015 0.015  0.006 0.009 0.008 0.01 0.008 0.009 0.011 0.011
NSE Train  0.97 0.96 0.99 0.98 0.98 0.98 0.97 0.96 0.97 0.96
Test 0.96 0.96 0.99 0.98 0.98 0.97 0.98 0.97 0.96 0.96
MAPE  Train 0.16 0.2 0.10 0.12 0.15 0.13 0.12 0.14 0.17 0.18
Test 0.23 0.22 0.12 0.14 0.12 0.15 0.13 0.17 0.17 0.16
Cluster 4 RMSE  Train  0.01 0.005 0.003 0.004 0.002 0.003 0.003 0.003 0.003 0.003
Test 0.012 0.005 0.003 0.003 0.003 0.003 0.003 0.003 0.004 0.004
NSE Train  0.85 0.96 0.99 0.97 0.99 0.99 0.99 0.98 0.99 0.98
Test 0.82 0.97 0.99 0.98 0.99 0.99 0.99 0.98 0.98 0.96
MAPE  Train  0.65 0.32 0.3 0.33 0.21 0.25 0.24 0.26 0.28 0.27
Test 0.78 0.36 0.29 0.31 0.30 0.33 0.33 0.32 0.36 0.35
Cluster 5 RMSE  Train  0.008 0.008 0.006 0.002 0.001 0.001 0.001 0.001 0.001 0.002
Test 0.01 0.006  0.005 0.003 0.001 0.001 0.001 0.001 0.001 0.002
NSE Train  0.85 0.89 0.94 0.9 0.97 0.94 0.95 0.92 0.95 0.9
Test 0.86 0.91 0.92 0.93 0.86 0.85 0.88 0.93 0.96 091
MAPE  Train 0.16 0.12 0.06 0.07 0.04 0.05 0.04 0.06 0.05 0.06
Test 0.22 0.12 0.07 0.07 0.07 0.07 0.07 0.06 0.04 0.08
ANN-WOA  Cluster1 RMSE  Train  0.03 00.01 0.01 0.018 0.011  0.011  0.01 0.013  0.01 0.011
Test 0.035 0.014 0.014 0.019 0.01 0.011  0.01 0.01 0.013  0.015
NSE Train  0.72 0.98 0.94 0.8 0.89 0.96 0.94 0.89 0.97 0.93
Test 0.63 0.89 0.92 0.73 0.96 0.95 0.95 0.93 0.9 0.9
MAPE  Train  0.45 0.13 0.14 0.24 0.15 0.15 0.14 0.13 0.13 0.16
Test 0.53 0.19 0.19 0.22 0.15 0.14 0.12 0.18 0.18 0.2
Cluster 2 RMSE  Train  0.019 0.02 0.019 0.018 0.012 0.015 0.013 0.011 0.013  0.012
Test 0.021 0.022 0.022 0.019 0.011 0.014 0.017 0.018 0015 0.017
NSE Train  0.96 0.97 0.98 0.98 0.99 0.99 0.89 0.99 0.99 0.98
Test 0.96 0.95 0.96 0.97 0.99 0.99 0.99 0.98 0.98 0.98
MAPE  Train  0.27 0.23 0.24 0.22 0.23 0.3 0.17 0.21 0.22 0.24
Test 0.3 0.26 0.25 0.23 0.22 0.27 0.35 0.3 0.28 0.33
Cluster 3 RMSE  Train  0.012 0.011 0.011 0.01 0.008 0.008 0.008 0.012 0.01 0.009
Test 0.011 0.013 0.01 0.01 0.009 0.01 0.01 0.011  0.013  0.012
NSE Train  0.97 0.97 0.96 0.98 0.99 0.98 0.97 0.98 0.98 0.99
Test 0.97 0.96 0.95 0.97 0.99 0.98 0.98 0.97 0.96 0.97
MAPE  Train 0.18 0.17 0.18 0.18 0.15 0.2 0.16 0.18 0.2 0.2
Test 0.21 0.2 0.22 0.2 0.14 0.19 0.32 0.22 0.3 0.24
Cluster 4 RMSE  Train  0.008 0.009 0.008 0.008 0.005 0.008 0.006 0.005 0.005 0.008
Test 0.012 0.008 0.007 0.01 0.004  0.01 0.006  0.004 0.005 0.006
NSE Train  0.92 0.95 0.95 0.96 0.98 0.94 0.97 0.98 0.97 0.93
Test 0.9 0.97 0.92 0.93 0.97 0.92 0.97 0.98 0.96 0.95
MAPE  Train  0.98 0.47 0.46 0.51 0.45 0.7 0.51 0.43 0.48 0.77
Test 0.88 0.53 0.52 0.58 0.48 0.77 0.5 0.4 0.52 0.68
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Table 4. continued
Model Cluster Pattern
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Cluster 5 RMSE Train 0.009 0.008 0.005 0.002 0.001 0.001 0.001 0.001 0.001 0.002
Test 0.01 0.006 0.003 0.002 0.001 0.001 0.001 0.001 0.001 0.003
NSE Train 0.88 0.89 0.99 0.92 0.98 0.95 0.94 0.92 0.93 0.91
Test 0.85 0.91 0.99 0.93 0.98 0.87 0.9 0.93 0.96 0.89
MAPE Train 0.12 0.09 0.04 0.07 0.05 0.05 0.05 0.06 0.07 0.08
Test 0.25 0.07 0.07 0.08 0.05 0.07 0.06 0.06 0.06 0.09

variables did not improve the results compared to
the four input variables.

It can be said that for such aquifers, no more
than four input variables are required for the pre-
diction of the GWL, and selecting the proper algo-
rithm results in more efficient performance. In
addition, the use of two input variables cannot
accurately detect changes in the GWL. The rela-
tionship between the input variables and the changes
in GWL is more complicated than that can be de-
tected by two input variables. Patterns with three
inputs, if the correct variables are selected, can re-
sult in promising predictions. For example, in cluster
3, the pattern with three inputs of the GWL at the
previous month, aquifer discharge, and aquifer re-
charge can predict the GWL of the current month. It
can be said that in each cluster, a suitable model and
a suitable pattern should be proposed to predict the
GWL. Finally, if appropriate algorithms are used, it
may not be necessary to use different inputs to
predict the GWL, which can reduce the cost of data
collection, which has economic advantages.

The time series of the observational and simu-
lation test data for the selected patterns and both
hybrid models are depicted in Figure 6. It is ob-
served that there is an acceptable correlation be-
tween observed and simulated values. Since the
training and test data are randomly selected, the test
data values are different for each cluster and the two
hybrid models. Therefore, as can be seen in the
diagrams, it can be concluded that there is accept-
able accuracy in predicting the GWL using ANN-
PSO and ANN-WOA models.

Figure 7 shows the scatter point of the observed
and simulated values. A regression line is fitted to
the data. The closer the observed and simulated
values to each other, the more they lie on the y = x
line, which shows the accuracy of the model’s per-
formance. This figure shows the density and disper-

sion of test data for each of the selected patterns. If
there are scattered points relative to the regression
line, it indicates that the model cannot correctly
predict the model output. It is clear that all models
had a good density relative to the regression line,
and this result, along with other results, shows the
models’ appropriate accuracy. R> values of the
observational and simulation values in selected
patterns vary from 0.90 to 0.99. The lowest R* value
belonged to the first cluster and the ANN-PSO
model, and the highest value belonged to cluster 4
and the SNN-PSO model. R? values and the fitted
regression line do not solely indicate the perfor-
mance of the model. However, in addition to other
error evaluation criteria, they reveal the efficiency of
a prediction model. However, all the selected pat-
terns have acceptable R* and data density relative to
the regression line.

The selected patterns in each cluster and for
each model had acceptable accuracy. By using the
selected pattern in each cluster and with the desired
number of inputs, it is possible to predict the GWL.
However, using the appropriate learning model is
valuable to obtain an efficient approach. Using this
approach, the additional costs of data collection are
reduced, and unnecessary models are not imple-
mented for some clusters. In the following, the
appropriate model and pattern for each cluster are
determined.

Evaluation of Selected Model

In this section, the appropriate pattern and
model are selected for each cluster (Fig. 8). In the
previous sections, three suitable patterns were se-
lected for each cluster, and three different models
were used to implement each selected pattern. Since
the ANN had lower accuracy than the hybrid mod-
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Figure 6. Time series of the observed and simulated test data per cluster by the selected pattern using the ANN-PSO and ANN-WOA
models, (a) cluster 1, (b) cluster 2, (¢) cluster 3, (d) cluster 4, (e) cluster 5. Blue lines: observed values and red lines: simulated values.

els, it will not be used hereafter as a proposed
model. Furthermore, among the various selected
patterns, patterns are selected with the appropriate
accuracy and the lowest input variables. This choice
helps managers reduce the uncertainty and cost of
data collection and analysis because each input
variable increases the costs. Therefore, the proposed
approach in this study can reduce costs and uncer-
tainty.

For cluster 1, the selected patterns were P5 for
ANN-PSO and P7 for ANN-WOA. Because both
patterns’ accuracies were very close and because P5
required a fewer number of input variables, P5 and
ANN-PSO can be introduced as the best pattern
and model, respectively, for cluster 1. Among the P9
and PS5 patterns for the second cluster, PS5 is the se-
lected pattern due to its good accuracy and fewer
input parameters. This pattern is performed by the
ANN-WOA model. In the third cluster, P3 was se-
lected for both models, and since the ANN-PSO
results were more accurate than the ANN-WOA, it
was selected as the appropriate model for the clus-
ter. In the fourth cluster, PS5 and P8 were the supe-
rior patterns. P5 is preferred due to its better

performance and a lower number of input parame-
ters. This template is implemented with the ANN-
PSO model. For the fifth cluster, P5 and ANN-
WOA were selected as the most suitable pattern and
model, respectively. Therefore, patterns and the
models can perform differently for each cluster in
the prediction of the GWL. According to the results,
all selected patterns have a maximum of four input
variables.

P5 was the most suitable pattern for all clusters
except the third cluster, which shows that it is not
possible to define a single pattern and a single model
for all the clusters. The results also show that it is
impossible to determine an algorithm superior to
other algorithms for the entire aquifer. It can be said
that by having the GWL at the previous month,
aquifer discharge, aquifer recharge, and precipita-
tion, it is possible to predict the GWL in each cluster
with appropriate accuracy, and there is no need to
have temperature and evaporation information. In
addition, both hybrid models are suitable to improve
the prediction performance of the ANN in the study.

After selecting the appropriate patterns and
models for each cluster, GWL values were predicted
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Figure 7. Scatter points of the ANN-PSO and ANN-WOA results for the selected pattern per cluster (test data): (a) cluster 1; (b) cluster
2; (¢) cluster 3; (d) cluster 4; and (e) cluster 5.

for each cluster. Figure 9 shows a graph of obser-
vational and simulation data for the entire period. A
good density is observed between the data and the
regression line. Undesirable scattered points are not
observed in the graphs, and the observed and sim-
ulated values are close to each other. R® of the
diagrams varies from 0.92 to 0.99. The highest R*
(0.99) was obtained for the fourth cluster. In this
cluster, the observed and simulated data are close to
each other, almost on the regression line.

Taylor diagram was also used to evaluate better
the results obtained from selected patterns and
models (Fig. 10). In this diagram, the horizontal and

vertical axes represent the standard deviation, and
the arc shows the correlation coefficient. Arcs inside
the diagram are used to represent the RMSD. In this
diagram, the closer the models’ predicted results to
the observed values, the higher the correlation
coefficient. For each cluster, Taylor diagram is
plotted separately. In all diagrams, a remarkable
correlation coefficient was observed between the
observed and simulated data. The closest values of
the simulated values to the observed values are ob-
served in the third, fourth, and fifth clusters. The
correlation coefficient of all clusters is more than
0.97. RMSD values for all the clusters are less than
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Figure 10. Taylor diagrams for (a) cluster 1, (b) cluster 2, (¢) cluster 3, (d) cluster 4, (e) cluster 5.

0.50 m, which indicates that all clusters have high
accuracy.

Finally, the time series of the observed and
simulated values for each cluster using the selected
pattern and model is depicted in Figure 11. The
diagrams confirm the acceptable performance of the
selected models and patterns. In the time series, the
simulated and observed values are very close to each
other. In some months, when GWL changes are
significant, the models correctly detect the changes
and exert perfect accuracy in the simulation. For
example, in the fifth cluster, in the steps of 65 to 75,
sudden changes in GWL have been correctly pre-
dicted by the model. Of course, other examples of
sudden upward and downward changes can be ob-
served in Figure 11. The figure shows that the GWL
has a downward trend in two clusters, and the
Groundwater drawdown is relatively steep, so a
decline of ca. 10 m has occurred in both clusters
during the study period. In the rest of the clusters,
the groundwater drawdown slightly, and the decline
values in these clusters vary from ca. 1 to 5 m.

Therefore, various approaches should be taken to
properly plan and apply management strategies and
scenarios for different aquifer regions.

DISCUSSION

The different performances of the simulation—
optimization models due to their different responses
toward input patterns show that these models are
strongly data-driven, and the essential factor that
improves the results is the alignment of changes in
input variables with the output variable. However,
considering the use of the clustering approach to
reduce the number of inputs based on spatial char-
acteristics, the minimum amount of data at the
aquifer level was used in this study to simulate
GWL. Thus, increasing the number of input vari-
ables not only increases the models’ performance
but also reduces their performance because of
redundant data. The results also showed that
simultaneous consideration of precipitation and
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Figure 11. Observed and predicted values of GWL per cluster: (a) cluster 1; (b) cluster 2; (¢) cluster 3; (d)
cluster 4; and (e) cluster 5. Blue lines: observed values. Red lines: simulated values.

surface recharge as input variables improved the
GWL simulation results. This indicates that aquifer
recharge, caused by infiltration of precipitation,
surface flows, and return water from consumption do
not correlate with precipitation at the aquifer sur-
face. In this study, unlike many studies that consider
precipitation and recharge as a single input, these
two variables were considered independently as in-
puts to the simulation model, which improved the
model performance.

According to the selected patterns that were
input to the simulation model, the results indicated
that temperature and evaporation did not affect the
model performance, even though evaporation from
groundwater is remarkable at the study aquifer.
Considering the importance of input and output
variables of water balance and their effects on GWL,
patterns including both recharge and discharge re-
sulted in acceptable performances. Patterns P3 and
PS5, which exerted high performances, included the
three variables of precipitation, aquifer recharge,
and aquifer discharge. In addition, considering sim-

ilar regions in terms of aquifer characteristics and
hydrogeological changes improved the simulation
results during clustering. This improvement, which
was the result of aquifer clustering along with uti-
lizing management patterns, was effective in GWL
simulation.

The application of optimization algorithms in
improving the performance of ANN in simulating
GWL of the aquifer was another finding of this
study. However, the performance of these advanced
models should be evaluated carefully before uti-
lization because each optimization algorithm can
have its own strengths and limitations in developing
hybrid models. In general, the evaluation of various
algorithms to optimize the structure of neuron-based
learning methods is suggested to develop an accu-
rate hybrid model for each portion of the aquifer
with its own characteristics. In this regard, the re-
sults of the suggested hybrid models have shown that
both algorithms are well-capable of GWL simula-
tion. Although the PSO algorithm is more dated
than the WOA algorithm, it provided results that are
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more favorable so that the hybrid ANN-PSO model
was the chosen model with three clusters out of five
available clusters. This demonstrates that it has high
efficiency in solving optimization problems.

While many algorithms have been proposed to
solve optimization problems, the main question re-
mains as to which optimization algorithm can pro-
vide the most accurate results. Therefore, it is of
great importance to use different algorithms to
check for the possibility of accuracy improvement.
Applying such algorithms in other fields of science
has also shown that they can be considered an
appropriate approach to improve many machine
learning models such as ANN and ANFIS (e.g.,
Milan et al., 2021).

CONCLUSIONS

Analyzing the quantitative status of an aquifer,
this research demonstrated a novel approach that
combines clustering, simulation, and optimization
concepts into a single methodological framework for
GWL simulation. A combination of various input
parameters, such as monthly groundwater level,
temperature, evaporation, precipitation, aquifer
discharge, and aquifer recharge, was used to simu-
late GWL changes, among which evaporation was
the least effective variable. The simulation results
revealed that combining precipitation and aquifer
recharge in each area, which had been neglected in
the previous studies, had a positive impact on the
accuracy of results. Moreover, separating the aquifer
area into homogeneous quarters using the K-means
clustering approach allowed for selection of the most
effective models per region that can lead to defini-
tion of suitable management scenarios regarding the
condition of each cluster that can enable managers
and authorities to make decisions that are more in-
formed in response to different situations. The
application of ANN accompanied by either PSO or
WOA was successful in improving the efficiency of
GWL simulation. The results acquired from the
hybrid models demonstrated that each algorithm has
its own special ability in solving optimization prob-
lems, which should be further investigated in future
studies. Overall, simulation of GWL using our ap-
proach is a step toward sustainable use and man-
agement of water resources that can reliably ensure
water supply for urban and rural areas.
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