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Abstract A subset of Mayan languages feature “prosodic allomorphy,” a phe-
nomenon involving morphological alternations at certain prosodic boundaries. In pre-
vious work, Henderson (2012) proposes that prosodic allomorphs in K’iche’ provide
evidence for non-isomorphisms in the correspondence between syntax and prosody.
In this paper, I argue against this view by building on a related extraposition analysis
in Aissen 1992. I contribute novel data from prosodic allomorphy from two Mayan
languages, Chuj and K’iche’, and show that upon further inspection, there is strong
evidence for a syntactic analysis different from the one assumed in Henderson 2012.
The new syntax leads to several predictions that are borne out, and crucially, does
not force us to posit mismatches, allowing for a one-to-one correspondence between
syntax and prosody. By taking apparent instances of mismatches as suggestive that
the syntactic analysis must be revisited, the proposal aligns with work such as Steed-
man (1991), Wagner (2005, 2010), and Hirsch and Wagner (2015). Finally, I discuss
how the proposal could be restated within phase theoretic approaches to the interface
between syntax and phonology, concluding that Mayan prosodic allomorphy poses
an interesting challenge for such accounts.

Keywords Prosody - Syntax-phonology interface - Extraposition - Mayan

1 Introduction

Many approaches to the interface between syntax and prosody adopt the under-
lying assumption that prosodic phrasing and surface syntax show systematic non-
isomorphisms (or mismatches) (e.g. Selkirk 1984, 1986, 2011; Beckman and Pierre-
humbert 1986; Nespor and Vogel 1986; Truckenbrodt 1995, Henderson 2012; Ito and
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Mester 2013; Elfner 2012; Bennett et al. 2016; Clemens 2014, 2021). Mismatches
can arise due to a confluence of factors, including universal eurythmic constraints on
prosodic structuring (e.g. Nespor and Vogel 1986; Gussenhoven 1991; Tilsen 2011;
Bennett et al. 2016), assumed universal properties specific to the way prosodic struc-
ture is built (e.g. the SENSE UNIT CONDITION and the STRICT LAYER HYPOTHESIS,
Selkirk 1984, 1986), or a pressure for prosodic domains to match the edges of syn-
tactic phrases (e.g. edge-based accounts as in Selkirk 1986, 1995, Chen 1987; or
MATCH THEORY as in Selkirk 2011; Elfner 2012). Allowing mismatches in the cor-
respondence between syntax and prosody is not without consequence, however; it
implies that prosody is not necessarily a reliable tool for syntactic evidence.

Another family of accounts argues that there are no mismatches in the corre-
spondence between syntax and prosody (e.g. Steedman 1991; Wagner 2005, 2010).
Instead, apparent instances of mismatches are taken as evidence that something is
wrong with the syntactic analysis, and that it should be revisited to accommodate the
prosodic observations. Under such accounts, prosody can be viewed as a reliable tool
to gain insight into the syntax.

The goal of this paper is to zoom in on a particular phenomenon, extant across
a handful of Mayan languages, which has been previously argued to involve mis-
matches between syntax and prosody (Henderson 2012). I show, in the spirit of ac-
counts that take prosody as a reliable tool for syntactic evidence, that a different ac-
count of the same phenomenon without mismatches is not only possible, but guides
us to several correct predictions about the syntax of these languages. The main claim
I put forward is that the alleged mismatches in Henderson 2012 arise because of an
issue with the assumed syntax; upon further inspection, it becomes clear that the con-
stituents which are at the source of the apparent mismatch have a different syntax, and
that this new syntax no longer leads us to mismatches. The phenomenon at hand is
“prosodic allomorphy” (also known as “phrase-final morphology’’), well-documented
across different Mayan languages (see e.g. Day 1973; Craig 1977; Maxwell 1982;
Dayley 1985; Aissen 1992; Barrett 2007; Henderson 2012; Can Pixabaj 2015; Ben-
nett 2016; Mateo Toledo 2017; Mateo Toledo and Mateo Pedro 2017). In languages
which feature prosodic allomorphy, a set of morphemes are realized differently de-
pending on their position in the sentence. The two languages of study are Chuj,
a Q’anjob’alan Mayan language spoken in Huehuetenango, Guatemala and Chia-
pas, Mexico by roughly 70,000 speakers (Piedrasanta 2009, Buenrostro 2013); and
K’iche’, a K’ich’ean language spoken in nine departments of Guatemala by approx-
imately 900,000 speakers (Richards 2003, Can Pixabaj 2015).! K’iche’ is also the
language of study in Henderson 2012.

The paper is structured as follows. In Sect. 2, I present the puzzle of prosodic
allomorphy in K’iche’, and summarize Henderson’s (2012) solution to this puzzle. In
Sect. 3, I provide a detailed description of prosodic allomorphy in Chuj. In Sect. 4,

TAll Chuj data come from speakers of the Nentén and San Mateo Ixtatdn variants. Data were collected
through original elicitation in Guatemala, Mexico, and Canada and in texts available on the Archive of
Indigenous Languages of Latin America (Mateo Pedro and Coon 2017). For Chuj grammars, see Hopkins
1967, Maxwell 1982, and Garcia Pablo and Domingo Pascual 2007. The K’iche” data come from previous
work by other authors and from questionnaires with two speakers of Santa Lucia Utatldn (one of the two
dialects under study in Henderson 2012). For recent overviews on K’iche’, see Can Pixabaj 2015, 2017.
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I develop an alternative proposal of prosodic allomorphy that builds on previous work
by Aissen (1992), and which does not make use of mismatches between syntax and
prosody. In Sect. 5, I provide several pieces of evidence from both Chuj and K’iche’
that support this alternative. Finally, in Sect. 6, I conclude by providing a discussion
of how the proposal could be restated in terms of phases, concluding that Mayan
prosodic allomorphy brings to light an interesting challenge for phasal accounts of
prosody.

2 Henderson (2012): An account with mismatches

In this section, I provide the puzzle of prosodic allomorphy in K’iche’, as presented in
Henderson 2012 (Sect. 2.1). I then summarize the analysis he proposes as a solution
to this puzzle (Sect. 2.2).

2.1 The puzzle of prosodic allomorphy in K’iche’

Following observations in Mondloch 1978 and Larsen 1988, Henderson (2012) de-
scribes two sets of morphemes in K’iche’ that undergo morphological alternations
at certain phrasal boundaries. One set of such morphemes include a class of CVC
clitics, which only appear in their full CVC form in certain positions. This is the
case, for example, with the question particle k’u(¢) in (1) (note that there are many
more reported cases of prosodic allomorphs in K’iche’, see e.g. Can Pixabaj 2015,
Table 4.2):2

(D a. Lax-u-tjj {kK’ut/*k’u}?
Q PFV-A3sG-eat Q
‘Did he eat it?’ (Henderson 2012, (7a))
b. Lax-u-tj {*k’ut/k’u} le wah?
Q PFV-A3SG-eat Q the tortilla
‘Did he eat the tortilla?’ (Henderson 2012, (7b))

As shown above, the question particle k’u(t) exhibits morphological alternations de-
pending on its position in the clause. When it appears in sentence-final position (1a),
it must be realized as k’ut; when it appears immediately before a direct object (1b), it
must be realized in its shorter form as k’u.

In addition to the CVC clitics, Henderson (2012) describes a second class of mor-
phemes subject to morphological alternations at the edge of certain phrases, “status
suffixes,” which across Mayan are used to encode information about transitivity, as-
pect, and mood (Coon 2016; Aissen et al. 2017). These include the transitive status
suffix (a harmonic vowel -V, glossed “TV”), and the intransitive status suffix (-ik,
glossed “1v”’). Examples of relevant alternations are provided below.

2 Abbreviations: A: “Set A” (ergative/possessive); AF: agent focus; B: “Set B” (absolutive); CLF: noun clas-
sifier; COMP: complementizer; DEP: dependent clause marker; DIR: directional; HA: topic/focus marker;
INDF: indefinite; IPFV: imperfective; 1V: intransitive status suffix; M: masculine; NEG: negation; PL: plural;
PRON: pronoun; PROSP: prospective; Q: question; PFV: perfective; RN: relational noun; SG: singular; TOP:
topic; TV: transitive status suffix. Glosses in examples from other sources have been modified in some
cases for consistency, and translations from Spanish to English are my own.
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2) a. X-u-tij-{o/*@}.
PFV-A3SG-eat-TV
‘He/she ate it (Henderson 2012, (4a))
b. X-u-tij-{*o/@} le wah.
PFV-A3SG-eat-TV the tortilla

‘He/she ate the tortilla.’ (Henderson 2012, (4b))

3) a. X-ul-{ik/*@}. b.  X-ul-{*ik/@} le alah.
PFV-arrive-1V PFV-arrive-1V the boy
‘He/she arrived.’ ‘The boy arrived.’

As shown above, both the transitive status suffix and the intransitive status suffix
alternate with a null morpheme, represented as “-@” above. Following Henderson
(2012), I assume that -@ is an allomorph of both status suffixes.

Crucially, Henderson (2012) shows that CVC clitics and status suffixes are sen-
sitive to the exact same boundaries, and thus form a natural class. In the rest of this
paper, I refer to this class of morphemes as “prosodic allomorphs,” and refer to longer
(or overt) forms of prosodic allomorphs as “long allomorphs,” and to the shorter (or
covert) forms as “short allomorphs.”

Given the data from (1) to (3), one might wonder whether long allomorphs only
appear in sentence-final position. However, as Henderson (2012) demonstrates with
examples like the ones in (4), long allomorphs sometimes arise in other positions:

@ a. X-inw-il-{o/*@} chi x-wa’-{ik/*@}.

PFV-A1SG-see-TV COMP PFV-eat-1V

‘I saw that they ate. (Henderson 2012, (12a))
b.  We k-in-kos-{ik/*@}  k-in-war-{ik/*@}.

if IPFV-A1SG-tired-1V IPFV-A1SG-sleep-1v

‘If T get tired, I sleep.’ (Henderson 2012, (18a))
c. X-in-kos-{ik/*@} rumal x-in-chakun-{ik/*@}.

PFV-A1SG-tire-IV because PFV-A1SG-work-1v

‘I am tired because I worked.’ (Henderson 2012, (12d))

In the examples in (4), status suffixes are found in positions other than at the end of
the sentence. In (4a), the transitive status suffix is found immediately before a com-
plement clause. In (4b), the clause that forms the antecedent of the conditional ends
with an intransitive status suffix. In (4c), the intransitive status suffix is found imme-
diately before a because-clause (Henderson refers to these as “reason adjuncts”).

Given these facts, the following research question emerges: What conditions the
presence of long allomorphs? In the next subsection, I summarize one possible an-
swer to this question, put forth in Henderson 2012.

2.2 Henderson (2012): An account with mismatches

Henderson (2012) offers an edge-based account of the distribution of long allomorphs
in K’iche’. Assuming prosodic hierarchy theory (see Selkirk 1984, 1986, 1995),
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a widely-assumed approach to prosody that posits that prosodic constituents are uni-
versally organized in domains of increasing sizes, he proposes that the following
generalization accounts for the distribution of long allomorphs:

(®)) PROPOSAL IN HENDERSON 2012, (46)
Long allomorphs appear iff they are final in the intonational phrase.

In other words, long allomorphs are governed by phonology: they are required to
appear last within a certain prosodic domain, the intonational phrase (henceforth “i-
phrase”). Following Selkirk (1995), Henderson assumes four layers of hierarchically-
ordered prosodic constituents (from largest to smallest):

(6) Utterance > Intonation phrase > Phonological phrase > Prosodic word

As standard in prosodic hierarchy theory, the distribution of (-phrases is itself deter-
mined via a syntax-prosody mapping algorithm, implemented as a set of Optimality
Theory (OT) constraints (Prince and Smolensky 1993). The mapping algorithm pro-
vided in Henderson 2012 can be summarized as follows:?

@) Intonational phrases align with the left and right edges of CPs.

As Henderson notes, (-phrases in K’iche’ are associated with independent phonetic
cues, such as the presence of a high boundary tone at their right edge, a pattern that
is replicated across several Mayan languages (DiCanio and Bennett 2018). For in-
stance, Aissen (1992) notes the presence of a noticeable rise in intonation at the end
of t-phrases in the related Mayan languages Tsotsil and Popti’, except at the end of
discourse segments (or “paragraphs”), where a fall in pitch is perceived. As Aissen
further notes, t-phrases are characterized by their ability to be immediately followed
by a significant pause.

As Henderson shows, the proposal in (5), coupled with the syntax-prosody map-
ping algorithm in (7), can derive the vast majority of occurrences of long allomorphs
in K’iche’ without mismatches. Assuming that full sentences are CPs, long allo-
morphs are predicted to arise in sentence-final position. That is, the end of a sentence
will always correspond to the right edge of a CP, which will in turn always coincide
with the right edge of an (-phrase:

8) a. [cp X-ul-{ik/*@} 1.
PFV-arrive-1V
‘He/she arrived. (repeated from (3))
b.  (x-ul-ik )L—phrase

One of the fundamental hypotheses underlying prosodic hierarchy theory is
the STRICT LAYER HYPOTHESIS, which maintains that prosodic phrasing is non-
recursive (e.g. an (-phrase cannot be dominated by another ¢(-phrase) (Selkirk 1984,
1986, 1995). With this assumption, the proposal in Henderson 2012 also derives the
presence of long allomorphs before complement clauses.* Assuming that comple-

3(7) is formalized in OT with two alignment constraints (see Henderson for more details).

4The STRICT LAYER HYPOTHESIS has been contested in much recent work, including Truckenbrodt
(1999), Wagner (2005, 2010), and Selkirk (2011) (see Elfner 2018 for overview). The analysis proposed in
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ment clauses surface as sisters to verbs, as schematized in (9b), the left edge of the
complement clause triggers the presence of an t-phrase boundary, as illustrated in
(9¢) (t-phrase boundaries are represented with ““||””). Note that assuming the STRICT
LAYER HYPOTHESIS is instrumental in deriving this pattern. Without it, the right
edges of the (-phrases corresponding to the matrix and embedded CPs would coin-
cide at the end of the sentence. This is illustrated with the bracketing in (9a), where
the right edges of the embedded CP and matrix CP coincide in the syntax. Since
the placement of long allomorphs is determined by t-phrase finality (see (5)), the
STRICT LAYER HYPOTHESIS predicts two environments for long allomorphs in sen-
tences with complement clauses—one immediately before the complement clause,
and another at the end of the sentence:

©) a [ X-inw-il-{o/*@) [chi x-wa’-{ik/*@)} ]].
PFV-A1SG-see-TV COMP PFV-eat-IV

‘I saw that the boy ate.’ (repeated from (4a))
b. CP
C TP
T VP
\% CP
—
xinwil-0’  “ihi wa'-ik
I saw that they ate
c.  (X-inw-il-0 ), phrase || ( chi x-wa’-iK ), phrase (prosody)

The result in (9c) is that there are two (non-recursive) (-phrases, and so two envi-
ronments for long allomorphs to arise. The presence of both status suffixes in (9) is
therefore accounted for.

Though most of K’iche’ prosodic allomorphy is derived without appealing to
mismatches, Henderson (2012) argues that an imperfect correspondence sometimes
arises. Specifically, he argues that mismatches arise with structures like (10a), which
according to the syntax-prosody mapping algorithm in (7) should lead to the prosody
in (10b). However, in order to derive the appearance of the phrase-final -ik in (10a),
we require the prosody in (10c).

(10)  a. [epX Y[cpZ]] (syntax)
b. (X Y )iphrase || (Z )i-phrase (predicted prosody)
¢ (X )iphrase | (Y Z).-phrase (actual prosody)

This type of mismatch is argued to arise with because-clauses, which Henderson
assumes involve a PP that selects for a clause and adjoins to VP:

this paper will remain neutral with respect to this debate. However, note that the STRICT LAYER HYPOTH-
ESIS falls under the category of syntax-prosody mismatches, and is therefore another type of mismatch
required in Henderson 2012.
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(11D a. X-in-kos-{ik/*@} [pp r-umal [cp x-in-chakun-ik 1].
PFV-B1SG-tire-1V A3SG-because PFV-B1SG-work-1v
‘I’m tired because I worked.’ (Henderson 2012, (41a))
b.

CP
/\
C TP
/\
T VP
/\
P PP

\%
/\
x-in-kos-ik
I'm tired P cp
rumal
because x-in-chakun-ik
I worked

In (11b), the word rumal ‘because’ heads a PP and takes a CP as complement. Given
the mapping algorithm in (7), we expect there to be an ¢-phrase boundary after the
word rumal. However, based on the presence of the overt status suffix, we are required
to posit an (-phrase boundary before it:

(12) SOURCE OF MISMATCH FOR (11)

a.  (...-@ rumal ) phrase | (... Di-phrase (predicted prosody)
b.  (...-ik )i phrase || (rumal ...) phrase (attested prosody)

There are two issues in (12). First, the algorithm in (7) underpredicts the (-phrase
boundary attested at the left edge of the PP, immediately before rumal. Second, the
algorithm overpredicts an (-phrase boundary to the left of the CP complement, im-
mediately after rumal (Henderson 2012).

Henderson proposes to account for this apparent mismatch by appealing to a high-
ranking markedness constraint in OT, seen in (13), which incurs a violation when-
ever a functional head is not parsed in the same prosodic constituent as its comple-
ment (see Werle’s 2004 COMPLEMENT-w, Clemens’s (2014, 2019) and Clemens and
Coon’s (2018) ARGUMENT-¢, and Richards’ (2016) SELECTIONAL CONTIGUITY for
similar constraints):

(13) COMPLEMENT-¢ (Henderson 2012 (68))
A functional head is parsed into the same phonological phrase as its syntactic
complement

This constraint, based on the SENSE UNIT CONDITION (Selkirk 1984, 1986), forces
the functional item rumal to appear in the same phonological phrase as its comple-
ment, xinchakunik in (11) above. Since its complement is a CP, this means that rumal
will have to be included as part of the (-phrase of that CP, accounting for the observed
mismatch.

Having reviewed the background empirical facts on K’iche’ prosodic allomorphs
and an account of their distribution, I turn next in Sect. 3 to Chuj, another Mayan
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language, which possesses a set of morphemes that exhibit morphological alterna-
tions at the same clausal boundaries as the ones described for K’iche’ in Henderson
2012. The discussion of Chuj is important, since its inventory of prosodic allomorphs
allows us to test predictions that would not be testable by only looking at K’iche’.
In Sect. 4, I turn to an alternative account of prosodic allomorphy in both languages,
and show that a different account that maintains an isomorphic relationship between
syntax and phonology is not only possible, but leads to correct predictions about the
syntax of these languages. In particular, we will see that there is independent evi-
dence that the clauses that create the apparent mismatches in both Chuj and K’iche’
are located structurally much higher than previously assumed. Though my goal is not
to show that mismatches are never possible, the overall conclusion will be that keep-
ing with the underlying hypothesis that there are none can lead to important findings
regarding the syntax.

3 Prosodic allomorphy in Chuj

Chuj, a Mayan language of the Q’anjob’alan branch, is distantly related to K’iche’. It
closely patterns with K’iche’, however, in possessing a class of morphemes that are
subject to prosodic allomorphy.” For instance, the Chuj cognates of the K’iche transi-
tive and intransitive status suffixes, -V’ and -i, exhibit a strikingly similar distribution.
Consider the two examples in (14), which are comparable to the examples given for
K’iche’ in (3).

(14) a. Ix-in-wa’-{i/*@}.
PFV-B1SG-eat-1V

‘T ate.

b. Ix-wa’-{*i/@}ix Malin. c. Ix-in-wa’-{*i/@} junelxo.
PFV-eat-IV  CLF Malin PFV-B1SG-eat-1V again
‘Malin ate. ‘T ate again.

As shown above, the intransitive status suffix is overtly realized sentence finally in
(14a), but is absent when immediately followed by the subject (14b) or an adverb
(14c¢). As is common in Mayan languages (England 1991; Aissen 1992; Clemens and
Coon 2018), Chuj verbs appear initially in discourse-neutral contexts, as in (14b),
and the basic order of constituents is VOS (see (17¢)).

Moreover, as seen for K’iche’ status suffixes in (4), Chuj transitive and intransi-
tive status suffixes appear before complement clauses (15a), at the end of embedded
clauses (15b), and before because-clauses (15¢).

(15) a. Ix-w-il-{a’/*@} [to ix-ach-xit”  ek’-i ].
PFV-A1SG-see-TV COMP PFV-B2SG-go DIR.pass-I1V
‘I saw that you went.’ (complement clause)

SNote that, in addition to prosodic allomorphy in Chuj and K’iche’, similar paradigms are found in
other Mayan languages from distinct branches, such as Tsotsil (Cholan-Tseltalan); Popti’ and Q’anjob’al
(Q’anjob’alan); and Tz utujil (K’ichean) (Day 1973; Craig 1977, 1986; Aissen 1992; Mateo Toledo 2017).
Although the affected morphemes vary, the allomorphy appears to be governed by similar clausal bound-
aries across all of these languages.
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b. [ Tato tz-ach-b’at-{i/*@} ] ol-in-b’at-ok.
if  IPFV-B2SG-go-IV PROSP-B1SG-go-IRR

‘If you go, I’ll go.’ (embedded clause)
c. Ix-in-way-{i/*@} [y-0j-to tekumb’elal w-aj-i ].

PFV-B1SG-sleep-1v A3-for-COMP tired AlSG-stay-1V

‘T slept because I was tired.’ (because-clause)

In the rest of this section, I provide a description of prosodic allomorphy in Chuj.
I then provide empirical evidence that long allomorphs pattern with high-rising pitch
contours. Finally, I show that Chuj’s large inventory of prosodic allomorphs allows
us to observe another environment where long allomorphs are required: when last in
a topicalized constituent.

3.1 The range of prosodic allomorphy in Chuj

To date, there has been no detailed description of prosodic allomorphy in Chuj
(though clause-final allomorphy is reported since Hopkins 1967 and Maxwell 1982).
Table 1 provides a list, likely not exhaustive, of prosodic allomorphs.

As seen in Table 1, Chuj prosodic allomorphy spans over a wide range of func-
tional morphemes from different categories, including status suffixes, relational
nouns, noun classifiers, a wh-word, and a dubitative mood marker. As in K’iche’,
while some morphemes alternate with a null allomorph, others alternate with a
“shorter” form. For reasons of exposition, and given Chuj’s large inventory of
prosodic allomorphs, I only focus on two types of long allomorphs in the rest of this
paper: status suffixes and so-called “noun classifiers,” described further below. How-

Table 1 Prosodic allomorphy in Chuj

Category Clause-final Not final Function
long short
Status suffixes -V -0 transitive status suffix
-i -0 intransitive status suffix
-ok -0 intransitive prospective status suffix
Relational nouns -et’ok -et’ ‘with’
-u’uj -uj ‘for’
-iko -ik ‘for’
Noun classifiers ni’o’ ni young male individuals
(also used as utni uch young female individuals
3rd p. pronouns) L, , L.
k’e’en k’en stone/metal-based entities
lu'um lum earth/land-based entities

(note that other classifiers and some nominals appear
with final glottalization in phrase-final position)

Wh-word tasi tas ‘what’

Dubitative marker (h)ama’ (h)am expresses doubt
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ever, data relevant to each category of morpheme affected by prosodic allomorphy is
provided in the Appendix.

Though we have already seen Chuj examples with status suffixes in (14) and (15),
we have not yet seen any examples with noun classifiers. Noun classifiers are used
in Chuj to mark distinctions of definiteness (see Buenrostro et al. 1989, Royer 2019),
and the choice of classifier depends on properties of the nominal referent (e.g. male
human, female human, animal, wood, stone/metal, etc.) (see Craig 1986; Zavala
2000; Hopkins 2012; Royer 2017, 2019 on noun classifiers in Q’anjob’alan lan-
guages). Importantly, they can also appear without a noun, in which case they func-
tion as third person pronouns (henceforth “classifier pronouns”). Examples showing
the pre-nominal and pronominal uses of the noun classifier ni(’o’), used with young
male individuals, are provided below:°

(16) a. Ix-in-lolon y-et’ {ni/*ni’0’} unin.
PFV-A1SG-speak A3-with CLF boy
‘I spoke with the boy.’
b. Ix-in-lolon y-et’ {ni’0’/*ni}.

PFV-A1SG-speak A3-with PRON.M
‘I spoke with him.’

As shown above, the classifier can either appear pre-nominally as a determiner, or
alone, as a classifier pronoun. Since the presence of an overt noun when the classifier
functions as a determiner always blocks the long form from appearing, as in (16a),
long allomorphs are only ever perceived when the classifier functions as a pronoun,
as in (16b).

Additional examples of the pronominal usage of the classifier ni(’o’) are provided
below in (17). As can be seen, the distribution of the long forms of classifier pronouns
is dictated by the same factors as the ones observed for other prosodic allomorphs in
Chuj and K’iche’.

a7n a. Ix-y-al {ni’0’/*ni} [cp to ix-in-b’at-i 1.
PFV-A3-say PRON.M COMP PFV-B lSG-gO-IV
‘He said that I went.’
b. Ix-way {ni’0’/*ni} [ y-oj-to ix-kum-b’-i {ni’0’/*ni} ].

PFV-sleep PRON.M  A3-for-COMP PFV-tire-SUF-IV PRON.M
‘He slept because he was tired.’

c. Ix-s-chel {ni/*ni’0’} [pp ix ix ].
PFV-A3-hug PRON.M CLF woman
“The woman hugged him.’

As shown above, the long allomorph ni’o’ does not only appear sentence finally (see
(16b)), but also when immediately followed by a complement clause, as illustrated
in (17a), or by a because-clause, as in (17b). On the other hand, the presence of a
nominal argument after the classifier pronoun, as in (17c), enforces the use of the
short allomorph. These are exactly the same environments as the ones observed for

OThe classifier ni(’o’) is only used in the Nentén variant of Chuj.
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Fig. 1 Pitch track for (18) ‘ ‘ A/
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He said that I went

alternations in status suffixes in Chuj in (14) and (15), and for prosodic allomorphs
in K’iche’ in the previous section.

3.2 Prosodic correlates of long allomorphs

We now turn to the phonetic correlates of the boundaries associated with long allo-
morphs. In both Chuj and K’iche’, long allomorphs correlate with a peak of promi-
nence, generally realized as a high-rising pitch contour. Similar high-rising pitch con-
tours are reported at the end of clauses for various Mayan languages from different
branches, independently of whether these languages feature prosodic allomorphy (see
e.g. Hopkins 1967; Berinstein 1991; Bennett 2016, and DiCanio and Bennett 2018).
This is illustrated in the pitch track in Fig. 1, which corresponds to the example in
(18). As shown, the long form of ni(’0’) coincides with the realization of a high
boundary tone at the end of the sentence.

(18) Ix-w-il {ni’0’/*ni}.
PFV-A1SG-see PRON.M
‘I saw him.’

Rising intonation is also observed immediately before complement clauses, as
seen in Fig. 2, corresponding to example (19). Again, this correlates with the long
form of ni(’o’) immediately before the complement clause.
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(19) Ix-y-al {ni’0’/*ni} [cp to ix-in-b’at-i ].
PFV-A3-say PRON.M COMP PFV-B1SG-go-1V
‘He said that I went.’

Following Henderson (2012), I assume that the correlation between high bound-
ary tones and long allomorphs is not an accident. That is, high prominence is an
environment that triggers the presence of long allomorphs. Though I do not provide
a full-fledged account here, readers are referred to Henderson 2012 for a specific
proposal on how this allomorphy could be derived.

3.3 Topics and prosodic allomorphy

A subset of Chuj prosodic allomorphs (noun classifiers and relational nouns) provide
evidence that long allomorphs are required in one additional environment: at the end
of topicalized constituents. This environment is not identified in Henderson 2012.”
Before providing the relevant data, it is important to mention that though basic con-
stituent order in discourse-neutral contexts in Chuj is VOS, nominal arguments are
routinely realized pre-verbally to mark topic and focus, allowing for a range of possi-
ble constituent order configurations (see e.g. England 1991 and Aissen 1992 on topic
and focus in Mayan, and Bielig 2015 specifically on Chuj). Although both topics and
foci appear pre-verbally (though see Sect. 5.1.3 for right-side topics), they exhibit two
morphosyntactic differences. To illustrate, consider the following two examples:

(20) a. [ppHaix chichim ]ix-s-lo’ te’ china *(ix).
HA CLF elder PFV-A3-eat CLF orange PRON.F
‘As for the elder, she ate the orange.’ (Topic)

b}

b. [ppHaix chichim ]ix-lo’-an te’ china.
HA CLF elder PFV-eat-AF CLF orange
‘It’s the elder who ate the orange.’ (Focus)

In both of the examples in (20), the subject DP ix chichim ‘the elder’ appears pre-
verbally. Both topics and foci are preceded by the marker ha, which I will gloss
as “HA”. In the topic construction in (20a), the topicalized DP is obligatorily co-
referential with a resumptive classifier pronoun in the main clause. Following Ais-
sen (1992) and Bielig (2015), I assume that such topics are “external,” meaning that
they are base generated in a high peripheral position, above the domain of the main
clause.® In the focus construction in (20b), no resumptive classifier is found (nor al-
lowed), and the extraction of transitive subjects forces the presence of Agent Focus
morphology, -an, on the verb stem (see e.g. Stiebels 2006; Coon et al. 2014; Aissen

TThis could potentially be tested for K’iche’ with a DP topic ending with a verb-final relative clause. I
have not been able to check this environment in K’iche’, but future work should establish whether this
environment triggers the presence of a status suffix.

8In the Mayanist literature, “external” topics are contrasted with “internal” topics, the latter of which ap-
pear inside the domain of the matrix clause and do so via movement (Aissen 1992). As argued in Bielig
2015, Chuj only seems to have “external” topics. Popti’, a close relative of Chuj, is also argued in Ais-
sen 1992 to only feature external topics. On similar external topics across languages and their effects on
prosody, see e.g. Nespor and Vogel 1986 (on English), Bresnan and Mchombo 1987 and Kanerva 1990 (on
Chichewa), and Frascarelli 2000 (on Italian).
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Fig. 3 Pitch track for (25)

ixyal ni’o’ to ixinb’ati

3O

As for him, he said that I went

a ijo| [tjo| J |im| 6 |a|t

2017a and Coon et al. 2020 for more on Agent Focus). Following Aissen (1992) and
Bielig (2015), I assume that, contrary to external topics, focused constituents arrive at
their pre-verbal position via A’-movement to a position within the main clause. These
different options are schematized below:

(21)  [xp Topic; [cp Focusy [p ... % [ proj 111]

Now consider the example in (22), where a prosodic allomorph, ni(’o’), is found at
the end of a topicalized constituent:

(22) [top Ha {ni’0’x/*ni} ] [cp iX-s-man  jun china nig junelxo ].
HA PRON.M PFV-A3-buy one orange PRON.M again
‘As for him, he bought an orange again.’

In (22), the long form of the classifier pronoun ni(’o’) is required as the last element
in a DP that has been topicalized. Since this is a topic construction, the topic is obli-
gatorily co-referential with a resumptive classifier pronoun in the main clause (Bielig
2015).

Focused classifier pronouns differ from topicalized ones in that they must appear
as short allomorphs:

(23) [Eoc Ha {ni/*ni’0’} ] ix-il-an X ix.
HA PRON.M PFV-see-AF CLF woman
‘It was him who saw the woman.’

The fact that long allomorphs are required with topics, and short allomorphs are re-
quired with foci, fits particularly well with Aissen’s (1992, 2000) observations in
other Mayan languages (Tsotsil, Popti’, Tz utujil) that (external) topics must form
their own (-phrase, whereas foci must appear as part of the (-phrase of the matrix
clause (see also Bennett 2016 and England and Baird 2017 on “external” topics).
This is schematized below in (24).

24) a. [TOP][FoOC ] verb-stem [ OBJ ][ SUBJ |
b.  (TOP ) phrase ( FOC verb-stem OBJ SUBJ ), _phrase (Aissen 1992)

As (24) predicts, a high-rising pitch contour is generally found on the last syllable
of topicalized constituents. This can be observed in the pitch track in Fig. 3, which
corresponds to the example in (25).
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(25) Ha {ni’0’/*ni}, ix-y-al {ni’0’/*ni} to ix-in-b’at-i.
HA PRON.M PFV-A3-say PRON.M COMP PFV-B1SG-go-1V
‘As for him, he said that I went.’

3.4 Summary

This section described the range of prosodic allomorphy in Chuj. I showed that
prosodic allomorphs affect a wide range of morphemes from different functional
categories, and that they coincide with prominent high-rising pitch contours. I also
showed that an additional environment, not present in K’iche’, licenses the presence
of long allomorphs: topics. In the next section, we turn to an alternative account of
prosodic allomorphy, which does away with the mismatch proposed in Henderson
2012. As we will see, topic constructions play an important role in motivating the
proposal.

4 An account of prosodic allomorphy without mismatches

We now return to the principle research question addressed in this paper: What con-
ditions the presence of long allomorphs? In Sect. 2.2, I summarized one possible
answer to this question, put forth in Henderson 2012. Under this account, most in-
stances of long allomorphs were straightforwardly derived via a one-to-one mapping
from syntax to prosody. However, the proposal relied on the compromise that non-
isomorphisms in the correspondence between syntax and prosody be sometimes tol-
erated. Specifically, there were times where the mapping algorithm predicted that a
syntax like (26a) should output a prosody like (26b), but what actually obtained was
the prosody in (26c).

(26) a [cpX YcpZl] (syntax)
b. (X Y )iphrase | (Z )iphrase (predicted prosody)
¢ (X )iphrase | (Y Z),phrase (actual prosody)

To resolve this issue, Henderson proposed a constraint, COMPLEMENT-¢, which al-
lowed the circumvention of mismatches like the one in (26) by forcing functional
heads to appear in the same prosodic domain as their complement.

27 COMPLEMENT-¢ (Henderson 2012 (68))
A functional head is parsed into the same phonological phrase as its syntactic
complement

The upshot of tolerating mismatches, however, is that prosody cannot necessarily be
viewed as a reliable tool for diagnosing syntactic structure.’

9This issue becomes especially relevant when considering language acquisition. As hinted by a reviewer,
one reason to favour a “no mismatch” account is that a matching syntax-prosody relationship could help
explain the well-known effects of phonological bootstrapping on the acquisition of syntax (see e.g. Morgan
1986, the work cited in Morgan and Demuth 1996, and Christophe et al. 2008). That is, if syntax and
prosody always match, learners can trust that prosody will inform them on syntactic constituency, but
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In this section, I explore the possibility that prosody is, in fact, a reliable source
of syntactic evidence, and show how an account of prosodic allomorphy that keeps
to this premise could be formalized. In Sect. 5, I then show that there is strong ev-
idence that this revised account is on the right track, since it leads to a number of
syntactic predictions which are borne out. Important to mention at this juncture, how-
ever, is the fact that the alternative proposal put forth below remains compatible with
one of the central insights in Henderson 2012 regarding the implications of prosodic
allomorphy on the architecture of the syntax-phonology interface (see Henderson’s
Sect. 4.3.2). Specifically, Henderson argues that prosodic allomorphy provides strong
evidence for late-insertion theories of morphology (see e.g. Ackema and Neeleman
2003), since morphological insertion is sometimes sensitive to prosodic information
(see also Hayes 1990 and Chung 2003). That is, prosodically-governed allomorphy,
of the type found in Chuj and K’iche’, is not compatible with models of morphology
such as Embick and Noyer (2001), which posit that morphological insertion takes
place before prosodic structure is built. Since the alternative proposed here ultimately
maintains, like Henderson (2012), a phonological account of prosodic allomorphy, it
remains necessary for at least some prosodic information to be made available prior
to morphological insertion. Though I will not discuss the determining factors be-
hind the choice of allomorphic variants here, readers are referred to Henderson 2012,
Sect. 4.2 and 4.3, where short and long forms of prosodic allomorphs are argued to
be in a suppletive relationship.

My proposal follows that of Henderson (2012) in one crucial respect: I argue that
prosodic allomorphy is a morphophonological phenomenon. As discussed in Hen-
derson 2012, Sect. 3.1, one could try to formalize the distribution of long allomorphs
syntactically, by making reference to CP edges. For example, long allomorphs could
be argued to arise at the end of every CP.!? However, there are good reasons to favour
a phonological account. For one, in Chuj, long allomorphs can sometimes arise in
positions other than (-phrase boundaries (or apparent CP edges), in order to resolve
illicit coda consonant clusters:

(28) a. Ix-onh-xik-w-{i/*@} K’ atzitz.
PFV-B1PL-chop-AP-1V wood
‘We wood-chopped.’ (Coon 2019)
b.  Ol-ach-chanhal-w-{ok/*@} junelxo.
PROSP-B2SG-dance-VOICE-IV.PROSP again
“You’ll dance again.’

In both (28a) and (28b), the long forms of the status suffixes -i and -ok are forced
to appear immediately before a noun and a manner adverb, where long allomorphs

if they do not match, then learners might not trust that phonology will accurately inform them about
syntax, in which case we might expect them to disregard it entirely (unless syntax-prosody mismatches
are universally systematic, which to my knowledge is not the usual assumption). Since we know from
the aforementioned work that prosodic cues play an important role in the acquisition of syntax, then an
isomorphic relationship is to be preferred.

10Ag pointed out to me by Scott AnderBois and an anonymous reviewer, it is rather unusual in syntactic
theory to reference the right edges of CPs, unless discussing the syntax-prosody interface. I take this to be
an additional argument in favour of a phonological account of prosodic allomorphy.
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are usually forbidden (see e.g. (14c)). However, note that without the presence of the
status suffix in each example, the verb would end with a coda containing a consonant
cluster, which are categorically banned in Chuj (see Hopkins 1967, Coon 2019, and
also Mateo Pedro 2011 and Mateo Toledo 2017 on Q’anjob’al). In this case, based
on the syntactic structure, we expect the short form, but the phonology forces the
appearance of the long form. This supports the premise that prosodic allomorphs are
phonologically conditioned.

A purely syntactic account would face another issue: there are times where a syn-
tactically present but phonetically null element is (arguably) found after prosodic al-
lomorphs, but this does not block the long form from appearing. To illustrate, consider
the Chuj example in (29b), where the internal argument cannot be overtly pronomi-
nalized, as opposed to (29a), where it can.

(29) a. Ix-in-man [op te” onh 1k, [cp ix-in-10’-{@/*0’} te’ 1.
PFV-A1SG-buy  CLF avocado PFV-A1SG-eat-TV CLF
‘I bought the avocado and ate it.’
b. Ix-in-man [pp chocolate g, [ ix-in-lo’-{o/*@}  proy ].

PFV-A1SG-buy chocolate PFV-A1SG-eat-TV pro
‘I bought the chocolate, and ate it.’

As seen above, the expression te’ onh ‘the avocado’ in the first conjunct of the sen-
tence in (29a) can be referenced with the use of the classifier pronoun fe’ in the
second conjunct of the sentence. This is the case since, as discussed in Sect. 3, noun
classifiers can be used to refer back to full DPs. However, in Chuj, a subset of nouns
never appear with noun classifiers (Buenrostro et al. 1989; Royer 2019). This means
that certain expressions, such as chocolate ‘chocolate’ in (29b), cannot be referenced
with an overt pronoun. Assuming that null pronouns are nevertheless realized in the
syntax, an account of prosodic allomorphs formalized solely on syntactic grounds
would not predict the presence of a long allomorph in (29b). That is, the status suffix
in (29b) does not occupy the last position in the CP, since the null pronoun follows it,
and so a purely syntactic account would undergenerate instances of long allomorphs.

Given these data, I conclude that, as already argued in Henderson 2012, prosodic
allomorphs must be conditioned by morphophonological factors. To capture the dis-
tribution of long allomorphs in Chuj and K’iche’, I therefore posit the following gen-
eralization:

(30) Long allomorphs appear (i) at intonational phrase boundaries, or (ii) if their
absence would result in an illicit coda consonant cluster.

While the second condition on the placement of long allomorphs accounts for data
like the one in (28), where a long allomorph appears to resolve a consonant cluster,
more needs to be said about the first condition in (30). Following the tradition in
prosodic hierarchy theory (PHT) (Selkirk 1984, 1986, 2011), I adopt the term “into-
national phrase boundary” to identify the prosodic boundary that tends to coincide
with full (illocutionary) clauses (see Sect. 3.2). However, the account does not rely
on the assumption made in PHT, and in Henderson 2012, that there exists an in-
termediate level of structure on which phonological processes apply (Selkirk 1984,
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1986, 2011). That is, in PHT, phonological processes must apply to hierarchically-
organized prosodic categories, themselves derived from designated syntactic con-
stituents of different sizes (see Hale and Selkirk 1987 and Dresher 1994 on so-called
“designated categories”). For instance, an t-phrase would likely correspond to the
level of the clause (Selkirk 1984), and would thus align with both the right and left
edges of CPs. Under the current account, referring to both edges of constituents in
the syntax is not needed—:t-phrase boundaries can be solely determined based on one
position in the syntax, as proposed in (31).!!

3D Every CP ends with an ¢-phrase boundary.

The proposals in (30) and (31) permit the derivation of basic instances of long al-
lomorphs. For instance, as illustrated below, long allomorphs are predicted to appear
sentence finally, since the sentence-final position will always correspond to the end
of a CP (t-phrase boundaries are represented with “||”).

(32) [cp Ix-b’at {ni’0’/*ni} ] ||
PFV-go PRON.M
‘He went.

These proposals, however, do not suffice to derive the occurrence of long allomorphs
before complement clauses and clausal adjuncts, including because-clauses. In order
to account for such occurrences, I propose that the assumed syntax in Henderson
2012 must be revisited. In particular, I propose, building on previous work by Aissen
(1992), that complement clauses and clausal adjuncts (including because-clauses)
appear in a position structurally much higher than assumed in Henderson 2012:

(33) Complement clauses and CP adjuncts surface above the matrix CP.

This syntactic generalization simply describes the proposal, which we will see strong
evidence for in Sect. 5, that complement clauses and because-clauses appear extra-
posed above the matrix CP.!> As schematized in (34), their high attachment ulti-
mately forces the presence of an (-phrase boundary between them and the last element
in the matrix CP, as per (31).

1 As an anonymous reviewer signals, a commonly held assumption in current syntactic theory is that the
syntactic component is to some extent “order free.” Indeed, many accounts assume that at least part of the
order of constituents is determined post-syntactically (see e.g. Bennett et al. 2016 and references therein).
If this is true, then, one wonders how the phonological component can identify “the end” or the “right
edges” of syntactic constituents, as proposed here. But it is not entirely clear to me to what extent syntax
should be considered order free; and reference to the edges of syntactic constituents remains standard in
the literature that assume post-syntactic ordering (for instance, Bennett et al. (2016) use MATCH THEORY,
which references XP edges). For now, I make the assumption that the phonological component can identify
the edges of syntactic constituents, and I leave the exact implementation of how this works open.

121 yse the term “extraposition” in its most general sense to describe the placement of constituents in
structurally higher positions than what is considered canonical or expected (Biiring and Hartmann 1997).
There are various reasons why constituents could appear extraposed, including A’-movement (Ross 1967;
Reinhart 1980; Baltin 1982 a.o.), high base-generation (Koster 1978; Culicover and Rochemont 1990,
a.0.), or leftward movement of other constituents (e.g. Kayne 1994). For an overview of extraposition, see
Baltin 2006.
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G4 a. CP b. cp
CP | XP || XP || CP |
/\
c TP CP-comp / CP-comp / ¢ TP
=== CP ADJUNCT CP ADJUNCT -

The generalization in (33) straightforwardly accounts for the presence of long al-
lomorphs immediately before complement clauses and clausal adjuncts. Since both
types of constituents are guaranteed to fall outside the domain of the matrix CP, an
(-phrase boundary will always be found immediately before right-branching comple-
ment clauses and clausal adjuncts.

Crucially, this new syntax allows us to maintain a one-to-one correspondence be-
tween syntax and prosody. To illustrate this, recall that Henderson (2012) assumes
that because-clauses like (35) adjoin to VP (for tree, see (11b)). Given Henderson’s
syntax-prosody mapping algorithm, a mismatch of the type schematized in (12), re-
peated in (36), arises:

(35) [ Xin-[yp kos-{ik/*@} [pp r-umal [cp xin-chakun-ik 111].

INFL- tire-IV A3-because INFL-work-1v
‘I’m tired because I worked.’ (repeated from (11a))
(36) a. (...-@Q rumal ephrase | (' -..  Di-phrase (predicted prosody)
b.  (...-ik )i phrase || (rumal ...) phrase (attested prosody)

As previewed in Sect. 2.2, two issues arise. First, the algorithm (7) in Henderson 2012
underpredicts the (-phrase boundary to the left of rumal in (36a), since no boundary
is expected in the absence of a CP boundary. Second, the algorithm overpredicts an (-
phrase boundary to the right of rumal, because the CP following rumal should induce
an (-phrase boundary. Henderson proposes to resolve the mismatch by resorting to a
high-ranking constraint, COMPLEMENT-¢ (13), which requires functional heads to
be parsed in the same prosodic constituent as their complements.

The present proposal, on the other hand, derives the relevant prosodic boundaries
without mismatches. That is, clausal adjuncts attach outside the domain of the matrix
clause, and so an (-phrase boundary is predicted to be found immediately before the
because-clause. Furthermore, unlike the account proposed in Henderson 2012, the
current account does not overpredict an ¢-phrase boundary at the left edges of CPs,
since (-phrase boundaries are only proposed to appear at the right edges of CPs. The
predicted structure for the K’iche’ utterance in (35) is thus (37):

(37) CP
CP | PP |
C TP P ap
Xinkos-ik ~ ‘umal : -
'm tired because xinchakuk-ik

I worked
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The fact that clausal adjuncts may be derived without mismatches is a welcome con-
sequence of the current account, since it allows us to maintain the hypothesis that
prosody is a reliable diagnostic for syntactic constituency.

Finally, to account for the presence of long allomorphs after topicalized con-
stituents (see (22) above) and other constituents that can surface in a position above
the matrix CP, I argue that the generalization in (38), based on work by Wagner (2010,
2015), must universally hold:'3

(38) MONOTONICITY OF PROSODIC BOUNDARIES
Phrases that adjoin to a phrase ending with a prosodic boundary ¢ end with
a prosodic boundary of equal or greater strength to ¢.'4

The above generalization builds on previous work, which assumes that prosody re-
flects the relative attachment height of constituents in the syntax (see e.g. Chom-
sky and Halle 1968; Lehiste 1973; Cooper and Paccia-Cooper 1980, and Wagner
2005, 2010). That is, it has commonly been assumed that projections adjoined higher
in the syntax must end with prosodic boundaries of greater or equal strength than
the prosodic boundaries separating projections lower in the syntax (see e.g. Wagner
2015). The generalization in (38) thus derives the distribution of ¢-phrase boundaries
after constituents that adjoin above matrix CP, including topics, which as discussed
in Sect. 3.3, have been independently argued to adjoin above this position (Aissen
1992; Bielig 2015).

In sum, the placement of the relevant prosodic boundaries under the current ac-
count is considerably simplified. (-phrase boundaries are entirely derived by referring
only to one position in the syntax, the right edge of CPs, and by an independently mo-
tivated feature of prosodic phrasing: monotonicity (Chomsky and Halle 1968; Lehiste
1973; Wagner 2010, a.o.). In Henderson 2012, on the other hand, it is crucial that
t-phrases map to both the right and left edges of CPs (see (7) above). Moreover, con-
trary to the current account, which remains neutral with respect to the recursive nature
of prosody, the account in Henderson 2012 relies on the assumption that prosody is
non-recursive (see example (9) above), an assumption that has been contested in re-
cent work (see e.g. Truckenbrodt 1999; Wagner 2005, 2010; and Selkirk 2011; Elfner
2012).

Finally, before moving on, it is important to note that the components of the pro-
posal in (30), (31) and (33) are very similar to those involved in Aissen’s (1992)
analysis of a similar phenomenon in the related Mayan languages Popti’ and Tsot-
sil. In these languages, Aissen demonstrates that certain clitics can only appear in a
certain set of environments in the sentence, identified as the edges of (-phrases (like
Chuyj and K’iche’ prosodic allomorphs). The placement of (-phrase boundaries is in
turn derived via a syntax-prosody mapping algorithm, which based on work by Hale
and Selkirk (1987) makes use of ungoverned maximal projections (Chomsky 1986):

130 derive the presence of (-phrase boundaries at the end of topicalized constituents, one could alterna-
tively recourse to the idea that topicalized constituents involve full CPs with elided material, following Ott
2014. This would eliminate the need to posit (38).

141y Wagner 2010, the monotonicity of prosodic boundaries emerges from assumptions about cyclic spell
out; see the hypothesis about attachment and prosody in Wagner 2010, (8). Also see generalization on
monotonicity in Wagner 2015, (10).
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(39) The right edges of Tsotsil [and Popti’] ¢-phrases correspond to the right
edges of ungoverned maximal projections. (Aissen 1992)

The mapping proposed in this paper (31) is very similar to the one proposed in Aissen
1992 (39), in that (-phrase boundaries are derived by making reference to the right
edges of designated constituents in the syntax. For instance, in Aissen’s system, t-
phrase boundaries are predicted to appear sentence finally, since matrix clauses are al-
ways ungoverned. This is quite similar to the claim in this paper that (-phrase bound-
aries appear sentence-finally, since that position corresponds to the end (or right edge)
of a CP.

Furthermore, as in the current proposal, the proposal in Aissen (1992) relies on
the extraposition of complement clauses and clausal adjuncts to derive the correct
placement of (-phrase boundaries (see Sect. 3.2.2. of Aissen 1992 for details of the
account). The only point of divergence between the extraposition in Aissen 1992 and
the one proposed here is the attachment height. Aissen (1992) proposes that comple-
ment clauses and clausal adjuncts extrapose to the specifier of the projection within
which they originated (i.e. to the specifier of VP) (see Chomsky 1986, based on Ross
1967 and Baltin 1978 on the “right roof constraint”). In the current account, on the
other hand, complement clauses and clausal adjuncts extrapose above the matrix CP.
As we will see in the next section, there is evidence favouring the current account.

5 Evidence for an extraposition account

Having introduced the core components of the proposal, we turn to the empirical evi-
dence in favour of an extraposition account. In particular, I show that the components
of the proposal in (30), (31), (33), and (38), repeated together in (40), successfully
derive the distribution of prosodic allomorphy in both Chuj and K’iche’ without the
need for mismatches.

40) a. Long allomorphs arise at ¢-phrase boundaries. 30)
b.  Every CP ends with an (-phrase boundary. 3D

c. CP complements and CP adjuncts surface above matrix CP. (33)

d. Phrases that adjoin to a phrase ending with a prosodic boundary ¢ end

with a boundary of equal or greater strength to ¢. (38)

In Sects. 5.1 and 5.2, I provide evidence from both Chuj and K’iche’ that shows
that the proposal in (40) makes a number of correct predictions about the syntax of
complement clauses (Sect. 5.1) and clausal adjuncts (Sect. 5.2) in both languages—
predictions which do not necessarily follow from the account in Henderson 2012. In
Sect. 5.3, I provide additional empirical data in support of the extraposition account.

5.1 Evidence for the high attachment of complement clauses
5.1.1 Word order

One straightforward piece of evidence supporting the high attachment of complement
clauses comes from word order. Both K’iche’ and the variants of Chuj under study
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exhibit basic VOS word order (Maxwell 1982; Kaufman 1990; Buenrostro 2013;
Clemens and Coon 2018). Relevant examples are provided in (41), for Chuj, and (42)
for K’iche’.

41) CHUJ (VOS/*VSO0O)

a. Ix-s-man  [ppy ch’anh libro ] [gyg; iX unin ].

PFV-A3-buy CLF  book CLF girl
“The girl bought the book.’
b. *Ixsman [gyp; iX unin ] [ogy ch’anh libro ].
(42) K’ICHE’ (VOS/*VSO) (Can Pixabaj 2009, (7))
a. X-u-loq’ [opyri  wuuj] [sysy i ali ].
PFV-A3SG-buy DET book DET girl
“The girl bought the book.’

b. *Xuloq’ [sys; 1i ali ] [opy 11 Wuuyj J.

For both languages, however, there is a crucial exception to VOS: postverbal comple-
ment clauses must follow the subject, as shown in (43) and (44). Importantly, apart
from their relative position in the sentence, complement clauses behave like regu-
lar (DP) objects of transitive verbs insofar as the subject is marked ergative (Set A
marking), the verb appears with the transitive status suffix -V’, and no overt Set B (ab-
solutive) marking is expected, since third person singular absolutive is always null in
both languages.

(43) CHUI (VSO/*VOS)

a. Ix-y-al [susyix Malin ] [¢p to ix-ach-b’at-i ].
PFV-A3-say CLF Malin COMP PFV-B2SG-go-IV
‘Malin said that you went.’

b. *Ixyal [cp.os; to ixachb’at(i) ] [syp; ix Malin ].

44) K’1CHE’ (VSO/*VOS) (Can Pixabaj 2015, p. 138)
a. X-k-eta’maj [le winaq ][cpchi x-u’l le ajtijaab’ ].
PFV-A3PL-know DET people COMP PFV-come DET teacher

“The people knew that the teachers arrive.’
b. *Xketa’maj [cp.op; chi xu’l le ajtijaab’ ] [syp; le winaq ].

This difference in word order between DP and CP objects is well documented
across Mayan languages that exhibit VOS word order (see e.g. Craig 1977; Aissen
1992, 2000, 2017b), and Henderson (2012) also acknowledges the fact that comple-
ment clauses must surface after the subject (see p. 762-763). However, Henderson
dismisses a right extraposition account on the basis of examples with maximal free
relatives, such as (45):

(45) a. X-ki-tij-o [ jas x-u-loq’-0 ]le ixoqi’.
PFV-A3PL-eat-TV WH PFV-A3SG-buy-TV the women
“The women ate what he bought.’ (Henderson 2012 (63))

b. *Xkitij-@ le ixoqi’ [ jas xulog’o ].

@ Springer



260 J. Royer

Such examples would indeed be a challenge for an account that relies on extrapo-
sition. In the examples in (45), there is no evidence (from word order at least) that
free relatives in K’iche’ can extrapose—since Henderson claims that they must ap-
pear before the subject—yet the presence of the status suffix immediately before the
free relative is still required. That being said, my attempts at corroborating these
judgments have failed, and the K’iche’ speakers I have consulted have all judged the
example in (45a) as ungrammatical. Moreover, Can Pixabaj (2020), in recent work
on free relatives in K’iche’, excludes this type of construction as a possible free rel-
ative. According to Can Pixabaj (2020, p. 274) “all wh-expressions in [maximal free
relatives] need to be immediately followed by one of the definite determiners,” which
is not the case in (45a).!> Future work should therefore establish whether example
pairs like (45) truly challenge the analysis proposed here.

The crucial point, however, is that obligatory VSO order with object complement
clauses is a welcome syntactic prediction of the current proposal. If complement
clauses occupy a position outside the domain of the matrix CP, as per (33), then they
are predicted to appear after the subject, as schematized in (46). As made salient
in this structure, I assume, based on observations to be discussed in Sect. 5.1.3,
that complement clauses are base-generated in their surface position, and are co-
referential with a null resumptive pronoun (Mayan languages do not have overt CP
proforms).

(46) CP (structure for (43a))
cP CP;
_—
C/\TP to ixachb’ati

that you went

ixyal proy ix Malin
Malin said

5.1.2 The relative position of adverbs

A second piece of evidence favouring an extraposition account comes from the rel-
ative ordering of complement clauses and adverbs. If complement clauses occupy a
high peripheral position, as proposed here, then we predict that they should obligato-
rily appear after VP-level adjuncts, such as junelxo ‘again’. This prediction is borne
out, as shown by the Chuj examples in (47).

15When co-occurring with a determiner, wh-DET relatives must extrapose. For instance, such relatives
must follow matrix clause subjects (Telma Can Pixabaj p.c.).

160ne reviewer raises the possibility that (45a) could be grammatical in another dialect of K’iche’, which is
indeed very possible. If (45a) were to be grammatical, then one might be led to conclude that in this dialect
(i) status suffixes do not drop and (ii) free relatives do not extrapose. Such facts are actually independently
attested in other Mayan languages. For example, status suffixes are never dropped in several other Mayan
languages (see e.g. Coon 2016 for relevant data on Ch’ol), and Chuj free relatives do not necessarily
extrapose (see Sect. 5.3.2 below).
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@7 a. Ix-h-al junelxo [ to ix-’aj s-nene ix .
PFV-A2SG-said again ~ COMP PFV-born A3-baby CLF
“You said again that her baby was born.’ (Chuyj)

b.  # Ixhal [cp to ix’aj snene ix ] junelxo.

As seen above, complement clauses must follow VP-level adverbs such as junelxo
‘again’. The presence of the adverb after the complement clause, as in (47b), would
force a reading in which it is interpreted as modifying the verb inside the complement
clause, which in this case leads to infelicity (as this utterance would be describing the
improbable rebirth of a baby).

Note that higher adverbs, such as temporal adverbs, must also be positioned before
complement clauses, as seen in the examples in (48).

(48) a. Y-al ix Matal ewi [to ol-s-k’ayb’-ej ix ]
A3-say CLF Matal yesterday COMP PROSP-A3-learn-DTV CLF
‘Matal said yesterday that she will learn it.’
b. *Yal ix Matal [ to olsk’ayb’ej ix ] ewi.

Though the data in (48) remain compatible with the claim that complement clauses
are base-generated high, it does not immediately follow that temporal adverbs such as
ewi ‘yesterday’ should be banned from appearing after complement clauses. Tempo-
ral adverbs across languages can often be topicalized (e.g. English (as for) yesterday,
I bought a book). Future work should establish whether other factors could influence
the relative position of adverbs and complement clauses in Chuj and K’iche’, such
as language-specific properties of the relevant adverbs, or independent conditions on
prosodic heaviness.!’

5.1.3 Parallels with topics

Another strong piece of evidence in favour of the syntax proposed in (33) comes from
certain parallelisms observed between right-side topics and complement clauses.
Though all of the evidence I present here come from Chuj, the parallelisms might
also apply to K’iche’, which features similar topic constructions (England 1997; Can
Pixabaj 2004; Can Pixabaj and England 2011).

With a few exceptions (Can Pixabaj 2004; Curiel 2007; Polian 2013), most of the
literature on topicalization in Mayan has focused on left-side topics. However, under
certain circumstances, Chuj also allows the presence of right-side topics. Examples
are provided below:

49) [tor Hani wunin ], ix-b’at {ni’0’x/*ni}.
HA CLF child PFV-go PRON.M
‘The child, he left. (left-side topic)

17Though more work is required, there are reasons to believe that Chuj temporal adverbs like ewi ‘yes-
terday’ are unlike similar temporal adverbs in English in that they cannot surface as topics. For instance,
though ewi can appear preverbally, a consultant seemed to dislike prosodic boundaries between it and the
verb. This is unlike topics, which are generally followed by a clear prosodic boundary (see e.g. Sect. 3.3).
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(50) Ix-b’at {ni’0’x/*ni} [top ha ni unin J.
PFV-go PRON.M HA CLF child
‘He left, the child.’ (right-side topic)

These two examples show all of the basic properties of topics discussed in Sect. 3.3.'
Both must appear with the marker ha, and both are co-referential with a resumptive
classifier pronoun in the matrix clause. Building on Aissen 1992 and Bielig 2015,
I assume that right-side topics, like left-side topics (see Sect. 3.3 above), are “‘exter-
nal topics.” According to the criteria established in Aissen 1992, this means that they
must (i) be base-generated above the matrix CP, (ii) be co-referential with a resump-
tive pronoun, and, crucially, (iii) form their own ¢-phrase. There is overt evidence
supporting all of these facts. For instance, as shown in (50), resumptive classifier
pronouns are also obligatory with right-side topics. Moreover, as also seen in this
example, long allomorphs are forced to appear immediately before right-side top-
ics: only the long form of ni(’0’) is possible. This suggests that right-side topics are
excluded from the domain of the ¢-phrase of the matrix CP, as schematized below:

(28 Cp (Structure for (50))

CP || DPy ||
—_—
a TP ha ni unin
the child
Ixb’at ni’o’y
he left
Consider now a different example, (52), where the verb lies immediately to the left
of a right-side topic. This forces the presence of another kind of long allomorph—the
transitive status suffix—immediately before the DP topic:

(52) a. Ix-w-il-{a’/*@}  prog [vop ha y-ib’ ix Ik
PFV-A1SG-see-TV pro HA A3-strength PRON.F
‘I saw it, her strength.’
b. CP
CP || DP ||
C TP ha yib7 ix

her strength
Ixwil-a’ prog
I saw it
In (52a), the topicalized DP appears with the marker ha, but contrary to (51), it is
not co-referential with an overt classifier pronoun in the matrix clause. As previously
mentioned in Sect. 4, such examples can arise because not all Chuj nouns have a cor-

18Though right-side topics are possible, there is no evidence that right-side foci are possible in Chuj. For
instance, right-dislocated DPs cannot trigger Agent Focus morphology.
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responding noun classifier. This the case with ib’ ‘strength’, which cannot be overtly
pronominalized.

It is with examples like (52a) that a parallel between complement clauses and DP
topics reveals itself. Recall from example (15a), repeated below, that status suffixes
are also required before complement clauses:

(53) Ix-w-il-{a’/*@}  prog [cp to ix-ach-xit>  ek’-i k-
PFV-A1SG-see-TV pro COMP PFV-B2SG-go DIR.pass-1V
‘I saw (it) that you left.

Under the current proposal, the parallel between DP topics and complement clauses
is expected: both are positioned above the matrix CP, represented here as adjuncts
to CP. As schematized in (54), complement clauses (when immediately following
verbs) pattern like topicalized DPs, and unlike in situ DPs, in triggering the obligatory
presence of a status suffix (SS) on the verb.

(54) a. VERB-{SS/*@} [cp...] cf. (53)
b.  VERB-{SS/*@} [Dp,, ---] cf. (52a)
C.  VERB-{*SS/@} [Dp;, i - -] cf. (14b)

Given (54), I assume that complement clauses are base-generated high, and like DP

topics, co-refer with a null resumptive pronoun in the main clause: '’
(55) cp Structure for (53)
CP | P, ||
C TP to ixinxit’ ek’i

that you left
Ixwil-a’ prog
I saw (it)

Finally, if right-side topics and complement clauses are parallel in adjoining as ad-
juncts above the main CP, it is interesting to consider utterances containing both a
complement clause and DP topic. Though such utterances are uncommon in narra-
tives, speakers have no problem allowing them in elicitation, as demonstrated by the
acceptability of both utterances in (56).

(56) a. Ix-y-il proj {ni’0’i/*ni} [rop ha {ni’0’/*ni} Jx [cp to
PFV-A3-see pro PRON.M HA PRON.M COMP
ix-ach-xit”  ek’-{i/*@} ;.
PFV-B2SG-go DIR.pass-IV
~ ‘As for him, he saw (it) that you left.’
b.  Ixyil proj {ni’0’x/*ni} [cp to ixachxit’ ek’ {i/*@}]; [rop ha {ni’0’/*ni}lx.

The examples in (56) offer crucial information. First, notice that in both examples,
there is a total of three environments in which long allomorphs are licensed: (i) im-

9Note, however, that nothing hinges on this assumption: complement clauses could equally well appear
in their surface position via movement.
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mediately to the left of the right-side topic; (ii) between the topic and the complement
clause, and (iii) at the end of the sentence. This is exactly what the current account
predicts. As per (38), t-phrase boundaries should appear on each of the projections
that adjoin above the matrix CP:

7 Structure for (56a)
CP |
/\ & b,
cp H DPk I to
ha ni’o’ that ixoch swejel winh

C TiP him
Ixyil proj ni’o’)
He saw it

you left

The examples in (56) provide a second important piece of information: that comple-
ment clauses and DP topics can be freely ordered with respect to each other. This is
compatible with an analysis in which complement clauses are adjoined above the CP
(like the current account), but it is not compatible with accounts that place comple-
ment clauses in structurally lower positions. This not only includes Henderson 2012,
where complement clauses surface as sisters to the verb, but also Aissen 1992, where
extraposed complement clauses adjoin to a lower position in the structure.

5.1.4 Summary

The alternative account of prosodic allomorphs proposed in (40) involved changes
regarding our assumptions about the syntax of complement clauses, namely that they
occupy a much higher position in the syntax than previously assumed. The new syn-
tax, which does not force us to posit mismatches between syntax and prosody, led
us to a number of predictions regarding the behaviour of complement clauses, which
were all shown to be borne out. These syntactic observations, none of which immedi-
ately follow from the syntax assumed in Henderson 2012, are summarized in Table 2.

5.2 Evidence for the high attachment of clausal adjuncts

We now turn to a central point of divergence between Henderson 2012 and the cur-
rent proposal: whether because-clauses in Chuj and K’iche’ serve as evidence for

Table 2 Syntactic observations that follow from each proposal: Henderson (2012) vs. (40)

Observations about complement clauses Henderson (2012) Proposal in (40)
Obligatory VSO order X v
Must follow adjuncts X v
Parallelisms with DP topics X v
Free ordering with DP topics X v
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a syntax-prosody mismatch. Recall that long allomorphs appear immediately before
because-clauses. The relevant examples are repeated below.

(58) a. Xin-kos-{ik/*@} [pp r-umal [cp xin-chakun-ik ]].
INFL-tire-1V A3SG-because INFL-work-1v
‘I’'m tired because I worked. (K’iche’)
b. Ix-in-way-{i/*@} [ y-0j-to tekumb’elal w-aj-i 1.
PFV-B1SG-sleep-1V  A3-for-COMP tired A1SG-be-1v
‘I slept because I was tired.’ (Chuj)

As already noted for K’iche’” in Sect. 2.2, because-clauses in both languages are
headed by “relational nouns,” which agree in person and number with their comple-
ment. Agreement is realized by the same Set A morphology found with ergative and
possessor DPs, always formally third person singular with clausal adjuncts. Follow-
ing Henderson (2012), I assume that in their use as subordinating conjunctions, the
relational nouns -umal in K’iche’ and -oj in Chuj appear in a functional projection and
select for a CP. In Chuj, as seen in (58b), the morphosyntactic composition is trans-
parent: both the relational noun yoj “for’ and the complementizer o get realized.?"
Though I follow Henderson in labelling the projection containing the relational noun
as a PP, the exact categorical status is not important for the arguments that follow.

Recall that Henderson (2012) assumes a syntax where because-clauses adjoin to
VP (see structure in (11b) above). This leads to a mismatch, since the ¢-phrase bound-
ary before the subordinating conjunction rumal ‘because’ is not expected. In contrast,
the present proposal posits that clausal adjuncts in Chuj and K’iche’ always exhibit
the syntax in (59). Since clausal adjuncts (including because-clauses) attach outside
the matrix clause, an (-phrase boundary is predicted to be found immediately before
the because-clause:

(39) CP
cP | PP ||
C TP P ap
Xinkos-ik rumal . n
I'm. tired because xinchakuk-ik
I worked

In what follows, I discuss the predictions of the proposal in (59), and show evidence
from both Chuj and K’iche’ that these predictions are borne out. Before moving on,
however, note that the syntax in (59) and the predictions that follow from it do not
only apply to because-clauses, but to all clausal adjuncts in Chuj and K’iche’. To
my knowledge, all clausal adjuncts (e.g. while-clauses, if-clauses, and other clauses

20Notice that the result in Chuj is a morpheme combining the prepositional element yoj with the com-
plementizer to, which together form the subordinating conjunction. This is a common configuration for
subordinating conjunctions across languages (e.g. Spanish porque (lit. ‘for-that’)). There is no consensus
on the syntactic status of subordinating conjunctions (see e.g. Haumann 1997). While some have argued
that they are headed by PPs (e.g. Emonds 1976), others have argued that they realize the head of CP (e.g.
Hendrick 1976).
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headed by subordinating conjunctions) pattern syntactically with because-clauses, as
corroborated by the fact that long allomorphs are required before them. An example
with a clausal adjunct introduced with wach’xom ‘although’ is provided below.

(60) Maj y-ak’t-ej laj winh tz-munlaj-{i/*@} [ wach’xom pena
NEG.PFV A3-stop-DTV NEG CLF IPFV-work-1v even.though disease
ay winh ]

EXT PRON.M
‘He didn’t stop working although he was sick.’ (Buenrostro 2009)

5.2.1 Position of clausal adjuncts relative to DP topics and CP complements

A first piece of evidence supporting the structure in (59) comes from the position of
clausal adjuncts with respect to topicalized constituents and complement clauses. In
Chuj, clausal adjuncts are judged more natural when they appear after topics, rather
than before them:

(61) a. Ix-b’at winh [ha waj Xun] [yojto  ix-och  s-wejel  winh].
PFV-go PRON HA CLF Xun for.COMP PFV-enter A3-hunger PRON
‘As for Xun, he left because he was hungry.’ (Chuj)
b.  7Ixb’at winh [ yojto ixoch swejel winh ] [ ha waj Xun ].

The same facts are observed with complement clauses. As shown in (62), speakers
prefer placing clausal adjuncts after complement clauses (62a), and dislike the oppo-
site configuration (62b):

(62) a. Ix-y-al waj Xun [ to ix-b’at ix Malin ] [ yojto
PFV-A3SG-say CLF Xun COMP PFV-go CLF Malin  because
ix-y-al waj Yunt’a winh ].

PFV-A3SG-say CLF Yun PREP PRON
‘Xun said that Malin went because Yun told him. (Chuj)

b. ?Ixyal waj Xun [yojto ixyal waj Yun t’a winh] [to ixb’at ix Malin].

In Sect. 5.1.3, we saw that DP topics and complement clauses occupy peripheral po-
sitions outside the matrix CP. Therefore, the judgments reported above suggest that
clausal adjuncts occupy a very high position in the syntax, attaching above comple-
ment clauses and topicalized constituents. This is schematized in the structure in (63)
for the Chuj sentence in 61).2

2lwithout further stipulation about the syntax of negation, the structure proposed in (63) makes the pre-
diction that negation should not be able to take scope over the because-clause (see e.g. Lasnik 1972;
Torrego 2018). At least in Chuj, this prediction is not borne out. There are different ways this fact could
be explained. One possibility is that because-clauses are generated in a lower position and reconstruction
allows them to scope under negation (though see Sect. 5.2.2 for potential reasons not to opt for this route).
A second possibility is that negation can be interpreted very high, allowing it to sometimes scope over
CP adjuncts. Since there is little work on the syntax and semantics of negation in Mayan, this issue falls
outside the scope of the paper, and I leave it to future work.
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(63) CP
CP PP ||
CpP
cp | PPy | yoj
for
C TP ha waj Xun C TPy,
Xun to

Ixb’at winhg that ixoch swejel winh
He left he was hungry

The current proposal, which posits that clausal adjuncts adjoin outside the matrix CP,
is completely compatible with the facts detailed above.

5.2.2 K’iche’ adjunct extraction

A second piece of evidence is specific to K’iche’. The evidence comes from the
appearance of a special particle, wi(h), which appears in a subset of K’ichean lan-
guages when certain adjuncts are extracted (see e.g. Velleman 2014; Can Pixabaj
2015; Mendes and Ranero 2021). An example is provided in (64), where an instru-
ment adjunct is extracted in order to form a wh-question:

(64) Jas r-uuk’  x-@-ki-tij *(wi) le  ki-rikiil?
WH A3SG-SR PFV-B3SG-A3PL-eat WI DET A3PL-food
‘With what did they eat their food?’ (Can Pixabaj 2015)

In (64), the extraction of the instrument adjunct jas ruuk’ ‘with what’ triggers the
obligatory presence of the particle wi(h) in its base position. This is also the case with
other (low) adjuncts in K’iche’, including locatives, comitatives, and prepositional
datives (for similar facts in Kaqchikel, see Henderson 2008).

But as discussed in Mendes and Ranero (2021) and previous work, not all cases
of adjunct extraction trigger wi(h). In particular, a set of high adjuncts, which in
K’iche’ include temporal and clausal adjuncts, never trigger wi(h). This is illustrated
below in (65), with the extraction of the wh-word jacha’ ‘why’, which I assume is
the interrogative equivalent of a because-clause.

(65) Jacha’ x-ki-’an-o (*wih)?
why PFV-A3PL-do-TV WI
‘Why did they do it?’

Under the current account, the absence of wi(h) above can receive a rather straight-
forward explanation. Clausal adjuncts never trigger this particle, since they are base-
generated high and thus never undergo extraction.

5.2.3 Ordering with respect to other adjuncts

A final piece of evidence supporting the proposal comes from the relative ordering
of clausal adjuncts with respect to other adjuncts. That is, if clausal adjuncts attach
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Table 3 Syntactic observations that follow from each proposal: Henderson (2012) vs. (40)

Observations about clausal adjuncts Henderson (2012) Proposal in (40)
Appear after DP topics X v
Appear after complement clauses X v
Do not trigger wi(h) when extracted X v
Must be ordered after non-clausal adjuncts X v

high, then it follows that they should obligatorily appear after VP-level adjuncts, or
any other higher non-clausal adjuncts for that matter. As shown in (66), this prediction
is borne out.

(66) Context: In Nenton, I bought the book that you asked me to buy when we
were in Mexico together.

a. Ix-in-man jun ch’anh libro [pp t’a  Nentén ] [ yojto
PFV-A1SG-buy INDF CLF  book  PREP Nentén because
ix-a-k’an ch’anh t’ay-in 1.

PFV-A2SG-ask PRON PREP-B1SG
‘I bought a book in Nent6n because you asked me for it.’
b.  #Ixinman jun ch’anh libro [yojto ixak’an ch’anh t’ayin] [t’a Nent6n]

The context in (66) forces an interpretation in which the PP adjunct must modify
the matrix verb—one in which the buying happened in Nentén, but the asking in
Mexico. As shown by the infelicity of (66b), the only way for this interpretation to
arise is if the PP adjunct appears before the because-clause. These facts follow from
the current proposal: by being base-generated high, clausal adjuncts should appear
after other non-clausal adjuncts.

5.2.4 Summary

In order to maintain an isomorphic relationship between syntax and prosody, I pro-
posed that clausal adjuncts exhibit a different syntax than the one assumed in Hen-
derson 2012, one in which they adjoin above the matrix CP. In this section, I provided
empirical evidence, summarized in Table 3, supporting this proposal. The account in
Henderson 2012, on the other hand, is not immediately compatible with any of these
empirical observations.

5.3 Additional arguments from Chuj

Having provided evidence that complement clauses and clausal adjuncts appear in
a high peripheral position in Chuj and K’iche’, I now provide four additional ar-
guments, specific to Chuj, that independently support the proposal in this paper. In
Sects. 5.3.1 and 5.3.2, I show that Chuj long allomorphs are optional before certain
types of constituents, and that this optionality receives a straightforward explanation
under the current proposal. I then show in Sect. 5.3.3, that the different proposals
diverge on one prediction related to relative clauses, and that the current proposal
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makes the right prediction. Finally, in Sect. 5.3.4, I argue that COMPLEMENT-¢, in-
strumental in deriving long allomorphs in Henderson 2012, cannot be high-ranked in
Chuj.

5.3.1 Optionality in the attachment height of PPs

In Chuj, long allomorphs are optional immediately before regular PP adjuncts:

(67) Ix-in-xit’ ek’-{i/@} [ppy-et’” waj Xun].
PFV-B1SG-go DIR.pass-1V A3-with CLF Xun
‘I went with Xun.’

As seen above, consultants judge the presence of both short and long allomorphs ac-
ceptable immediately before PP adjuncts, an optionality that can also be observed in
Chuj texts. Importantly, PP complements do not exhibit this optionality; long allo-
morphs do not appear before PP complements:

(68) AK’-em-{*i/@} [ppt’a sat te’ mexa].
put-DIR.down-1V PREP face table
‘Put it on the table.’

An analysis that resorts to different syntactic configurations as the determining factor
in the realization of (-phrase boundaries can explain this optionality. We must simply
allow Chuj PP adjuncts to adjoin either to the VP, in which case no long allomorph is
predicted, or above the CP, in which case a long allomorph is predicted (for similar
extraposition facts in English, see e.g. Stowell 1981 and Neeleman and Payne 2020).
Optionality in attachment height correctly predicts that there should be two possible
prosodic parses of the utterance in (67), depending on the attachment height of the
PP adjunct. If the PP attaches low (69a), we predict only one ¢-phrase boundary; if
it attaches high, we predict two t-phrase boundaries (69b). While the former option
blocks the long allomorph from appearing, the latter option will enforce it.

(69) a. [cp...SHORT ALLOMORPH [pp ]] || (possible prosody)
b. [cp...LONG ALLOMORPH] | [pp ] |l (possible prosody)

K’iche’ does not appear to exhibit variability in the attachment height of PP adjuncts,
and neither Henderson (2012) nor Can Pixabaj (2015) describe the position preced-
ing PP adjuncts as a position in which long allomorphs may appear. But the current
argument is not dependent on this datapoint. A reasonable possibility could be that
Chuj and K’iche’ are different, in that the former allows optional PP extraposition,
whereas the latter does not.

A question that remains is why extraposition of PP adjuncts in Chuj is optional,
whereas extraposition of CP adjuncts is obligatory. Though a detailed discussion of
this question falls outside the scope of this paper, note that variability in extrapo-
sition possibilities seems highly language-dependent, even across different Mayan
languages. For instance, Aissen (1992) describes the optional extraposition of CP
adjuncts in another Mayan language, Tsotsil. The relevant examples are provided
below:
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(70) a. Ip to oxli Xunun-e [cp k’alal lilok’ otkotik-e ].
sick CL CL DET Xun ENC-ENC when we.left-ENC

‘Xun was sick when we left.’ (Tsotsil: Aissen 1992, (37))
b. Ip to ox (*un) [cp k’alal lilok’otkotik ] i~ Xun-e.

sick CL CL ENC when we.left DET Xun-ENC

‘Xun was sick when we left.’ (Tsotsil: Aissen 1992, (38))

In (70a), the Tsotsil clausal adjunct k’alal lilok’otkotik ‘when we left’ appears extra-
posed in a position following the subject, enabling the appearance of the prosodically-
conditioned clitic un immediately before it. Importantly, un has the same distribution
as the prosodic allomorphs discussed in this paper, and Aissen (1992) argues that it
can only appear at the right edge of (-phrases. In (70b), on the other hand, the clausal
adjunct appears before the subject, which Aissen (1992) argues indicates it has not
extraposed. In this case, the prosodically-governed enclitic un cannot appear before
the clausal adjunct.

This is not a possibility in Chuj, where similar clausal adjuncts must appear extra-
posed in a position following the subject:

(71) a. Penaay {ni’o’/*ni} [cp hayik’ ix-onh-b’at-i ].
sick EXT PRON.M when PFV-B1PL-go-1V
‘He was sick when we left.’
b. *Pena ay [cp hayik’ ix-onh-b’at-i ] {ni’0’/ni}.

In sum, these data suggest that extraposition of different constituent types can be
variable across languages, even fairly closely-related languages like Chuj, K’iche’,
and Tsotsil. Future work should establish whether this variability can be explained
given independent properties related to these languages.

5.3.2 Maximal free relatives

A second type of optionality is observed with maximal (or definite) free relatives in
Chuj, which can be optionally preceded by short or long allomorphs:

(72) Ix-in-yam-{a’/@} [ tas ix-a-man-a’ 1.
PFV-A1SG-grab-TV WH PFV-A2SG-buy-TV
‘I grabbed what you bought.’

In previous work on Chuj, Kotek and Erlewine (2016, 2019) and Royer (2020) follow
Caponigro (2003, 2004) in analyzing maximal free relatives as CPs with a covert DP
layer. Maximal free relatives contrast with existential (or indefinite) free relatives,
which lack this covert DP layer.

The optionality of long allomorphs before free relatives is compatible with the
account put forth here. In fact, recall from Sect. 5.1.3 that Chuj DPs can be optionally
generated as right-side topics. If maximal free relatives have a covert DP layer, as
proposed in previous work, then their ability to optionally extrapose follows from the
fact that, like other DPs, they can be generated in right-side topics.?? Interestingly,

22Note that right-side topics usually appear with the marker ha, absent in (72). I hypothesize that the
absence of ha is due to the absence of an overt nominal.
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existential free relatives, which have been argued to lack a covert DP layer, cannot be
preceded by a long allomorph:

(73) Ix-in-say-{*a’/@} [ tas tz-a-nib’ej ], man masanil-ok laj.
PFV-A1SG-look.for-TV WH IPFV-A2SG-want NEG all-IRR NEG
‘I looked for something you wanted, but not everything.’

The above data suggest that existential free relatives cannot extrapose. Though I leave
the details of this contrast for future work, one possibility is that existential free rel-
atives are required to stay low for compositional reasons: to receive an existential in-
terpretation, they must denote predicates that combine directly with the verb through
Predicate Modification (Caponigro 2003, 2004), thereby preventing extraposition to
a higher syntactic position.

5.3.3 Relative clauses and an overprediction in Henderson (2012)

The account in Henderson 2012 and the current account make a diverging prediction
regarding relative clauses. Recall that Henderson derives the distribution of (-phrase
boundaries by making reference to alignment constraints that target both the left and
the right edges of CPs. Targeting the left edge of CPs was especially important to
derive the presence of long allomorphs before complement clauses, which would
otherwise not be predicted. Assuming relative clauses are CPs, this account predicts
that an ¢-phrase boundary should be found between the head and the rest of a relative
clause, as in (74b).

(74) a. [cp ... [pp head [cp relative clause 1]] (syntax)
b. (... head ), phrase || (relative clause ), phrase (predicted prosody)

In contrast, the current proposal does not make this prediction: -phrase boundaries
are solely derived by making reference to the end of CPs. Therefore, no t-phrase
boundary is predicted after the head of a relative clause:

(75) [cp - .. [pp head [cp relative clause ,_pprase 111 ||

Though these different predictions are difficult to test in K’iche’, since K’iche’ does
not have prosodic allomorphs that can instantiate the head of a relative clause, a
subset of prosodic allomorphs in Chuj can: classifier pronouns. As shown in (76),
only the short allomorph ni can appear as the head of a relative clause, and not its
long allomorph counterpart ni’o’:

(76) Ix-w-il [Dp {ni/*ni’0’} [cp tz’-al-an q’anjob’al ]].
PFV-A1SG-see PRON.M IPFV-speak-AF Q’anjob’al
‘I saw the one who speaks Q’anjob’al.” (lit: I saw he who...). (Chuj)

These Chuj data thus support the prediction made here that long allomorphs should be
illicit after the head of a relative clause. Also note that the lack of (-phrase boundaries
before relative clauses, as opposed to complement clauses, was also noted in Aissen
1992 for the related Mayan languages Popti’ and Tsotsil, which I take as further
evidence in favour of the current account.
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And then I arrived at the border

5.3.4 COMPLEMENT-¢ cannot be a high-ranking constraint in Chuj

Recall that the proposal in Henderson 2012 relies on the existence of a high-ranking
constraint, COMPLEMENT-¢, which requires functional heads to be parsed together
with their complements. This constraint is responsible for the absence of an (-phrase
boundary between the subordinating conjunction rumal ‘because’ and the CP that
it takes as a complement, which is otherwise expected (see example (12) above).
Ranking this constraint high in Chuj, however, would lead to clear undergeneration
issues. Though functional heads, such as prepositions and complementizers, are often
parsed together with their complements, it is not hard to find examples in which they
are not (assuming, as standard, that prosodic breaks are a diagnostic for prosodic
boundaries). Consider, for instance, the naturally-occurring example in (77), where a
prosodic boundary (represented with “|”) is found between the preposition #’a and its
nominal complement frontera chi’ ‘the border’.

77 Haxo toxo tz-in-k’och [pp 'a | frontera chi’ ].
then COMP IPFV-B1SG-arrive PREP border DEM
‘And then, I arrived at the border. (txt, CP090815)

A pitch track for (77) is provided in Fig. 4. As seen, the preposition #’a (realized with
a voiced stop as [da]) and its complement are separated by a considerable prosodic
break, in apparent violation of COMPLEMENT-¢.>> Note that the prosodic break in
(77) is likely caused by a prosodic boundary other than an ¢-phrase boundary, since
high-rising pitch contour, the characterizing trait of (-phrase boundaries, is not found
on the preposition.

Importantly, the prosodic break in (77) is not obligatory. As is common with
prosodic breaks, there is variation in whether speakers produce them, a fact which
is compatible with the current account. It is not clear, however, how such variation
can be captured by accounts that rely on the high-ranking of constraints like COM-

23An anonymous reviewer asks how we can be sure that examples like (77) are not due to instances
of speakers searching for vocabulary items, rather than to a grammatical property of the language. This
question should be further investigated in future work (e.g. by establishing the frequency of breaks after
prepositions and complementizers), however, I note for the moment that prosodic breaks between prepo-
sitions, complementizers, and their respective complements are not hard to find, and my intuition is that
speakers who produce such breaks do not sound like they are searching for their words, as is the case for
example with “tip-of-the-tongue” pauses.
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Fig. 5 Pitch track for (78) 'Tw : ‘ i
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They realize that no one says nothing

PLEMENT-¢, which without further stipulation, predict that configurations like (77)
should be altogether banned.

Another example is provided in (78). This time, a prosodic break is found between
the complementizer fo and the rest of the CP. As shown in the pitch track correspond-
ing to this example in Fig. 5, speakers can produce a considerable prosodic break
between a complementizer and the rest of the CP.

(78) Tz-y-il-an heb’ winh  [¢p to || malaj mach tas
IPFV-A3-see-DEP PL PRON.M COMP NEG.EXT who what
tz’-al-an-i ].

IPFV-say-DEP-IV
“They realized that no one says nothing.’ (txt, CM210715)

In sum, these examples show that, at least in Chuj, COMPLEMENT-¢ is likely not a
high-ranking constraint. In this language, speakers routinely produce prosodic breaks
between functional heads and their complements. Assuming that the distribution of
Chuj and K’iche’ prosodic allomorphs is governed by similar factors, the above data
cast doubt on the pivotal role of this constraint in Henderson 2012, offering additional
support for an alternative account.

Note that my proposal does not immediately account for data like (78), where
the complementizer is parsed in the same prosodic domain as the elements in the
matrix clause. If complement clauses always extrapose to a position above the matrix
CP, then why can the complementizer sometimes be parsed as in (78)? Though I
leave this question for future work, there are several possible avenues to explore.
One possibility could be that complement clauses are base generated low, and TPs
can sometimes extrapose alone, stranding the complementizer in its base position.
Another possibility could be that complementizers are prosodic clitics, which are
optionally prosodified with a preceding or following prosodic domain. Evidence for
the latter possibility comes from the observation that complementizers do not block
the presence of long allomorphs, as in (79). Moreover, Fig. 6 shows that when the
complementizer prosodifies with the preceding clause, the high-rising pitch contour
is exceptionally produced on the penultimate morpheme of that clause.

(79) Haxo winh  tz’-al-an kot-{i/*@}  [cp to | ay munlajel chi].
then PRON.M IPFV-say-AF DIR.arrive-1V COMP EXT work DEM
‘And then, he said that there was that work.’ (txt, CP090815)
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Fig. 6 Pitch track for (79) il M
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And then, it’s him who said that there was that work

Since, as shown above, the complementizer is ignored in determining the placement
of (-phrase boundaries and its conditioning effects on prosodic allomorphy, I con-
clude that an account that treats the complementizer as a prosodic clitic independent
of the prosodic domain of the matrix clause should be favoured over one that re-
courses to TP extraposition. I leave a formal implementation of the above observa-
tions for future work.

6 Discussion
6.1 Summary and future work

In this paper, I provided an alternative account of prosodic allomorphy in two Mayan
languages: Chuj and K’iche’. The alternative proposal assumed a one-to-one corre-
spondence between syntax and phonology, and derived the distribution of prosodic
allomorphy without resorting to mismatches. Throughout the paper, the strategy was
to take prosody as a reliable tool for syntactic evidence. By doing so, we were
guided to interesting predictions about the syntax of Chuj and K’iche’, which were
all shown to be borne out. In other words, by taking prosody seriously as syntactic ev-
idence, certain syntactic aspects of Chuj and K’iche’—that may have otherwise gone
unnoticed—were revealed. This is expected if certain types of mismatches are in fact
impossible, and apparent instances of mismatches serve as evidence that the syntac-
tic analysis must be revisited (Steedman 1991; Wagner 2010; and Hirsch and Wagner
2015). Though I have by no means presented evidence that non-isomorphisms are
never possible, I believe that the most interesting hypothesis should always be that
there are none. Doing so can lead to important findings relevant to the way syntax
works and allows us to consider prosody as a reliable tool for syntactic evidence.
Going back to the larger syntax-phonology question, I have argued for a general-
ization of the distribution of long allomorphs that is much closer to syntax than the
one proposed in Henderson 2012, and more similar to the line of argument taken in
Aissen 1992 on similar phenomena in other Mayan languages. This raises the possi-
bility that the distribution of long allomorphs is purely syntactic, contrary to Hender-
son 2012. At the very beginning of Sect. 4, however, we saw an argument in favour
of a prosodic analysis. That is, phonotactic factors can also result in the placement of
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long allomorphs, in particular when their absence would result in a consonant cluster
in coda position (see (28) above). Moreover, a positive consequence of maintaining
a prosodic analysis is that it leaves intact Henderson’s (2012) arguments in favour of
late-insertion theories of morphology.

There remains a lot of potential for future work. For one, the proposal reveals
many interesting properties of complement clauses and clausal adjuncts in these two
Mayan languages (and potentially across other Mayan languages): that they occupy
a very high position in the syntax. I have remained silent about why these facts hold,
but future work should explore this question further. For instance, it is conceivable
that complement clauses extrapose for semantic reasons, as argued in Moulton (2009,
2015). In fact, Coon (2019) and Coon and Royer (2020) recently argued that verbal
roots in Chuj require semantic saturation with an argument of type e. But CPs are
usually analyzed as propositions (sets of possible worlds) or as predicates with propo-
sitional content, of type (e, (s,7)) (see e.g. Hintikka 1969, Kratzer 2006, and Moulton
2015). Under the current proposal, I argue that CPs show a number of parallels with
DP topics, which are obligatorily coindexed with a resumptive pronoun in their base
position. If CPs, like DP topics, are coindexed with a null pronoun of type e, then this
would provide the verb with an argument of the right type to compose. This could be
one possible explanation for the obligatory extraposition of complement clauses.

Another area of future work concerns the adaptability of the current proposal
to independent proposals on the syntax-phonology interface. I provided an account
of prosodic allomorphs that derives their distribution entirely from surface syntax:
long allomorphs appear at (-phrase boundaries, which in turn arise at the end of ev-
ery CP. In other words, the current account derives the placement of the relevant
prosodic boundaries by making direct reference to the edges of certain syntactic
constituents. At the same time, many recent approaches to the interface between
syntax and prosody assume that syntactic structure—and transfer from syntax to
the interfaces—proceeds in cycles (Uriagereka 1999; Chomsky 2001, 2008; Seidl
2001; Dobashi 2003, 2013; Kahnemuyipour 2005; Wagner 2005, 2010; Adger 2007,
Kratzer and Selkirk 2007; Pak 2008; Newell 2008; Selkirk 2009, a.o.).24 It is inter-
esting to consider, then, how the account could be reformulated to derive (-phrase
boundaries, and by extension the distribution of long allomorphs, in terms of cyclic
spell-out domains. In the remaining subsection, I provide a short discussion of how
the current account could be reformulated in such terms. As we will see, prosodically-
conditioned allomorphy sensitive to large prosodic domains, such as Mayan prosodic
allomorphy, cannot be straightforwardly accounted for with standard phase theoretic
assumptions, bringing to light an interesting challenge to standard phasal accounts of
the transfer from syntax to phonology.

6.2 A cyclic account?

Recall that one of the factors triggering the presence of long allomorphs described
above is the end (or right-edges) of CPs, which correspond to ¢-phrase boundaries

24phasal accounts of the syntax-phonology interface have been proposed within both “direct-reference”
and “indirect-reference” approaches. See Elfner 2018 for an overview.
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in phonology. To derive this generalization with a cyclic account, we could simply
assume that prosodic boundaries arise at the end of every cyclic spell out domain, as
in (80). Notice that this kind of account would enable us to avoid having to refer to
CPs in deriving the generalization about the placement of prosodic boundaries, since
there is no reference to any syntactic phrase in (80).

(80) Insertion of 1-phrase boundary
In Chuj and K’iche’, every spell out domain ends with an ¢-phrase boundary.

If (80) is a strict phonological rule that always takes place in both languages, it is
possible to derive the distribution of long allomorphs with the two phonological con-
ditions in the rule in (81):

@81 Produce long allomorphs iff (i) they coincide with ¢-phrase boundaries, or
(i1) their absence results in an illicit coda consonant cluster.

Condition (i) guarantees the placement of a long allomorph at ¢-phrase boundaries.
Condition (ii) is meant to capture the fact that, as already seen in the examples in (28)
of Sect. 4, long allomorphs also arise if their absence otherwise results in a consonant
cluster in coda position.

With (80) and (81), we predict the presence of long allomorphs at the edge of every
spell-out domain, which given common assumptions on phases (see e.g. Citko 2015
for an overview), potentially overgenerates (-phrase boundaries (and by extension
long allomorphs). That is, the literature on phases generally recognizes the existence
of more than one phase for every CP, minimally vP and CP (Chomsky 2001; Legate
2003; Kahnemuyipour 2005; Kratzer and Selkirk 2007; Newell 2008; Citko 2015
a.0.). Without further stipulation, the proposal therefore predicts at least two ¢-phrase
boundaries in the same clause—one after the vP spell-out domain, and another after
the CP spell-out domain. To illustrate, consider the following structure, which fol-
lowing Aissen (1992) and Little (2020) assumes that VOS word order in Mayan is
derived with right-specifier subjects (phase heads are underlined and what they spell

out is in bold).®
(82) CP (Aissen 1992)
[¢] TP
T vP
DP
v vp _
PN SUBJ
\% DP
_
OBJ

Notice that the object in (82) is the last item in the spell out domain of vP.>® Thus,
the generalizations in (80) and (81) predict that the object should coincide with an

25See Coon 2010 and Clemens and Coon 2018 for alternatives on deriving VOS in Mayan.
26Following Chomsky (2001), I assume that phase heads spell out their complements.
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t-phrase boundary. This means that if the object is a prosodic allomorph, it will have
to be realized as a long allomorph. This prediction is not borne out. As shown in (83),
objects in VOS clauses must be realized as short allomorphs. Moreover, previous
literature on Mayan languages all converge on the observation that sentential-level
stress tends to only occur once per clause (Hopkins 1967, Berinstein 1991, DiCanio
and Bennett 2018).

(83) Ix-y-il {ni/*ni’0’} waj Xun.
PFV-A3-see PRON.M CLF Xun
‘Xun saw him.’

Without further stipulation, then, it is probable that a basic phasal account of long
allomorphs will run into an overprediction issue: phases below CP should not end
with an ¢-phrase boundary. There are at least two conceivable solutions to this issue.
First, since the issue arises because vP is assumed to be a phase, one possibility could
be to deny the phasal status of vP altogether, or the existence of any other phase below
CP for that matter—at least in Chuj and K’iche’. This type of proposal is already put
forth in Mendes and Ranero 2021, where it is argued that vP cannot be a phase in
K’iche’ and its close relative Kaqchikel (see also Keine 2017 for evidence that vP is
not a phase in Hindi). I do not discuss this possibility here, but see Sect. 5.2 of Mendes
and Ranero 2021 for detailed arguments. One potential problem with denying the
existence of phases below CP, however, is that we can no longer make use of lower
phases to determine the placement of prosodic boundaries associated with smaller
prosodic domains, which likely exist in Chuj and K’iche’ (see e.g. Dobashi 2003
and Kratzer and Selkirk 2007 for phasal accounts of prosodic domains associated to
the vP phase, and also Henderson 2012, Sect. 3.2.1., for evidence of the presence
of Phonological Phrase boundaries in K’iche’). Another potential issue is that this
proposal clashes with evidence within the framework of Distributed Morphology for
the existence of several phases below CP (see e.g. Marantz 2001; 2007; Newell 2008;
and Embick 2010).

To maintain the existence of phases below the CP phase, another possible solu-
tion to the overprediction issue is to assume that phonology is able to distinguish
between different types of phases, and allow for (-phrase boundaries to be specifi-
cally associated with CP phases. This type of solution is independently assumed in
many accounts of the syntax-prosody interface, which require prosodic domains to
map to “designated categories” in the syntax (e.g. Hale and Selkirk 1987 or any ac-
count adopting prosodic hierarchy theory or match theory; also see Dresher 1994
and Wagner 2005 for arguments against designated categories), including phasal ac-
counts that assume prosodic hierarchy theory (see e.g. Kratzer and Selkirk 2007).
For instance, assuming prosodic hierarchy theory, the mapping algorithm could be
formalized such that the vP spell-out domain aligns with Phonological Phrases, and
the CP spell-out domain with ¢-phrases. If this is so, one can simply formalize the
distribution of long allomorphs with respect to the right edge of (-phrases. Theories
that do not assume prosodic hierarchy theory, on the other hand, could similarly posit
that (-phrase boundaries arise at the end of every CP spell-out domain, as in (84).

@ Springer



278 J. Royer

(84) Insertion of -phrase boundary (version 2)
In Chuj and K’iche’, every CP spell out domain ends with an ¢-phrase bound-
ary.

However, in order to maintain the existence of phases below CP all while account-
ing for prosodically-conditioned allomorphy conditioned by ¢-phrase boundaries—
such as Chuj and K’iche’ prosodic allomorphy—an additional stipulation is in order.
Regardless of what theory one assumes, it is crucial that the spell out of earlier cycles
be delayed at least until the CP phase head is merged. To illustrate, first consider the
following utterance, where the object of a transitive clause appears at the end of a
sentence:

(85) [cp IX-[yp-w-il {ni’0’/*ni} ]].
PFV-A1SG-see PRON.M
‘I saw him. (repeated from (17c))

Assuming a syntax like (82) and, the existence of more than one phase per CP, the
direct object in (85) will have to be spelled out as part of the vP phase. However,
as shown above, the realization of the direct object pronoun is morphologically con-
ditioned by the ¢-phrase boundary (see pitch track in Fig. 1). Therefore, if the CP
phase is what determines the placement of the (-phrase boundary, and the ¢(-phrase
boundary is what conditions prosodic allomorphy, then it follows that the spell out
of the complement of vP (which contains the direct object) must be delayed until
the CP head is merged. That is, if the complement of vP were to undergo Vocabu-
lary Insertion before the CP head were merged, then the phonologically-conditioned
allomorphy in (81) could not apply, since the specification of an (-phrase boundary
would be absent from the derivation at the moment the morpheme corresponding to
the prosodic allomorph is inserted.

This issue is closely related to Henderson’s (2012) discussion of the implica-
tions of prosodic allomorphy on the timing of morphological insertion (see Hen-
derson’s Sect. 4.3.2). As discussed at the beginning of Sect. 4, Henderson argues that
prosodically-conditioned allomorphy provides strong evidence that prosodic infor-
mation must be present early in the derivation, prior to Vocabulary Insertion, thereby
supporting late-insertion theories of morphology (e.g. Ackema and Neeleman 2003).
Since t-phrase boundaries are associated with CPs, any account of Mayan prosodic
allomorphy that embraces phase theory will therefore be forced to assume that spell
out can only proceed once a CP head is merged. While at first glance this restriction
seems potentially compatible with previous work on phases, which has standardly
assumed that the spell out of a phase is delayed until the next phase head is merged
(e.g. Chomsky 2001), no theory requires spell out to be delayed to the moment a
phase head of a certain type is merged. Moreover, the moment one assumes there
is more than one phase below CP, a possibility that is very likely (e.g. it is widely
assumed that DPs and even other syntactic projections, such as nP and aP can be
phases; see e.g. Marantz 2001, 2007; Adger 2003; Svenonius 2004; Boskovi¢ 2008;
Newell 2008; Embick 2010; Citko 2015), the view that spell out is delayed until the
next phase head is merged can no longer be used to account for prosodic allomorphy.

In sum, prosodically-conditioned allomorphy sensitive to large prosodic domains,
such as Mayan prosodic allomorphy, brings to light an interesting challenge to stan-
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dard phase theoretic approaches to the transfer from syntax to phonology. Specifi-
cally, to account for Mayan prosodic allomorphy by embracing phase theory, we must
either assume (i) that there are no phases below CP (contra standard assumptions),
or (ii) that spell out of any phase below CP must be delayed until the CP phase head
is merged (also contra standard assumptions). It therefore remains to be seen how
phasal accounts can be adjusted to account for prosodically-conditioned allomorphy
and other prosodic phenomena, both in Chuj and K’iche’, and across languages.
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Appendix: Data: Prosodic allomorphs in Chuj

1. Relational nouns: Across Mayan languages, relational nouns, which are formally
possessed nominals, function more or less like prepositions in introducing oblique
arguments (Coon 2016; Aissen et al. 2017):

(86) a. Mok-laj k-{et’/*et’ ok} tz’-aj ek’ heb’ winh.
NEG.FOC-NEG AlPL-with  IPFV-stay DIR.pass PL CLF
‘It’s not with us that they stay.’ (txt, CP090815)
b. Maj-xa-laj pax-ta-laj heb’ winh k-{et’ok/*et’}.
NEG.PFV-already-NEG return-SUF-NEG PL CLF A1PL-with
“They didn’t come back with us.’ (txt, CP280715)

2. The interrogative word fas(i): The long form of fas(i) is only observed in its use
as a wh-indefinite, since only in such cases is it possible for it to appear at a clausal
boundary:

&7 a. Malaj {tas/*tasi} tz-ko-chi-a’.
NEG.EXT WH IPFV-A1PL-eat-SC
‘We had nothing to eat.’ (txt, CJ230715)
b. Malaj {tasi/?tas}.
NEG.EXT WH
“There’s nothing.’ (txt, CJ230715)

3. The dubitative marker: The morpheme (h)am(a’) is described as a dubitative
mood marker in previous work on Chuj (see e.g. Maxwell 1982):
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(88) a. Ol-{am/*ama} tz-jaw-ok heb’.
PROSP-DUB  IPFV-come-IRR PL
‘Maybe they’ll come.’ (Maxwell 1982: 124)
b. Ix-y-il heb’ {hama/*ham}.
PFV-A3-see PL DUB
‘Maybe they saw it.’ (Maxwell 1982: 124)
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