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Abstract
Feature selection plays an important role in data preprocessing. The aim of feature selection is to recognize and remove

redundant or irrelevant features. The key issue is to use as few features as possible to achieve the lowest classification error

rate. This paper formulates feature selection as a multi-objective problem. In order to address feature selection problem,

this paper uses the multi-objective bacterial foraging optimization algorithm to select the feature subsets and k-nearest

neighbor algorithm as the evaluation algorithm. The wheel roulette mechanism is further introduced to remove duplicated

features. Four information exchange mechanisms are integrated into the bacteria-inspired algorithm to avoid the indi-

viduals getting trapped into the local optima so as to achieve better results in solving high-dimensional feature selection

problem. On six small datasets and ten high-dimensional datasets, comparative experiments with different conventional

wrapper methods and several evolutionary algorithms demonstrate the superiority of the proposed bacteria-inspired based

feature selection method.

Keywords Feature selection � Multi-objective optimization � Bacterial foraging optimization � Information exchange

mechanism

1 Introduction

With the development of information technology, the main

challenge of data mining now is how to extract useful

feature information from existing enormous data rather

than how to collect a large amount of data. Feature selec-

tion can eliminate irrelevant or redundant features, so that

it assists in reducing the number of features, improving

model accuracy, and shortening running time. On the other

hand, selecting truly relevant features can simplify the

model, making it easier for researchers to understand how

data is produced. Many researchers proposed various

methods to select the most suitable features. Some previous

researches have viewed feature selection as a single-ob-

jective problem to minimize the classification error rate.

Actually, feature selection problem can also be regarded as

selecting a feature subset from an original set with the

minimum feature subset size (Hamdani et al. 2007). This

problem can be defined as a multi-objective problem.

Traditional feature selection algorithms can be classified

into mainly two types: filter method and wrapper method

(Jović and Bogunović 2015). The main principle of filter

method is to use evaluation criterions to enhance correla-

tion between individual features and classes, and to reduce

correlation among features simultaneously. Filter methods

save the training steps of classifier, as a result, the calcu-

lation time is generally less and the calculation complex is

lower, which can quickly eliminate features with irrelevant

correlation. However, this method has a tendency to choose

redundant features for the reason that the correlation

among features is not considered. Different from filter

methods, wrapper methods use classifier to evaluate the

classification performance of the selected feature subset. In

general, wrapper methods obtain more efficient feature

subsets than that of filter methods with lower classification

error rate and fewer features.
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There exist many learning algorithms for feature eval-

uation in wrapper methods, such as decision tree, Bayesian

classifier, and neighbor algorithm as well as support vector

machine. Traditional wrapper methods include sequential

forward selection (SFS) and sequential backward selection

(SBS) (Xue et al. 2016). However, in these sequential

search process, once the feature is added or removed, it will

keep unchanged during the whole process. Consequently, it

is easy to become trapped in local optima and can only

obtain approximate optimal solution (Xue et al. 2014). To

effectively address the existing deficiencies mentioned

above, research communities began to use evolutionary

algorithms with random search strategies to tackle feature

selection problem. Those evolutionary algorithms includes

simulated annealing (SA) (Lin et al. 2008), genetic algo-

rithm (GA) (Zhu et al. 2007), particle swarm optimization

(PSO) (Wang and Yan 2015), bacterial foraging opti-

mization (BFO) (Wang et al. 2017; Chen et al. 2017; Wang

and Niu 2017), to name but just a few. However, most of

the existing feature selection methods mainly aim at

improving the classification accuracy or reducing the

classification error rate, which consider feature selection as

a single-objective optimization problem. Actually, feature

selection can also be considered as a multi-objective

problem that aims at reducing the classification error rate

with the minimum feature number, which is more general

and more applicable.

In this paper, a novel feature selection approach based

on multi-objective bacterial foraging optimization algo-

rithm (MOBFO) is leveraged to address the drawbacks of

the existing feature selection techniques. Furthermore, in

order to tackle high-dimensional feature selection prob-

lems, four different information exchange mechanisms are

introduced into the bacteria-inspired based feature selec-

tion method with the purpose of escaping from the local

optima. The key idea of the proposed method is to select

feature subsets based on MOBFO algorithm, and then

evaluate the subsets of features by using the classification

algorithm called KNN.

The main contributions of our approach are listed as

follows:

(1) Unlike previous feature selection methods, this paper

considers the situation that the number of features is

not fixed.

(2) Under the condition of unfixed optional number of

feature subset, this paper extends a single-objective

feature selection problem to a multi-objective integer

optimization problem with two main conflicting

objectives: minimize both the classification error

rate and the size of feature subset.

(3) In order to ensure that there is no dominant

relationship in the final solution set, this paper adds

a non-dominant sorting and crowding distance cal-

culation technique to the algorithm.

This paper is divided into five sections. Section 2

reviews the literature on feature selection methods and

bacteria-inspired algorithm. A new bacteria-inspired based

feature selection approach is described in the third sec-

tion. Section 4 presents the experimental design and

results. Finally, conclusions are drawn in the final section.

2 Related work

Feature selection problems have been extensively studied by

research communities. Compared with filter methods, the

wrapper methods are more concerned because of its higher

classification accuracy. From an optimization perspective, the

development of intelligent algorithms provide new ideas as to

how to solve the feature selection problem more efficiently.

These kinds of approaches can be categorized into wrapper

method. This section presents some relatedworks on different

feature selection methods and discusses the advantages and

disadvantages of different approaches.

2.1 Traditional feature selection algorithms

As a classical problem in machine learning, traditional

feature selection has been largely investigated in previous

researches. Prior studies in traditional feature selection

mainly follow two streams (Jović and Bogunović 2015).

One stream takes feature selection as an independent pro-

cess without classifiers, which we name it as filter methods.

Filter approaches evaluate the data set directly by using

evaluation criterions to enhance correlation between indi-

vidual features and classes, and to reduce correlation

among features simultaneously. Researchers adopt mainly

four evaluation criterion, including the distance measure-

ment, information measurement, correlation measurement,

and consistency measurement.

Distance measurement uses distance as a measure of

similarity between samples. The smaller the distance, the

similar the samples are. Filter methods based on distance

measurement consist Relief algorithm (Jia et al. 2013),

branch and bound method (Dai and Yao 2017), maha-

lanobis distance algorithm (Jin et al. 2012), as well as

Bhattacharyys distance algorithm (Choi and Lee 2003) and

so on. Distance-based filter methods are simple to calcu-

late, however, they tend to select redundant features. In

order to reduce the correlation between feature subsets,

information measurement based filter methods use infor-

mation gain or mutual information to effectively select the

key features and eliminate irrelevant features. The infor-

mation distance based methods include information gain
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(IG) (Wang et al. 2011), minimum Redundancy Maximum

Relevance (mRMR) (Peng et al. 2005), interact feature

selection (Zhao and Liu 2009), redundancy-complemen-

tariness dispersion (Chen et al. 2015), mutual information

(MI) (Bennasar et al. 2015) and so on. In recent years, how

to develop an effective information measurement based

filter method has become a hot research direction. How-

ever, with the increase of dimension of data, such algo-

rithms still face the challenge of computational complexity

(Xue et al. 2016).

As for the correlation measurement and consistency

measurement, the former one uses the correlation coeffi-

cient to judge the correlation between features and classes

to obtain the feature subset (Ozturk et al. 2013), while the

latter one is dedicated to finding the minimum-size feature

subset which achieve the same effect as the whole feature

set (Dash et al. 2000). In summary, the major advantage of

filter methods mentioned above is that these methods save

the training steps of classifier so that calculation time is

generally less and the calculation complex is lower, which

quickly eliminate features with irrelevant correlation.

Unfortunately, this kind of method tends to choose

redundant features for the reason that the correlation

among features is not considered.

Another stream of research takes feature selection as the

process with classifiers to evaluate the performance of the

selected feature subset, which is called wrapper methods.

Conventional wrapper methods can be categorized into

sequential forward selection (SFS) and sequential backward

selection (SBS) (Xue et al. 2016). In wrapper methods, once

the feature is added or removed, it will remain constant during

the whole process. Therefore, it is easy to get stuck in a local

optimum and only obtain approximate optimal solution (Xue

et al. 2014). Generally speaking, wrapper methods obtain

more efficient feature subsets than filter methods with lower

classification error rate and fewer features. However, the

efficiency of feature subset generation is low due to the fact

that the classification algorithm need to be performed fre-

quently. It is necessary to design an algorithm to improve the

efficiency of the wrapper approaches. To achieve the purpose

of dimensionality reduction, how to develop high-precision

and high-efficiency wrapper approaches for feature selection

problems has become a hot research topic.

2.2 Evolutionary based feature selection
algorithms

In recent years, there has been an increasing amount of

literature on using evolutionary algorithms to address fea-

ture selection problems. This type of algorithms construct

the feature selection into the optimization problem with

classification accuracy or classification error rate as the

objective function, and the corresponding optimization

solution is the selected feature subset. Hsu (2004) adopted

decision-making tree method to select features and further

used genetic algorithm to seek the feature subsets which

can make the classification error rate reach the lowest.

Similarly, Chiang and Pell (2004) also introduced genetic

algorithm into feature selection process. Researchers also

use ant colony algorithm to select the most suitable feature

subsets. As an illustration, Kashef and Nezamabadi-Pour

(2015) modified the original ant colony algorithm and

employed the improved algorithms into the feature selec-

tion problem solving. In that method, features are regarded

as graph nodes and ant colony algorithm is employed to

choose nodes. Several simulation experiments on UCI

datasets have demonstrated this method’s effectiveness.

However, for high-dimensional feature selectionproblems,

such evolutionary algorithms require plenty of computational

time to evaluate the combined effect of all possible feature

subsets. Therefore, such feature selection methods which

depend on evaluating the combined effect of all feature sub-

sets are not feasible in the case of high-dimensional feature

selection problem. In order to resolve this problem,Wang and

Yan (2015) put forward a PSO-based method, which views

features as optimization variables, sets the weight for the

feature subsets on the basis of the classification performance,

and selects the feature subset with the best classification per-

formance. Furthermore, Xue et al. (2014) discussed and

compared the influence of different initialization strategies on

feature selection, anddrewa conclusion that adoptingSFSand

SBS simultaneously in PSO can reduce the computational

complexity and get better results.

Actually, those methods which are based on random

search strategies, including random generation sequence

selection algorithm (RGSS) (Park and Kim 2015), simu-

lated annealing algorithm (SA) (Lin et al. 2008), genetic

algorithm (GA) (Zhu et al. 2007) and many others, are the

most commonly used techniques. Most evolutionary algo-

rithm based feature selection methods belong to the

wrapper methods. The principle idea is to use optimization

algorithm to select feature subsets firstly and then use

classification algorithms like KNN as an evaluation func-

tion. The key advantage of evolutionary algorithm based

methods is that these approaches are always with less

control parameters and strong robustness.

2.3 Bacteria-inspired algorithms

2.3.1 Original bacteria-inspired algorithm

Most swarm intelligent computation or optimization

methods are based on higher organism with more complex

behaviours. Particle swarm optimization (PSO) gets inspi-

ration from the social behaviours of bird and fish (Eberhart

and Kennedy 1995). Ant colony optimization (ACO) is to
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mimic the foraging behaviours of nature ants (Dorigo et al.

1996). Artificial bee colony (ABC) is proposed to simulate

the intelligent foraging behaviour of a honey bee swarm

(Karaboga 2005). However, the biological behaviours

mentioned above are relatively complicated and many of

them are difficult to be described qualitatively. Because of

this, some assumptions factors need to be added to the

proposed optimization model. In this way, although the

established optimization model reflects some characteris-

tics of biological systems, it still cannot completely

describe the actual situations of the biological systems.

Therefore, the results of the optimization problems would

be affected to some extent.

Under this circumstance, several studies have focused

on the behaviours of microorganisms which are easier to be

described qualitatively. Bacteria, as the simplest unicellular

organisms, have simple patterns of behaviours which can

be easily described. Besides, as one of the oldest biological

creatures on earth, bacteria’s strong vitality and abilities to

flexibly adapt to the complicated environment fully

demonstrate their optimization instinct in the process of

survival activities. For the two advantages above, research

communities have developed the bacteria-inspired (BI)

based methods from a new perspective. These BI-based

techniques are inspired by the social behaviours of low-

grade microorganism bacteria, and further consider the

foraging process of bacteria as the optimization problem

solving process. To be more specific, the bacteria-inspired

algorithm primarily stimulates three typical bacterial for-

aging behaviours, including chemotaxis, reproduction, and

elimination/dispersal.

As the original BI-based algorithm (Passino 2002),

bacterial foraging optimization (BFO) is summarized as:

(i) Initialization BFO generates initial population

randomly and then calculates the fitness value of

every individual by using the fitness function. In

the first iteration, the individual with the best

fitness function will be regarded as the best

individual.

(ii) Chemotaxis operator All the bacterial individuals

tend to avoid the harmful environment and choose

to move to favorable one. This kind of behavior is

called chemotaxis. During the chemotaxis process,

bacteria’s movement behaviors, including tum-

bling and swimming, are stimulated. Tumbling

refers the bacterial behavior of moving a unit step

in any direction. When the bacteria complete the

tumbling movement, if the fitness value is better

than that last time, then the bacteria will keep on

moving in the same direction.

(iii) Reproduction operator The biological evolution

process follows the law of survival of the fittest in

nature. After the chemotaxis process, those indi-

viduals with poor foraging ability will be elimi-

nated, while the other bacteria with strong

foraging ability will survive and further reproduce

their next generation by splitting to produce two

identical cells. In this way, the stability of the

whole population is guaranteed, and the quality of

the population is improved.

(iv) Elimination/dispersal operator During the chemo-

taxis and reproduction process, it is likely that the

survival environment of the population would be

damaged so that some of the individuals would die

or migrate to another regions. This elimination/

dispersal operator is able to control the exploration

processes and escape from the local optima with a

certain probability.

2.3.2 Multi-objective bacteria-inspired algorithm

The original bacterial foraging optimization algorithm is

developed for the single-objective problems. When it

comes to the problems with more than one objective, the

original bacterial foraging optimization algorithms cannot

be applied directly for the reason that the solution is no

longer an absolute global optimal value but a non-dominant

solution set. In order to propose a suitable method for

multi-objective feature selection problem, the most

important point is to select a good leader for bacterial

population from a set of potential non-dominated solutions.

Non-dominated sorting genetic algorithm (NSGAII) is one

of the most widely known evolutionary optimization

techniques. Niu et al. (2013) modified the original BFO

algorithm into multi-objective algorithm by adding non-

dominant sorting mechanism and crowding distance cal-

culation from NSGAII (Deb et al. 2002) to construct the

dominant population front in the non-dominant hierarchy.

This multi-objective bacteria-inspired algorithm was then

extended to improve the accuracy and diversity of the non-

dominant frontier, introducing two neighborhood search

strategies which are based on the ring topology and star

topology respectively.

3 Multi-objective approach

In this paper, according to the characteristic of feature

selection problem, we further improve the performance of

the multi-objective bacteria-inspired algorithm and bring

forward a new variant of MOBFO for feature selection

problem (MOBIFS for short).
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3.1 Mapping scheme

When using MOBIFS to seek the most appropriate feature

subset, every bacterium generates a potential solution sat-

isfying problem constraints. More specifically, each bac-

terium is endowed with three attributes, i.e. the features

being selected, value of corresponding classification error

rate and the size of feature subset. As shown in the fol-

lowing equations, n and m stand for the number of features

and the bacterial population size respectively. Equation (1)

demonstrates the coding of every bacterium’s first attribute

about the selected features. When the element in the matrix

fi is zero, it means that the feature is not selected, whereas

if the value is non-zero, it means that the feature is selec-

ted. Equation (2) shows the coding of the whole popula-

tion’s first attribute about the selected features. After

calculating the fitness value, the classification error rate of

every bacterium can be obtained. Matrix fiti1 is set up to

store the values of classification error rate. And then the

number of features being selected are counted and stored in

another matrix called fiti2.

fi ¼ ½xi1; xi2; xi3. . .xin�; i ¼ 1; . . .m ð1Þ

P ¼ ½f 01; f 02; . . .; f 0m� ð2Þ

Pop ¼
P
fiti1
fiti2

2
4

3
5; i ¼ 1; . . .m ð3Þ

3.2 Two important mechanisms of MOBIFS

Before describing the computational steps to deal with

feature selection problem, we briefly introduce two

important mechanisms of the proposed algorithm.

3.2.1 Wheel roulette mechanism

In the process of constructing a feature subset, it is

inevitable that an individual would choose repetitive fea-

ture. For instance, if the result of an individual is [55.13

20.54 85.54 54.86], the processing becomes [55 21 86 55].

It means 55 is selected twice, which is not allowed. So we

need to find another feature to replace the number of 55.

The method should replace the repeated features within a

reasonable range, and ensure the feature subset converges

to the optimal subset more quickly.

According to the reference Khushaba et al. (2011), a

distribution factor is proposed to do the task of replacing

repeated features. As depicted in Table 1, wheel roulette

mechanism uses a weighted scheme to calculate the prob-

ability of each feature being selected. The greater the

probability, the higher the probability of being chosen. The

concrete calculation of positive factor PDj, negative factor

NDj, and distribution factor FDj are referred to the litera-

ture (Deb et al. 2002).

3.2.2 External archive management mechanism

3.2.2.1 Non-dominance sorting In MOBIFS, non-domi-

nant solutions obtained during the optimization process

would be saved to external archive. However, increasing

the solution set slows down the convergence speed, so we

must limit the size of the external archive. Therefore, how

to maintain and manage the external archive is an impor-

tant component of this algorithm. The flowchart of non-

dominance sorting is given in Fig. 1.

3.2.2.2 External archive updating mechanism As Fig. 2

presents, when all the bacteria in current population com-

pleted the location updating operation, the non-dominated

mechanism would be carried out within the population first.

Then all individuals in the population will be given a rank

result and those bacteria with the highest rank will be

selected. Those bacteria with duplicate values are removed

at the same time. Next, individuals which are selected

through above steps will be compared with the elite indi-

viduals in the previous external archive.

The purpose of this operation is to avoid the dominance

relationship of the solutions between individuals within a

population. Therefore, the non-dominated mechanism

should conduct the pairwise comparison of fitness value

between bacterium in the current population and that in the

external archive. After the comparison, the external archive

will be updated by eliminating the bacterium with worse

fitness value.

If all individual compared with bacteria in the external

archive directly, we can only ensure that each individual in

the population has no dominate relationship with the

external archive’s bacteria. But we cannot guarantee that

there is no dominate relationship among individuals within

the population itself. Because of this, the final solution set

we obtain may still exist dominate relationships.

Table 1 The principle of wheel roulette mechanism

Step 1 Calculate the fitness function value of each individual

Step 2 Individuals whose values are smaller than the average

fitness function value of the group are classified as A

regions and individuals whose values are larger than the

average fitness function of the group are classified as B

regions

Step 3 Reflect the bacterial population to binary matrix

Step 4 Count the distribution of each feature in A and B regions,

recorded as PDj and NDj

Step 5 Calculate the distribution factor FDj
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3.3 Information exchange mechanisms
of MOBIFS

To alleviate the stagnation in local optima, four different

information exchange strategies are incorporated to the

MOBIFS with the consideration of the lack of information

communication. Researchers have investigated different

topology structures in their previous work (McNabb et al.

2009). Neighborhood topology is considered as an effec-

tive mechanism because this kind of methods facilitate the

bacteria converge to the global optima. With such kind of

topology structures, every individual in the bacterial group

learns from each other aim at obtain useful information to

guide their forging behaviors during the whole process.

In this paper, four information communicational systems

are chosen and integrated in MOBIFS, including Elite

Learning, Ring topology, Star topology, and Von Neumann

topology. The corresponding proposed algorithms are

named as MOBIFS-EL, MOBIFS-RI, MOBIFS-ST and

MOBIFS-VN, respectively. Table 2 gives detailed

information about the definitions of the variables firstly,

while Table 3 illustrates different bacterial position

updating formulas under different information exchange

mechanisms.

3.4 Computational steps of MOBIFS algorithm

Based on the above important mechanisms, we propose a

multi-objective bacteria-inspired algorithm for feature

selection problem. Besides, four different information

exchange mechanisms are integrated into the bacteria-in-

spired feature selection algorithm to enhance the perfor-

mance of the method. Table 4 provides the pseudo-code of

MOBIFS algorithm.

4 Experimental design

4.1 Datasets and comparison techniques

To test the performance of the proposed MOBIFS method

on low-dimensional datasets, six small datasets with less

Fig. 1 Non-dominance sorting

Fig. 2 External archive updating
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than one hundred features, named Wine, Australian, Zoo,

German, Ionosphere, Lung cancer, are used as the bench-

mark datasets. Moreover, in order to examine the proposed

method’s performance on datasets with higher dimensions,

another ten datasets are chosen. They have different

numbers of features (from 2309 to 15,009), classes (from 2

to 26), and instances (from 50 to 308). All data sets are

collected from UCI machine learning repository (Frank and

Asuncion 2010). Tables 5 and 6 summarize the charac-

teristics of the low-dimensional datasets and high-dimen-

sional datasets respectively. As for the justification of

dataset selection, the main principle is to choose the same

datasets as previous works (Khushaba et al. 2011; Xue

et al. 2013; Yang et al. 2010; Chuang et al. 2008) so that

the experimental results can be directly compared with the

figures in literatures.

For the experiments on small data sets, two single-ob-

jective algorithms and another two conventional wrapper

methods are used as comparison methods. Two single

objective algorithms are existing PSO-based feature

selection methods, including commonly used PSO algo-

rithm (ERFS) (Kennedy and Eberhard 1997; Lin et al.

2008; Chuang et al. 2011) and PSO with a two-stage fitness

function (2SFS) (Xue et al. 2012). The main difference of

these two algorithms is the fitness function. To specify,

ERFS employs the fitness function that only takes the

classification error rate into account. 2SFS divides the

whole evolutionary process into two stages, where fitness

function considers the classification performance in the

first stage, and includes the number of features in the

second stage.

Other traditional wrapper methods are linear forward

selection (LFS) (Gutlein et al. 2009) and greedy stepwise

backward selection (GSBS) (Caruana and Freitag 1994).

These two conventional methods are derived from SFS and

SBS, respectively. For the LFS approach, it limits the

number of features that are considered in every step of the

forward selection, so that the number of evaluations is

reduced. As a result, the LFS method can lower compu-

tation costs and obtain better results than SFS. Unlike LFS

method with a forward search, GSBS chooses a backward

search. This method starts with all features and stops as

long as removing any remaining features leads to a decline

in evaluation. The experimental results of these four

comparison methods are directly derived from Xue et al.

(2013).

For the experiments on high-dimensional data sets, three

evolutionary algorithms, namely Differential Evolution

Table 2 Parameters and definitions

Parameters Definitions

hiðj; k; lÞ The position of the ith bacterium at jth chemotaxis, kth reproduction and lth elimination-dispersal step

S The population size of the bacteria

Nc;Nre;Ned Maximum number of iterations of chemotaxis, reproduction, elimination/dispersal

CðiÞ The chemotaxic step of the ith bacterium

rep size The size of the external archive

elite rankbd�1ðj; k; lÞ The position of two individuals at ðd � 1Þth rank in the external archive; d: the current rank of the bacterium,

b ¼ 1; 2

eliteðj; k; lÞ The position of one random individual in the external archive

ci Learning factor; i ¼ 1; 2; 3; 4

ri Random number; i ¼ 1; 2; 3; 4

ihub The hub of the bacteria population in star topology

ileft=iright=iabove=ibelow The left/right/above/below neighbor of ith bacterium

Table 3 Equations for the bacteria position updating

Algorithm Equation

MOBIFS-EL hiðjþ 1; k; lÞ ¼ w � hiðj; k; lÞ
þ c1r1 pbestðj; k; lÞ � hiðj; k; lÞ

� �

þ c2r2 eliteðj; k; lÞ � hiðj; k; lÞ
� �

(4)

MOBIFS-RI hiðjþ 1; k; lÞ ¼ w � hiðj; k; lÞ
þ c1r1 hileftðj; k; lÞ � hiðj; k; lÞ

� �

þ c2r2 hirightðj; k; lÞ � hiðj; k; lÞ
� �

(5)

MOBIFS-ST hiðjþ 1; k; lÞ ¼ w � hiðj; k; lÞ
þ c1r1 hihubðj; k; lÞ � hiðj; k; lÞ

� �
(6)

MOBIFS-VN hiðjþ 1; k; lÞ ¼ w � hiðj; k; lÞ
þ c1r1 hileftðj; k; lÞ � hiðj; k; lÞ

� �

þ c2r2 hirightðj; k; lÞ � hiðj; k; lÞ
� �

þ c3r3 hiaboveðj; k; lÞ � hiðj; k; lÞ
� �

þ c4r4 hibelowðj; k; lÞ � hiðj; k; lÞ
� �

(7)
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based feature selection method (DEFS) (Khushaba et al.

2011), Information Gain-Genetic Algorithm (IG-GA)

(Yang et al. 2010), and Improved Binary Particle Swarm

Optimization (IPPSO) (Chuang et al. 2008), are adopted as

comparison methods. Besides, to further improve the per-

formance on solving problems with high dimension, four

different swarm search strategies are applied in the forag-

ing process of bacteria, so that MOBFO algorithm is able to

improve the parallel processing ability and considerably

enhance the search efficiency. Specially, four information

exchange mechanisms, including elite learning strategy,

Ring topology, Star topology, Von Neumann topology, are

integrated into the MOBIFS algorithm. Therefore, various

MOBIFS methods are developed and employed to solve the

problems at the same time.

Experiments are conducted in MATLAB environment.

Instances of each dataset are randomly divided into two

sets (Wang et al. 2017), including 30% testing set and 70%

training set. Each bacterium is regarded as a feature subset

during the training process, and evaluated by the classifi-

cation algorithm called KNN during the training process as

well as the testing process. What needs to emphasized is

that one of the optimal objectives is the classification error

rate during the testing process rather than the training

process.

When bacteria-inspired algorithm is used to solve

practical problems, the population size is usually set

between 100 and 200. The size of the external archive is

always set the same number of the population size.

Therefore, in the MOBIFS algorithm, the size of popula-

tion is 200, and the external archive size is 200 as well. The

upper limit of the number of feature depends on maximum

Table 4 The pseudo-code of MOBIFS

Start
Initialize parameters and bacteria’s location

10, 200, 200, 4, 4,c s rep S N N N= = = = = 0.25; ( ); ( , , ); _2, 200i
d edeN P C i j k l rep sizeθ ===

For ( 1:l Ned= ): 
For ( 1:k Nre= ): 

For ( 1:j Nc= ):
Do chemotaxis steps;
Update the external archives using non-dominance mechanism in Fig. 2;      
Update position according to different equations in Table 3 and fitness;
Do boundary control;

End 
Do reproduction steps based on health evaluation mechanism ;

End 
Do elimination/dispersal steps;

End
Output: the non-dominant solutions in external archive

Table 5 Description of the small datasets employed

Datasets #Features #Classes #Instances

Wine 13 3 178

Australian 14 2 690

Zoo 17 7 101

German 24 2 1000

Ionosphere 34 2 351

Lung cancer 56 3 32

Table 6 Description of the high-dimensional datasets employed

Dataset #Features #Classes #Instances

9_Tumors 5726 9 60

11_Tumors 12,533 11 174

14_Tumors 15,009 26 308

Brain_Tumor1 5920 5 90

Brain_Tumor2 10,367 4 50

DLBCL 5470 2 77

Leukemia1 5328 3 72

Leukemia2 11,225 3 72

SRBCT 2309 4 83

Prostate tumor 10,509 2 202
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value of the dataset itself, and the lower limit is set to 1

uniformly. In addition, the maximum number of iterations

is set to 100 in the experiment.

4.2 Results and analysis

Figure 3 shows the experimental results attained by

MOBIFS on six small benchmark datasets and the evalu-

ation algorithm is KNN. As shown in the experimental

curve, MOBIFS technique gets four or more solutions,

most of which can achieve better performance than using

all features in all benchmark datasets. For instance, for

wine dataset, MOBIFS use only 5 features to achieve the

classification error rate of 3.77% while using all 13 features

can only get the classification error rate of 23.46%. This

means that MOBIFS achieve the purpose of feature

reduction without increasing the classification error rate.

Actually, feature selection is originally a discrete prob-

lem, so it is understandable that there are fewer non-

dominant solutions on account of the fact that there are few

individuals which satisfy the discrete condition. What’s

more, if the design of the algorithm is not good, there are

no solutions directly.

(a) Wine (13, 23.46%) (b) Australian (14, 29.95%)

(c) Zoo (17, 19.05%) (d) German (24, 32%)

(e) Ionosphere (34, 16.19%) (f) Lung Cancer (56, 30%)
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Fig. 3 Experimental results on

six small datasets
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From the data in Table 7, it is apparent that MOBIFS

achieves a lower classification error rate with fewer fea-

tures in most cases. It is worth mentioning that the final

solution of MOBIFS is a non-dominated solution set,

which is different from the result of other comparison

methods. We use the solution with the minimum classifi-

cation error rate and minimum size of feature subset to

compare with other methods’ average subset’s size and

average classification error rate.

For Australian dataset, ERFS and 2FES outperform

MOBIFS in terms of the number of features and the clas-

sification error rate, LFS use fewer features than MOBIFS

but the classification accuracy is slightly lower than

MOBIFS. For German dataset, with a slightly larger

number of features, ERFS and 2FES get a lower classifi-

cation error rate than MOBIFS. For Lung cancer dataset,

the performance of MOBIFS is only slightly worse than

LFS but better than the other three comparison methods.

When it comes to the experimental results on data sets

with high dimension, as shown in Fig. 4, four MOBIFS

variants with different information exchange mechanisms

obtain more than three solutions respectively. All of the

solution obtained can reach the higher classification accu-

racy with much fewer features compared with using all the

features in the dataset with no selection process. Take

9_Tumors dataset as an example, MOBIFS-EL algorithm is

capable to select the most significant 48 features to reflect

the key information in the dataset, with the classification

error rate at only 11.11%. By contrast, if all the 5726

features are applied in the classification process, the clas-

sification error rate achieve 57.59%, which is almost five

times as the figure in MOBIFS-EL. That is to say, MOBIFS

methods have a good performance in dealing with high-

dimensional feature selection problems. As displayed in

Fig. 4, there is no one specific MOBIFS method can always

get the best solution for each dataset. In fact, it is associ-

ated with the characteristic of the benchmark datasets. Four

search strategies are designed so as to get high-quality

solution of different kinds of datasets, so that the decision

maker can choose a better feature selection results for

reference from all the final experimental results various

MOBIFS obtained.

The results of comparisons between the MOBIFS tech-

niques and other three evolutionary algorithms are dis-

played in Table 8. In general, MOBIFS method has better

feature selection performance in all ten high-dimensional

datasets, that is, MOBIFS technique can reach the highest

classification accuracy with fewer feature numbers or at

least it can achieve similar value of the classification error

rate while using much fewer features.

As illustrated in Table 8, IG-GA and IBPSO are capable

to reach the low classification error rate. However, for this

two evolutionary algorithms, the size of the selected fea-

ture subset is still rather large. As for DEFS method, it gets

a better performance in both of the classification error rate

and the feature subset size. Even so, the multi-objective

bacteria-inspired based method has a lower classification

error rate in most cases than the figure in the DEFS method

while using similar numbers of features. On top of that, as a

multi-objective method, MOBIFS offers the decision

maker different feature selection solutions with different

feature subset size simultaneously while other three com-

parison methods can just only provide solutions with the

fixed size of feature numbers.

Table 7 Experimental results

on small datasets
Datasets Average Method

All LFS GSBS ERFS 2FES MOBIFS

Wine A_Size 13 7 8 8 8 5

A_Error 23.46 25.93 14.81 4.04 4.04. 3.77

Australian A_Size 14 4 12 3.88 3.42 7

A_Error 29.95 29.95 30.43 14.52 15.76 28.02

Zoo A_Size 17 8 7 9.18 9.18 8

A_Error 19.05 20.95 20 4.5 4.5 3.45

Ionosphere A_Size 34 4 30 12.58 12.05 13

A_Error 16.19 13.33 21.9 11.6 11.86 2.86

German A_Size 24 3 18 13.48 11.92 11

A_Error 32 31.33 35.67 11.6 11.86 22.33

Lung cancer A_Size 56 6 33 27.35 27.38 23

A_Error 30 10 10 28 27.75 10

72 B. Niu et al.

123



5 Conclusion

This paper formulates the feature selection problem as a

multi-objective problem to minimize the classification

error rate and the number of features being selected

simultaneously. Then, a novel method to support the task

of selecting the best features subset is investigated. Four

information communicational strategies are incorporated

into the bacteria-inspired algorithm so that every individual

is able to exchange information with each other and then

use the useful information to guide their search. The

principle of the proposed method is to use MOBFO

algorithm to select feature subset, and to use the classifi-

cation algorithm called KNN to evaluate subsets of

features.

Compared with two single-objective algorithms (ERFS,

2SFS) and other two conventional wrapper methods (LFS,

GSBS), simulation results on six small datasets demon-

strate that the proposed method has high effectiveness and

efficiency in most cases. When it comes to the performance

in high-dimensional feature selection problems, on ten

benchmark datasets, the proposed MOBIFS algorithms

with different information exchange mechanisms (Elite

Learning, Ring topology, Star topology and Von Neumann

topology) are capable of finding the most representative

(a) 9_Tumors (5726, 57.59%) (b) 11_Tumors (12533, 27.12%)

(c) 14_Tumors (15009, 42.77%) (d) Brain_Tumor1 (5920, 20.37%)

(e) Brain_Tumor2 (10367, 28%) (f) DLBCL (5469, 8.7%)
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Fig. 4 Experimental results on

ten high-dimensional datasets
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(g) Leukemia1 (5327, 4.76%) (h) Leukemia2 (11225, 4.76%)

(i) SRBCT (2308, 9.52%) (j) Prostate Tumor (10509, 22.58%)
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Fig. 4 continued

Table 8 Comparisons between evolutionary algorithms (KNN) on high-dimensional datasets

Datasets Average Algorithms

All DEFS (Khushaba et al. 2011) IG-GA (Yang et al. 2010) IBPSO (Chuang et al. 2008) MOBIFS

9_Tumors A_Size 5726 40 52 1280 48

A_Error 0.5759 0.204 0.15 0.2167 0.1111

11_Tumors A_Size 12533 40 479 2948 50

A_Error 0.2712 0.0678 0.0747 0.069 0.1154

14_Tumors A_Size 15009 50 810 2777 50

A_Error 0.4277 0.377 0.3474 0.3344 0.3483

Brain_Tumor1 A_Size 5920 30 244 754 50

A_Error 0.2037 0.037 0.0667 0.0556 0

Brain_Tumor2 A_Size 10367 25 489 1197 48

A_Error 0.28 0.025 0.12 0.06 0

DLBCL A_Size 5469 15 343 1294 27

A_Error 0.087 0.015 0.0392 0.0771 0

Leukemia1 A_Size 5327 13 82 1034 49

A_Error 0.0476 0 0 0 0

Leukemia2 A_Size 11225 10 782 1292 27

A_Error 0.0476 0 0.0139 0 0

SRBCT A_Size 2308 11 56 431 50

A_Error 0.0952 0 0 0 0

Prostate tumor A_Size 10509 5 107 1042 48

A_Error 0.2258 0 0 0 0

The bold value indicates the minimum value of average classification error rate in the specific datasets
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feature subset with fewer features to reach the lower

classification error rate. The related experimental results

suggest that different strategies are suitable for different

kinds of datasets. In addition, two evolutionary algorithms

(DEFS, IG-GA, and IBPSO) are also selected as the

comparison algorithms. Overall, the simulation results

support that the proposed MOBIFS methods outperform

other evolutionary algorithms in terms of the classification

error rate and the size of the selected feature subsets.

In the proposed method, the number of features is not

fixed as the prior studies assumed. Therefore, this approach

does not depend on prior knowledge of the datasets. By

applying this method to the feature selection problems,

decision makers are capable to obtain a series of solutions,

each of which gives a clear idea concerning which features

are selected and the corresponding classification error.

Under this circumstance, decision makers can choose the

one that they consider to be most suitable from the solu-

tions obtained. While this study contributes novel insights

into the optimization based feature selection method, future

research should be undertaken to investigate how the pro-

posed MOBIFS method performs on a diverse range of

real-world feature selection problems.
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