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Abstract

The paper is devoted to the development of the octonion Fourier transform (OFT) theory
initiated in 2011 in articles by Hahn and Snopek. It is also a continuation and generalization
of earlier work by Btaszczyk and Snopek, where they proved few essential properties of the
OFT of real-valued functions, e.g. symmetry properties. The results of this article focus on
proving that the OFT is well-defined for octonion-valued functions and almost all well-known
properties of classical (complex) Fourier transform (e.g. argument scaling, modulation and
shift theorems) have their direct equivalents in octonion setup. Those theorems, illustrated
with some examples, lead to the generalization of another result presented in earlier work, i.e.
Parseval and Plancherel Theorems, important from the signal and system processing point
of view. Moreover, results presented in this paper associate the OFT with 3-D LTI systems
of linear PDEs with constant coefficients. Properties of the OFT in context of signal-domain
operations such as derivation and convolution of R-valued functions will be stated. There
are known results for the QFT, but they use the notion of other hypercomplex algebra, i.e.
double-complex numbers. Considerations presented here require defining other higher-order
hypercomplex structure, i.e. quadruple-complex numbers. This hypercomplex generalization
of the Fourier transformation provides an excellent tool for the analysis of 3-D LTI systems.

Keywords Octonion Fourier transform - Cayley—Dickson numbers - Hypercomplex
algebras - Multidimensional linear time-invariant systems

Mathematics Subject Classification 30G35 (primary) - 42B10 - 94A12

The research was supported by National Science Centre (Poland) Grant No. 2016/23/N/ST7/00131.

B Lukasz Blaszczyk
L.blaszczyk @mini.pw.edu.pl

Faculty of Mathematics and Information Science, Warsaw University of Technology, ul. Koszykowa 75,
00-662 Warszawa, Poland

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11045-020-00706-3&domain=pdf
http://orcid.org/0000-0002-9827-3562

1228 Multidimensional Systems and Signal Processing (2020) 31:1227-1257

1 Introduction

Fourier analysis is one of the fundamental tools in signal and image processing. Fourier
series and Fourier transform enable us to look at the concept of signal in a dual manner—
by studying its properties in the time domain (or in the space domain in case of images),
where it is represented by amplitudes of the samples (or pixels), or by investigating it in
the frequency domain, where the signal can be represented by the infinite sums of complex
harmonic functions, each with different frequency and amplitude (Allen and Mills 2003).

The classical signal theory deals with real- or complex-valued time series (or images).
However, in some practical applications, signals are represented by more abstract structures,
e.g. hypercomplex algebras (Ell et al. 2014; Grigoryan and Agaian 2018; Hahn and Snopek
2016; Snopek 2015). A classic example is the use of them in the processing of color images
(where there are at least three color components) (Ell et al. 2014; Grigoryan and Agaian 2018),
but also in the analysis of multispectral data (e.g. in satellite images where not only visible
light is recorded, but also other frequency ranges) (Lazendi¢ et al. 2018, b). Quaternions and
octonions deserve special attention in this considerations. They are examples of Cayley—
Dickson (C-D) algebras (Dickson 1919). C-D algebras are defined by a recursive procedure,
so-called Cayley—Dickson construction. They are algebras of the order 2" (N € N) over the
field of real numbers R. Each C-D algebra is created from the previous one and contains all
previous algebras as proper sub-algebras.

Recently, hypercomplex algebras drew scientists’ attention due to their numerous applica-
tions, among others in the study of neural networks (Popa 2016, 2018; Wu et al. 2019), in the
analysis of color and multispectral images (Ell et al. 2014; Gao and Lam 2014; Gomes et al.
2017; Grigoryan and Agaian 2018; Lazendi¢ et al. 2018, b; Sheng et al. 2018), in biomedical
signal processing (Delsuc 1988; Klco et al. 2017), in fluid mechanics (Demir Tanigli 2016)
or in general signal processing (Hahn and Snopek 2016; Snopek 2015; Wang et al. 2017).
Quaternions may be used in few different ways—to describe a vector-valued signal (with
three or four coordinates) of one variable, i.e.

u(t) =uo(t) +ur(t) -i+uz()-j+us(t)-k, ug,up,uz,u3: R— R,

or to analyse a scalar or vector-valued signal of two variables, i.e. u: R? — Roru: R — H.
The basic tool in the second approach is the quaternion Fourier transform (QFT) (Biilow and
Sommer 2001):

Uorr(f1. f2) = / [ u(ty, e 2 270 4 dry. 1
RJR

It allows us (in contrast to the classical two-dimmensional Fourier transform) to analyse two
dimensions of the sampling grid independently. Each time-like dimension can be associated
with a different dimension of the four-dimensional quaternion space, while the complex
transform mixes those two dimensions. It also allows us to study some symmetries present in
certain signals (images), what was impossible before Ell et al. (2014). Similarly, octonions
are used to describe scalar or vector-valued signals of one or three variables.

In the last few years some generalizations of the Fourier transform (defined as in (1)) to
the octonion and higher-order algebras appeared in the literature (Hahn and Snopek 2011;
Snopek 2009, 2011, 2012, 2015). They are defined on the basis of the Cayley—Dickson
algebras and called the Cayley—Dickson Fourier transforms. The main goal of this paper is
further development of such generalization based on the Cayley—Dickson algebra of order 8
(octonions). Analysis of the current state of knowledge on applications of octonions in the
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signal processing shows some areas previously unexplored or requiring thorough theoreti-
cal and experimental studies, although some gaps have recently been filled (Btaszczyk and
Snopek 2017; Btaszczyk 2018, 2019; Lian 2019).

Properties of the quaternion Fourier transform (defined by (1)) are well studied in the
literature and it is fairly easy to notice some analogies to the properties of classical (complex)
Fourier transform of functions of two variables (Ell 1992). They enable us to use the Fourier
transform in the analysis of some two-dimensional linear time-invariant systems described
by systems of partial differential equations with constant coefficients (Ell 1993). In our
previous investigations (Blaszczyk and Snopek 2017) we were able to show that the OFT is
well defined for scalar (real-valued) functions of three variables (i.e. we proved the inverse
transform theorem). In our research we also derived some properties of the OFT, analogous
to the properties of the classical (complex) and quaternion Fourier transform, e.g. symmetry
properties (analogue to the Hermitian symmetry properties), shift theorem, Plancherel and
Parseval theorems, and Wiener-Khintchine theorem. Proofs of the those theorems were based
on the previous research of Hahn and Snopek, who used the fact that real-valued functions
can be expressed as a sum of components of different parity (Hahn and Snopek 2011).
Despite these works, the state of modern knowledge about octonion Fourier transform is
negligible and requires a thorough extension. This seems important especially in the context
of new applications that have appeared in recent years (and which we described earlier in this
section)— there is a tendency to describe the results of practical experiments, but without
adequate theoretical justification.

Some of the results presented in this paper have been signaled in earlier works (Btaszczyk
2018, 2019), here we present a broader view of these issues and give details of the proofs.
We also provide some new results, mainly regarding the use of classical transformation
techniques for calculating the OFT, as well as regarding the differentiation of the octonion
transform.

The paper is organized as follows. In Sect. 2 we recall the octonion algebra, some of its
basic properties and the definition of the octonion Fourier transform, as well as the proof of its
well-posedness. We also introduce the notion of the quadruple-complex algebra. In Sect. 3 we
focus on deriving some important properties of the OFT, e.g. argument scaling, modulation
and shift theorems, relationship between the OFT of a function and the OFT of its partial
derivative, differentiation of the OFT and the convolution theorem. Those considerations lead
to some remarks on applying the OFT to the analysis of 3-D linear time-invariant systems
in Sect. 4, which also show the advantages of using OFT over classical transformation. The
paper is conculed in Sect. 5 with a short discussion of obtained results.

2 Basic definitions

In this section, we introduce the definitions and the theorems necessary to present the main
results of this work regarding the further properties of the octonion Fourier transform.

2.1 Algebra of octonions

An octonion o € O is defined, according to the Cayley—Dickson construction, as the ordered
pair of quaternions (Dickson 1919):

0=1(qo0,q1), where qo=ro+rie +rrey+ries, qy=r4s+rse +recer+rre;cH
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Table 1 Multiplication rules in

oz?osion all;eth;acat e ) ! €1 €2 €3 €4 €s €6 €7
1 1 el e e3 [ es [ €7
e] e] —1 e3 —ep es —ey —e7 [
e e —e3 -1 e] eq e7 —ey —e5
e3 e3 e —eq -1 ey —eq es —ey
ey ey —es —egq —e7 -1 e] e e3
es es ey —e7 eq —eq —1 —e3 [
[ [ e7 ey ] —e) e3 —1 —eq
ey ey —egq e (] —e3 —ep e] —1

(we denote the quaternion imaginary units as e, e and e3 instead of traditional i, j and k).
Rules of octonion multiplication are given by the general Cayley—Dickson formula

(90, q1) - (po, P1) = (g0 - po — P - q1, P1-q0+4q1-py)s  qo.q1, po. p1 € H, (2)

where multiplication of quaternions is defined as in Rodman (2014) (it can be defined also
by the formula (2) if we treat a quaternion as an ordered pair of complex numbers) and * is
quaternion conjugate. Applying those rules of multiplication (which can be presented in the
form of Table 1) we get four new imaginary units and octonions can be writen as

0 =r0+rie| +rex +r3e3+(rq4 +rse; +ree2 +rye3) - eq

=40 =q
=ro+rie| + ey + rye; + rqeq + rses + reeg + r7e;.

Number rg € R is called the real part of o (denoted as Re 0) and the pure imaginary octonion
rie| +ryex + ---+rye;zis called the imaginary part of o (and denoted as Im o). Octonions
form a non-associative and a non-commutative algebra, which means that in general, for
01, 0, 03 € O

(01-02) 03 #01-(02-03), 01-02 #02-01.
On the other hand, it is true that for any o1, 02 € O we have

* k *
(01 -02) =0, - 0q,
where * is the octonion conjugate, i.e.
o* = ro —ri€p —rp€y —ri3esz —r4€4 — rs€5 — re€q — rye7.

As in case of complex numbers or quaternions, octonion conjugation is linear and we have
0** = o, which means that it is an involution. For any o1, 02 € O we also have that

01-(01-02) = (01 -01) - 02, (01-02) - 02 =01 (02 02) 3)
and
01+ (02-01) = (01 - 02) - 01, 4

which means that the algebra of octonions is alternative (Eq. (3)) and flexible (Eq. (4)).
In complex numbers we have the trigonometric form of a number and in octonion algebra
we can define a similar formula for any nonzero octonion o € Q:

o= |o|-(cosf + u -sinf), (5)
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where |o| = /o - 0* is octonion norm, g = |}$Z| is pure imaginary octonion and 6 € R is
the solution of the system of equations
Reo . [Im o]
cosf = —, sinf =
|o] lo]

To formulate the exponential form of an octonion, we have to define octonion exponential

function first. Similarly as for the complex numbers and quaternions (Rodman 2014), we use
the infinite series. For any o € O,

0 E ok

e’ =exp(o) := —

g
= k!

It can be shown that if we denote 0 = Im o, then

o .
e® = eRe0 (cos lo| + — sin |0|> .
o]
One should keep in mind that the fundamental multiplicative identity is in general not valid
for octonions. For any oy, 0o € O we have

0102 — 01 . p02

e ifandonly if  o01-03 =07 01,

which follows from the fact that the octonion multiplication is non-commutative.
From the above considerations it immediately follows that the exponential form of an
octonion 0 € O, 0 # 0, can be defined as

o=lo| e,

where 6 and u are defined as in (5). We can also generalize well-known formulas for trigono-
metric functions, i.e. for any & € R we have that

1

coSo = = —
2p

(" +e*),  sina (e — e, (6)

0| =

where p is any octonion such that || = 1 and Re p = 0 (i.e. p is pure unitary octonion). It
should be noted that every non-zero octonion is invertible and for pure unitary octonions g

we have u=! = —pu.

2.2 Algebra of quadruple-complex numbers

Many formulas presented in Sect. 3, concerning the Fourier transforms, are quite complicated
due to the fact that octionion multiplication is non-associative and non-commutative. Inspired
by Ell (1993), we introduce the algebra of quadruple-complex numbers, which will allow
us to reformulate all presented properties and show them in a simpler form, very similar to
those well-known for classic Fourier transform.

Like octonions, we will define the algebra of order 8 over the field of real numbers and
each element of this algebra will be identified with the 8-tuple of real numbers, i.e.

P = po + p1€1 + p2€x + p3e3 + pses + pses + peeg + pre7 €F, po, ..., p7 € R

Addition in FF is defined in a classical way—element-wise. Before we define the multiplica-
tion, recall that in Cayley—Dickson construction, every octonion can be writen as an ordered
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Table 2 Multiplication rules in F

®© 1 e] e e3 ey es eq e7

1 1 e] e e3 ey es [ ey
e] e] —1 e3 —e) es —ey ey —eg
e e e3 -1 —eq eq e7 —ey —e5
e3 e3 —e) —e 1 e7 —eq —es e4
ey €4 es eq e7 -1 —eq —e) —e3
es es —ey ey —eg —eq 1 —e3 e
[ eg e7 —ey ] —e) —e3 1 e]
ey ey —eg —es ey —e3 e e] —1

pair of quaternions. We are going now one step further and rewrite an octonion as a quadruple
of complex numbers:

p = (po+ p1e1) + (p2 + pse1)ez + (pa + pser)es + (pe + pre1)ees
=50 + s1€2 + s2e4 + s3€2€4, @)
where s, ..., s3 € C and multiplication is done from left to right.
We will identify each element of F with a quadruple of complex numbers (so, 51, 52, $3).

Every element of [F will correspond to exactly one octonion defined by (7). Multiplication ®
is given by the formula

(50, S1, 52, 53) © (t0, 11, 12, 13) = (Soto — s1t1 — S2t2 + 8313, S0ty + S1to — S213 — S312,
Soty + s2to — S1t3 — 8311, Sot3 + s3t0 + S1t2 + $211)

for every (so, 51, 52, 83), (to, t1, 12, 13) € . After straightforward computation we get the
multiplication rules table, like we have in case of octonions (Table. 2). We can see that
imaginary units in F don’t follow the same rules that applied to octonions, i.e.

e0e=e0ep=——e0e3=e,10es=—-e0e5=—eOeg=€e7Oe; =—1.

There is a similarity to double-complex numbers (Kurman 1958), which have been used in the
analysis of 2-D systems (Ell 1993) and (though not so named) in hypercomplex representation
of 2D nuclear magnetic resonance spectra (Delsuc 1988).

The multiplication in F is commutative and associative. One can also show that there are
no zero divisors in IF (i.e. if s ® t = 0, then s = 0 or = 0), however not every non-zero
element of [F has its ©-inverse. If inverse of (sg, 51, 52, $3) exists then it is the only one and
is equal to

_ 1
(s0, $1, 52, 53) - 3 (sO(xg + sl2 + s% - x32) + 25185283, —S1 (sg + sl2 — S% + s32) — 2505253,

- sz(sg - slz + s% + 532) — 2505153, s3(—s(2, + 512 + s% + s%) + ZSoslsz), (8)
where
8 = ((s0 — 53)% + (51 +52)%) ((s0 + 53)% + (51 — 52)%).

Elements of [ for which § = 0 (e.g. (1,0,0,£1) = 1 £ e¢ € F) have no O-inverse. One
can easily notice that the Eq. (8) is similar to formula (3.4) in Ell (1993) for double-complex
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numbers, but every numer in (3.4) was a real number. In (8) we have (in the general case)
complex numbers.

2.3 Octonion Fourier transform

Definition of the octonion Fourier transform (OFT) of the real-valued function of three
variables was introduced in Snopek (2009) and used in later publications concerning theory
of hypercomplex analytic functions (Hahn and Snopek 2011; Snopek 2009, 2011, 2012,
2015). In (Btaszczyk and Snopek 2017) we proved that the OFT of real-valued function
is well-defined and has some interesting properties (such as the analogue of the Hermitian
symetry). In (Btaszczyk 2018) we stated that the inverse transform formula is correct for the
octonion-valued functions and we presented the sketch of the proof. In the further part of this
section we will present previously omitted details.
Consider the octonion-valued function of three variables u: R3 — O, i.e.

ux) =ug(x) + uj(x)e; +--- +u7(x)ey, u;: R — R,i=0,...,7, x=(x1,x2,x3).

The octonion Fourier Transform of the integrable (in Lebesgue sense) function u is given by
the formula

Uorr(f) = / u(X)efe'znf'l’“ efe2271f2xzefe42nf3x3 dx. )
R3

Recall that the octonion algebra is non-associative, so it is necessary to note that the multipli-
cation in the above integrals is done from left to right. As we already explained in (Blaszczyk
and Snopek 2017), choice and order of imaginary units in the exponents is not accidental. In
order for the integral (9) to exist, it is be necessary for the function to be at least integrable. In
general, conditions of existence of the OFT are the same as for the classical (complex) Fourier
transform. It is worth noting here the advantage of using octonion transformation over the
use of classical transformation. Unlike the classical Fourier transformation, the OFT kernel
is no longer a one-dimensional function, but it changes independently in three orthogonal
directions. This is an analogous observation to that which was made in case of the quater-
nion Fourier transform (Biilow 1999; Biillow and Sommer 2001). In addition, it should be
noted that in case of the octonion Fourier transform multi-channel signals (or, mathematically
speaking, vector-valued functions) are treated and processed as an algebraic whole, without
losing information about the relationship between individual channels (i.e. individual vector
coordinates). Using a classic approach, we are forced to analyze each channel separately,
which leads to a loss of information about dependencies in the spectrum. The same obser-
vation was made for 4-dimensional signals to which quaternion transformation is applied
(Alfsmann et al. 2007).

In this section, we will focus on the invertibility of the OFT. For the special case of the
real-valued functions we proved the following theorem in (Btaszczyk and Snopek 2017).
Here we prove the general version of the theorem, where the tested function has octonion
values.

Theorem 1 Let u: R3 — © be continuous and let both u and its OFT be integrable (in
Lebesgue sense). Then for all x € R we have

u(X) — / UOFT(f)ee42rrf3x3 ee22rrf2x2 €e|27rf1x| df
R3

(where multiplication is performed from left to right).
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The assumptions given above are quite strong and in many cases can be mitigated.
A number of other conditions are known in the literature for the classic Fourier transform
to be invertible and the equivalent of the above formula occurs (Allen and Mills 2003;
Duoandikoetxea 2001). Then we usually deal with equality almost everywhere, or the inte-
gral is understood in the sense of the principal value. In the case of an octonion transformation,
these conditions are identical and detailed considerations are left to the reader. The above-
mentioned result follows from Fourier Integral Theorem (Duoandikoetxea 2001), which we
state under the same assumptions as in Theorem 1.

Theorem2 Let u: R* — R be continuous and let both u and its OFT be integrable (in
Lebesgue sense). Then

u(x) = / / u(y)e?™ 6=y gy df,

where 1 = ey is complex imaginary unit, X = (X1,...,%,), ¥y = Vi,...,y), £ =
(f1, ..., fn) and - is classic scalar product.

Proof of Theorem 1 We need to prove the following equation
u(x) = / / u(y) - e 12 fiyt | pme2nfoyr | ,—ea27 f3y3
R3 JR3
L o842 f3x3 | e2m rxa | Le127 fix dydf,

where octonion multiplication is done from left to right. The first step is to rewrite the
function u as a sum u = ug + uje; + - - - + uye; and use the distributive law on the algebra
of octonions. It follows that the claim of the theorem is equivalent to the system of equations

up(x) = / / up(y) - e~ €127 | gmednfayy | pmeadnfiys
R3 JR3

2T x| e2m oxa | Le127 fix dy df, (10)
u;(x)e; = / / u;i(y)e; ,e*e12ﬂf1)‘1 . 8*9227Tf2y2 ,e*e42ﬂf3y3
R3 JR3
eIy pedm oy e fivt qydf, i =1,...,7. (11)

Proof of (10) can be found in (Btaszczyk and Snopek 2017) and we only need to prove (11).
We follow the same steps as in the original proof and use the fact (derived by straightforward
calculations) that for any imaginary unite;,i = 1, ..., 7, we have

(((ei . 6*912ﬂf'1y1) . 6*022711"2)’2) i 6*64277f3y3) i 6942ﬂf3x3

— ((ei ,e—e12ﬂf1y1) . e—e22ﬂf2yz) . (8—642ﬂf3)’3 ,ee42ﬂf3X3)’ (12)
((ei ,e—el2ﬂf1y1) . 6—9227ff2y2) ,ee22ﬂf2xz = (e; - 6—9127ff1y1) . (6—9227ff2y2 ,ee22ﬂf2JCZ)

(13)

(e; - 6*9127ff1y1) L2 fixt — e - (e*el27ffl)'l ,ee12JTf1X1). (14)

Then, using (12)—(14), Fubini’s Theorem and Theorem 2 we have fori =1,...,7

/ / <<<((Mi(Y)ei )
R3 JR3

.ee427'rf3x3> _ee227rf2x2> _ee12rrf1x1 dydf
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(2) / / ((e ,e—el2ﬂf|)’|) . e—ez27ff2}'2)
R2 JRZ l
, ( /R /R Ui (y) - e—¢2T I | gei2n 33 gy g f3)) , eez2ﬂf'2X2)

LT dyydyad f1d fo

e / 2 f 2 (((<e,» LT L TR (v, v, 43) )
R= JR:

: eeﬂ”fm> L1 dyydyad fid fo

=/ ,/ ui(y1, y2, X3) - (((ei LTI L gmedn o) ’eeﬂﬂfzxz)
R2 R2 ? 3

NN dy dysd fid fo

(2)/ / ((ei .efe12nf1y1) A (f / ui(y1, y2, x3) .e—ezZJrfzyz ,ee22nf2x2 dyzdf2>>
R JR R JR

STy d fy

.2 / / ((ei - e 2Ny Ly (y1, x2, Xx3)) - 81271150 dyd fy
RJR

- / / i (y1, X2, x3) - (& - e 12T 2T 1% gy fy
R JR

e, / / wi (1, %2, x3) - €T 2Ny d fy
R JR

Th. 2
=" ¢ - u;(xy, x2, x3).

It concludes the proof. O

It is worth noting that the above theorem was independently proved also in a recent article
(Lian 2019), in which the author used other methods.

Before we proceed to discuss the properties of octonion Fourier transforms, we should
start with the basic result formulated below. From now on, we will assume that all the
functions under consideration have well-defined octonion Fourier transforms. We will use
the convention that the OFT of function u is denoted by Uopr or .ZoFt {1}. Analogously, the
classic (complex) Fourier transform of u will be denoted by .#cpr {u}.

Theorem 3 Octonion Fourier transform is R-linear operation, i.e.
Forrila-u+b-vl=a-Forr{u}+b- Forr{v}, a,bekR. (15)

It should be noted here that, unlike the classical (complex) Fourier transform (and also
quaternion Fourier transform), OFT is not linear in general (to be more precise—it is not
O-linear), i.e. property (15) is not true for any a, b € O. This is due to the fact that the
octonion multiplication is not associative.

For many real- or complex-valued functions the form of the classic Fourier transform is
well known. To calculate the octonion Fourier transform of such function, we can use the
relationship between these transformations instead of using formula (9). In particular, the
following theorem holds, which is the generalization of the result of Snopek (2012), where it
was proved for real-valued functions. This result was originally stated in (Blaszczyk 2018),
here we complete the details of the proof.
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Theorem4 Letu: R3 — C, U = Fcpr {u} and Uorr = Fort {1} Then

1
Uorr(f1 f2, [3) = Z(U(fl, f. ) (I —e) +U(fi, —fa, f3) - (1 +e3)) - (1 —es)
1

+ Z(U(fu foo=f3) - (1 =€) +U(fi, = fo, = f3) - (1 +e3)) - (1 + es)
(16)

where octonion multiplication is done from left to right.

Remark 1 Equation 39 proved in (Snopek 2012) may look slightly different from (16), but
after straightforward computation and application of the Hermitian symmetry of the Fourier
transform of the real-valued functions we get the abovementioned formula.

Proof of Theorem 4 ‘We carefully follow and modify steps presented in (Snopek 2012). From
the definition of the classical Fourier transform we get

U(fl? f27 f3) — / u(x)e—el(xle—EI(XZe—elaS dX,
R3

where o; = 27 fx;, j = 1, 2, 3. From the equivalent definition of sine and cosine functions
we get

1
E(U(fl, . )+ U1 —f2. ) = /}R3 u(x)e” 1% (cos ap)e” 1 dx, a7

1 . .
SO o )= Ul = f0) = [ u0e 9 (—ersinae @ ax. (19
R,
By changing the sign of f3 in (18) and multiplying (from the left) by e3 we get
1 —ejaj : —€1a3
E(U(f]» fro =) = Ui, =, =f))es = | u(e " (ersinaz)e™* dx,  (19)
RS
which follows from the fact that
(((u SeTe1eny el) . ee1a3) ey = ((u CeTeIvy L (g _e3)) el

(from the fact that octonion multiplication is alternative). Subtracting (19) from (17) we then
obtain

1 1
E(U(fh f27 f3) + U(fl? _f29 f3)) + E(U(fh _f27 _f3) - U(fl? f27 _fS))eS
= / u(x)e 1T 2%2,73 gy,
R3

We introduce the following notation:

V(fi. f2. 13)
1 1
= E(U(fl, f. B+ U1, —f2, f3) + E(U(fla —fa. = f3) = U(f1, fa. — f3))e3.
(20)
By following similar steps as before we get
1
E(V(fl, fo. ;) + V(1. fr.—f3) = /R3 u(x)e”1%e 2% (cos a3) dx, 21
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1
E(V(fl, fos 3) = V(fi, o = f3) = /M u(x)e”“1*e” 2% (—ey sinaz) dx.  (22)

As earlier we change the sign of f; in (22) and multiply (from the left) by e5 and obtain

1
E(V(fl’ —f2. [3) = V(1. —fa. — f3))es = /R3 u(x)e” 1 e 2% (eg sinaz) dx  (23)

(again from the fact that octonion multiplication is alternative). By subtracting Eq. (23)
from (21) we get

1 1
E(V(fl, . B+ V(1. . =) + E(V(fh —f2, = f3) = V(f1, — f2, f3))es
= / u(x)e ¢1%1e 0% dx, (24)
R3
We conclude the proof by substituting Eq. (20) in (24) and regrouping all terms. O

In the general case of an octonion-valued function, well-known formulas for the classic
Fourier transform can also be used. If we factor out the complex components of the octonion-
valued function, we get

u=uop+ujey + uxey + uzes + uses + uses + upges + u7€7
(o +urer) + (u2 +uzer)ex + (ug + usey)eq + (ug + uzei)ezey
=: Vg + viex + vreq4 + v3ereq

and vp, ..., v3 are complex-valued functions. Using Theorem 4 we can easily calculate
the OFTs of those functions, denote them by Vjp, ..., V3, respectively. By straightforward
calculations we obtain the following properties of octonions:

(((0 e) - e—elal) .e—ezotz) Lot — (((0 . eeloﬂ) _e—ezaz) . ee4°‘3) - e, (25)
(((0 . e4) 3 e*elal) . 6*320‘2) . 6764(:(3 — (((0 . eelal) . eeQ(xz) . 67640@) -ed, (26)

(((0- €3 -q) - 7191) - £7€202) o780 = (0 €711 - 22) . £59%) gy -y, (27)

forany 0 € @ and o1, a2, @3 € R. From those calculations, the corollary below immediately
follows.

Corollary 1 Let vg, ..., v3: R3 — C, Vi = Zorr {vi} and u = vo + viex + voeq + vierey,
Uorr = Zorr {u}. Then

Uorr(f1, f2, 13) = Vo(f1, f2, f3) + Vi(=f1, f2. = f3) - &
+ Va(=f1, = f2, 3) - ea + V3(f1, = f2, —f3) -e2-eq.  (28)

The OFT definition suggests that from a computational (and therefore from a practical)
point of view, the level of complexity of multidimensional signal analysis will increase
significantly compared to analysis using classical Fourier transform. However, Theorem 4
together with Corollary 1 show that the level of complexity of both methods will be similar—
known algorithms for calculating classical transformation can be used to calculate the OFT—
just calculate the classic Fourier transform of four complex signals (constituting one vector-
valued signal represented by the octonion signal).

Inverse octonion Fourier transformation can also be done using classic tools. However,
the situation is more complicated from the beginning. In general, the OFT of any function is
a function with octonion values. However, we will start, as in the case of forward transform,
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from the case when a function has OFT with complex values, but in the specific subfield of
the octonion algebra, i.e.

Ce, = {x0 + x4e4 € O: x0, x4 € R}.

It is enough to note that in every subfield of this type we can define the classic Fourier
transform. In the above case, we have formulas for forward and inverse transforms:

U(fi, f2. f3) :/ u(xy, xp, x3)e” T2 TG dx,
R3

u(xy, x2,x3) = / U(fi1, fr, f3)e%1e®4*2 %% df (29)
R3

where u: R? — Ce,, a; =27 fjx;, j = 1,2, 3. We have then, of course U: R* — Ce,.

Theorem5 Let u: R? — Q be such that Uopr = Fort {u} : R? — Ce,. Moreover, let
U= f&;lT {Uorr} (in the Ce, complex subfield of O, i.e. (29)). Then

1. A
u(xy, x2, x3) = Z(M(Xl,xz,)@) (14 e6) 4 ii(x1, —x2, x3) - (1 —eg)) - (1 + es)

1
+ Z(ﬁ(—xL x2,x3) - (1 +€6) +i(—x1, —x2,x3) - (1 — €6)) - (1 —e5)
(30)

where octonion multiplication is done from left to right.

Proof From the modified definition of the classical Fourier transform (29) we get
u(xg, x2, x3) = / Uopr(f)ee4a3 £%492 %41 df
R3

where o; = 27 fx;, j = 1, 2, 3. From the equivalent definition of sine and cosine functions
we get

1
E(”At(xlny x3) + i (xy, —x2,x3)) = / Uort (£)e®*3 (cos ap)e®*! df, (3D
R3

%(ﬁ(xl,xz,)@) —i(x1, —x2,x3)) = /R Uorr(0)e®* (eg sinaz)e®* df. (32)
By changing the sign of x; in (32) and multiplying (from the left) by e we get
%(ft(—xl, X2, X3) — il(—x1, —x2, x3))€s = /R3 Uorr (F)e®*3 (e; sinap)e®*t df,  (33)
which follows from the fact that
<((UOFT - e™%) - eq) -efe‘“’”) -es = ((Uorr - €4*) - (€2)) - €4

(from the fact that octonion multiplication is alternative). Subtracting (33) from (31) we then
obtain

1. N 1, N
E(M(xl, X2, x3) 4 i (x1, —x2, x3)) + 5(“(_3(1, X2, x3) — li(—X1, —X2, X3))€6

= / Uorr(£)e®® e®2%2¢%4%1 df.
R3
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We introduce the following notation:
w(xr, X2, X3)
1. N L, R
= E(M(xl,xz, x3) + l(x1, —x2, x3)) + E(M(—xl, X2, x3) — i(—x1, —x2,x3))es. (34)

By following similar steps as before we get

1

E(w(m,xz,m)+w(—x1,Xz,X3)) 2/ Uort (F)e®*3e®*2 (cos ay ) df, (35)
R3

1

E(w(Xl,XQ,JQ)—w(—xl,xz,X3)) = / Uort (F)e®4%3 %292 (¢4 sin ary) df . (36)
]R3

As earlier we change the sign of x; in (36) and multiply (from the left) by es5 and obtain

1
E(w(xl, —x2,x3) — w(—X1, —X2, X3))e5 = /3 Uorr(f)e®*3 e (e sinay) df  (37)
R

(again from the fact that octonion multiplication is alternative). By subtracting Eq. (37)
from (35) we get

1 1
Q(w(m, x2,x3) + w(—x1, x2,x3)) + E(w(xh —x2,x3)) — w(—X1, —X2, X3))e5
= / Uorr (£)e®4%3 225191 (df (38)
R3
We conclude the proof by substituting Eq. (34) in (38) and regrouping all terms. O

We can now return to the general case. Similarly as before, we factor out the complex
(Ce,) components of the octonion-valued function:
Uortr = Uy + Uye1 + Usrer + Uzes 4+ Useq + Uses + Uges + Ure7
= (Up + Useq) + (Uy — Useg)e; + (Uz — Useg)er + (Us + Uzeg)erer
= Vo + Viep 4+ Vher + Vierep

and Vj, ..., V3 are functions with values in C,,. Using Theorem 5 we can calculate the
inverse OFTs of those functions, denote them by vy, ..., v3, respectively. We also use the
fact that

(((Z . el) ,664043) . 662012) et — (((Z . e—e4ot3) . e—ez(m) . eelal) -eyq,
(((Z - e) ,664013) ,eezaz) el — (((Z . 6—94013) . eezaz) . e—elal) - e,

(((z-e1 - eg) - €497) - £292) . 8191 = (((z - €%%) - €72%2) . 7419 . ) - €1,
for every z € Cg,. From those calculation we get the corollary below.

Corollary2 Let Vp,...,V3: R — Ce, vi = FoppiVil i = 0,...,3, and let
Uorr = Vo + Vie] + Voer + Viejen, u = faplT {Uorr}. Then

u(xy, x2,x3) = vo(x1, X2, x3) + v1(x1, —x2, —X3) - €]

+ va(=x1, X2, —x3) - € + v3(—Xx1, —X2,X3) - €1 - €.

From Theorem 4 and Corollary 1 one can draw several direct conclusions related to the
behavior of the octonion transformation in infinity and the composition of the transformations.
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Theorem 6 Let u: R3 — O be integrable (in Lebesgue sense) and Uorr = Fort {u}. Then
lim Uogpr(f) = 0.
|f|—>o00

Proof 1tis a direct corollary from the classical Riemann-Lebesgue theorem (Duoandikoetxea
2001), Theorem 4 and Corollary 1. O

Before we formulate and prove the next result, let us recall the classical theorem known
from Fourier analysis (Duoandikoetxea 2001).

Theorem7 Let u: R* — C be smooth and rapidly decreasing (i.e. element of Schwartz
class). Then

Ferr {Fcrr {u}} (x) = u(=x),
and so the classical Fourier transform has period 4 (i.e. if we apply it four times, we get the
identity operator).

In the case of OFT, the analogous result is very similar, but slightly more complicated.

Theorem 8 Let u: R3 — C be smooth and rapidly decreasing (i.e. element of Schwartz
class). Then

1
Forr {Zorr {u}} (x1, x2, x3) = i(u(xh x2,x3) 4 u(—x1, x2, —x3)
+ u(—x1, —x2, x3) — u(x1, —x2, —x3)),
and so the OFT has period 4.

Proof We begin with the case of u: R — C. Let U = Zcpr {u}. By carrying out direct
calculations, we can write the claim of Theorem 4 in the form

LQ\OFT {M} (f) = Uee(f) - er(f) -€1 € — er(f) -€]-€4 — Uno(f) <€) - €4,
where Uy, v, z € {e, o}, are four components of U of different parity with respect to f> and
f3, i.e.
Uy (f1, f2, f3) = (U S, f2, 3) +6,Uf1, = f2, f3)
+e:U(f1, f2, —f3) + eye:U(f1, — f2, = f3)) /4,
where ey = 1if y = eand ey = —1if y = o, etc.
Note that this is the form as in the assumptions of Corollary 1, so when calculating the
OFT of function Uprt We get
Fort {Forr {ul} (x1, x2, x3) = Forr {Uee } (x1, X2, X3)
+ ForT {—Uope - €1} (—x1, X2, —X3) - €2
+ ZorT {—Ueo - €1} (—x1, —Xx2, X3) - €4
+ Forr {—Uso } (x1, —X2, —X3) - €2 - €4.
All functions which OFTs we want to calculate are C-valued functions, so we can again use
Theorem 4. After tedious calculations we get that
FOFT {Uee } (X1, X2, X3) = Uee(—X1, —X2, —X3),
ForT {—Uoe - €1} (—X1, X2, —X3) - €2 = —Upe(X1, —X2, —X3),
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ForT {—Ueo - €1} (—X1, —X2, X3) - €4 = —lleo(X], —X2, —X3),
ForT {—Uopo } (X1, —X2, —X3) - €3 - €4 = —lUpo(—X1, —X2, —X3),

where uy;, v, z € {e, o}, are four components of u of different parity with respect to x, and
x3, just like earlier. By expanding the above functions and rearranging the components we
will receive a claim in the case of functions with complex values. It is easy to calculate that
by applying this “double OFT” transformation twice, we get identity.

In the general case of u: R? — O we proceed like in the proof of Corollary 1. Let
u = v+ viey + vaes + v3e2ey, where vg, . . ., v3: R? — C. Then, from (28), (25)-(27) we
get

Zorr {ZorFt {u}} = Forr {ZoFt {vo}} + ForT {ZoFT {V1}] €2
+ Zorr {ZoFt {v2}} €4 + ForT {Z0oFT {V3}] €204.

We immediately receive a claim of the theorem from the previous part of the proof. O

In Hahn and Snopek (2011) it was proved that the octonion Fourier transform of the real-
valued function can be represented as the octonion sum of components of different parity,
ie.

UoFT = Uecee — Upee€1 — Uepe€2 + Uppe€3 — Ueeo€s + Upeo€s + Uepos — Upoo€7, (39)

where Uyy;, X, v, z € {e, o} are defined as

Ueee(f) = /R  Ueee(X) COS(2TT f1x1) COS(27 fox2) cos(27 f3x3) X, (40)
Upee(F) = fR  Hoce(X) SIN2T fix1) OS2 fox2) cos(27 f3x3) dX, (41)
Ueoe (f) = /R , Ueoe(X) cOS(2m f1x1) sin(27 fox2) cos(27 f3x3) dx, (42)
Uooe () = /R , Hooe(X) SN2 f1x1) sin(27 f2x2) cos(27 f3x3) dx, (43)
Ueeo () = /R , Ueeo(X) COS(27 f1x1) cos(2m fox2) sin(27 f3x3) dx, (44)
Uoeo (f) = fR , Uoeo(X) SIN(2r f1x1) cOS(2m f2x2) sin(27 f3x3) dx, (45)
Ueoo(f) = /R | tteao(X) OS2 f11) SIn(27 fo:x2) sin(27 f3x3) dx, (46)
Unao®) = [ oo sin2 fi)sin(2r fux) sin2r fya) d, @7

where f = (f1, f2, f3), X = (x1, x2, x3), and functions u,,;(x), x, y, z € {e, o0}, are eight
components of u of different parity with respect to xy, x» and x3, i.e.

Uyyz (X1, X2, X3) = (u(xy, X2, x3) + &xu(—x1, X2, x3)
+ eyu(xy, —x2, x3) + exeyu(—x1, —x2, X3)
+ &zu(xy, X2, —X3) + &x€;u(—x1, X2, —X3)

+ eyezu(xy, —x2, —Xx3) + &x&yeu(—x1, —x2, —x3))/16,

where e, = 1if x =eande, = —1if x = 0, etc.
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In this notation we use indices ¢ and o to denote that the function is even (¢) or odd (o)
with respect to the proper variable, e.g. function u..,(X) is even with respect to x; and x3
and odd with respect to x3. Analogous considerations can be performed for Uyy,, €.g. Uepo
is even with respect to f1 and odd with respect to f> and f3.

It should be noted that in case of the real-valued functions u, all terms U, in (39) are
real-valued functions. Similar formulas can be obtained for the octonion-valued functions
but we omit the details here.

3 Properties of the octonion Fourier transform

Properties of the complex Fourier transform and its quaternion counterpart are well known
in literature (Allen and Mills 2003; Biilow 1999; Duoandikoetxea 2001; Ell et al. 2014). In
(Btaszczyk and Snopek 2017) we already proved some of their octonion analogues (i.e. shift
theorem stated in Theorem 13 and Hermitian symmetry analogue) and in this section we
will derive equivalents of other classical properties such as argument scaling and modulation
theorem. Sketches of some proofs can be found in (Blaszczyk 2018), here we will present all
previously omitted details, but also present previously unpublished results. The summary of
the content of this section is shown in Table 3.

If we do not state otherwise, then in each of the following statements we assume that
u:R3 > Qand U = Zopr {u).

Theorem 9 Leta, b, ¢ € R\{0}andv: R?® — Q be defined by v(xi, x2, x3) = u(L, 2.3,
V = Zort {v}. Then

V (/1. f2, f3) = labcl U af1, bf2, cf3).

Proof Proof is very similar to the classical case and utilizes integration by substitution. From
the definition of the OFT we have

V() = / u (ﬂ’ xﬁ’ xj) €127 f1x1 , =227 foxs ,—e427 f3x3 4y *).
R3 a b ¢

We introduce the substitution (y1, y2, y3) = (%1 7 ’2—3) Let us note that determinant of the
Jacobian matrix of this substitution is equal to % = |abc|. Then

(%) = / u(y1, ya, y3)e 12V ge2bf2y2 g=€2TCf3Ys g pe| dy
R3

= |abc| U (af1,bf2, cf3),

which concludes the proof. O

Theorem 9 can be generalized to all linear maps of x. In the case of quaternion Fourier
transform one can find similar result in (Biilow 1999) for functions u : R? > Rand v(x) =
u(Ax), where A real-valued 2 x 2 matrix such that det(A) # 0. Then

1
V(fi, f) = m(U(ﬁzzfl + a1 f2, ana fi +an f2) + Ulaxn fi — az1 fo, —an fi +a f2)

—e3U(=an fi +az fo, —an fi +an f2) + esU(—an fi — ax fo, a2 fi + an f2)).

az1 an

ajrap | _ _1
where ( ) = waA

@ Springer



Multidimensional Systems and Signal Processing (2020) 31:1227-1257 1243

Table 3 Summary of octonion Fourier transform properties

Function Octonion Fourier transform

1. u(L, 2.3 labe| U(afy, bfa, cf3)

2. u(x) - cos(2m foxp) U(f1 + fo. f2. [3) + U(f1 = fo. f2. f3)) -
U(f1, fo+ fo. )+ UL o= fo. 13) -

U(f1, fo. 3+ fo) UL fo. 3= 10)) -

u(x) - cos(2x foxz) E
(
3. u(x) - sin(27 fox1) U1+ fo. =fo.=f3) = U = fo. =P =f9) - 3
(
(

u(x) - cos(2m fox3)

D= Bl — D=

u(x) - sin(2m fox) U(fi. fr+ fo.—f3) = U(f1. fo = fo. — ) - %
u(x) - sin(27 fox3) U1, fa. 3+ fo) = U1, fa, 13— f0)) - %

4. u(x) - exp(—e 27 fox1) U(f1+ fo. f2, 13)
u(x) - exp(—e27 fox) (U1, f2+ fo. [3) +Uf1. f2— fo. f3)
+U(=f1. 2+ fo. ) = U(=f1. o= fo. f3) - 3
u(x) - exp(—e4q2m fox3) (U1 o 3+ o) + U 2. 3= So)
+U=fi.—fo. 3+ f0) —U(=f1.—f, [3— fo) - %
5. u(xy — o, x, x3) cos(2r fra)U (f1, f2. f3) —sinQx fre)U (f1, — f2, — f3) - €
u(xy, xa — B, x3) cos(2w f2B)U(f1, f2, f3) —sin2x f2B)U (f1, 2. —f3) - €2
u(xy, x2,x3 —y) cos(2m f3)U(f1, f2, f3) —sinCx f3)U(f1, f2, f3) - €4
6. ty; (X) U(f1,—f2. = f3) - 27 fre1)
Uxy (X) U(f1. f2. = f3) - (27 f2€2)
Uxz (X) U(f1, f2. f3) - 27 f3eq)
7. 27 x1 - u(x) U (fi.—f2. —f3)-e1
27 xp - u(x) Up(f1, 2, =f3) - &2
2 x3 - u(x) Up (f1: 2. 3) - e4
8. (u * v)(x) V(f1, f2, 13) - (Ueee () — Ueeo () €4)

+V(f1, = f2, = 13) - (=Upee(f) €1 + Uppe (F) €3)
+V(f1s 2. = 13) - (=Ueoe (£) €2 + Upeo (f) €5)
+V (=11, f2, = 13) - Weoo () €5 — Upoo () €7)

In the octonion setup, considering v(x) = u(Ax), where A is some arbitrary nonsingular
3 x 3 matrix, we would get a result containing 64 different terms. Due to the complication
of calculations and slight significance for further research we skip this formula.

The next three theorems are known in signal and system theory as the modulation theorem.
One can notice that the claim of cosine modulation theorem (with cosine function as a carrier)
is exactly the same as in the case of complex Fourier transform. This can not be said about
the sine modulation theorem.

Theorem 10 Let fy € R and denote u> (x) = u(x)-cos(27 fox;), U = Fopr {u>1},
i=1,2,3. Then
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UCOS’](fl, fr f3) = (U(fl + fo, f2, f3) +U(f1 — fo, f2, f3)) .

’

US2(f1, fo. 13) = (Ufi, o+ fo. )+ UL o= fo, 13) -

’

[ = =N =

U (f1, fo. f3) = (Uf1, fo. 5+ fo) +UfL, foo f3— fo) - 5
Proof We will use the equivalent definition of the cosine function, i.e. Eq. (6). Then
1 1 1
coso = E(eela +e %) = E(eeza +e %) = E(ee“a +e7%%). (48)

Then for i = 1 we have

UCOS’I(fl, f27 f3) — f (M(X) . Cos(zﬂfoxl))e—QIZHlele—e227[f2)€2€—942ﬂf3x3 dx
R3
- f u(x) (e 12 cos (27 foxy))e 2 S2v2 e S5 gy
R3

- % / w(x) (e 1 ZTI0 (12T fox1 y o127 fox1 ) pme2dn 22 p €2 f333 g
R3

_ i / u(x) (¢TI g TS| a2 o2 a7 o33 g
R3
1

= E(U(fl — fo. fa. [3) + U1+ fo. fo. f3)).

which concludes the proof in this case. For i = 2, 3 proceed analogously. O

Theorem 11 Let fy € R and denote u*™ (x) = u(x) - sin7 fox;), U™ = Fopr {us™},
i =1,2,3. Then

Ui for 1) = (UG + oo = o =) = UG = foo = o =) -
UMAfi, fo, ) = (UG ot o~ )~ UG fo = fo =) -

€4
>

USin’3(f1, fr, f3) = (U(f]7 2, 3+ fo) = U(f1, 2, f3 — fO)) .

Proof We proceed similarly as in proof of Theorem 10. We will also use the equivalent
definition of the sine function formulated in Eq. (6), i.e.

: _ L el _ ,—ex) __ i eo e __ L e e
sine = 2 (e e 1Y) = 70 (e e ) = 2er (e %), (49)

The following properties of octonion numbers, which can be derived using direct calculations,
will also be necessary. For any 0 € O and o, @2, @3 € R we have

((0 (€N L ep)) -efezo‘z) ST = (((0 ceTE1) L g202) '€e4a3) -ep, (50)
((0-e 1) . (792 . gp)) - e = (((0 LTIy L om0 ee4a3) - ey, (51)

(0711 e72) (74 o) = (((0- €781) - e722) ™8 ) ey (52)

@ Springer



Multidimensional Systems and Signal Processing (2020) 31:1227-1257 1245

Then, for i = 1 we have

ysin.! (fis P, f3) = [ (u(x) . sin(znfoxl))e—eﬂnflme—ezanzxze—eﬂnfsxa dx

R3

= / u(x) (e‘elzﬂ-f"‘l sin(2nf0x1))e_e22”f2xze_e42”«f3x3 dx
R3

=— / u(x) (e e FI ey sin(27 foxy) - ep)e RIS 535 gy

R3
(5:0)_1 / M(X) (e—eﬂ”fm (eeIZﬂfoxl . e—e12ﬂfox1 ))ee22ﬂf2xzee42nf3x3 dx - e

2 R3

_ _% / U(x) (e ST 0IR e 2m (i o)1) e o €2 o3 iy
R3

which concludes the proof. For i = 2, 3 the property is proved analogously, using Eq. (51)
and (52). O

It may seem that the next theorem is a simple consequence of Theorem 10 and 11 .
However, that is not the case since OFT is not a O-linear operation. We need to prove it
independently.

Theorem 12 Let fy € Rand u®™P (x) = u(x)-exp(—eyi—127 fox;), USP! = Fopr {u®Pi},
i=1,2,3. Then

USPL(f1, f. f3) = UL+ for f2. f3)s
UP2(fi, f. f) = (Ufi. o + fo. /) +Uf1 f2 = fo. f3)

1
+U(=f1. fa+ fo. 3) = U(=f1. f2 = fo. f3)) - >
USP3(f1, fo, 3) = (UCf1, for 5+ fo) + Uf1, fo, f5 = fo)
FUC i~ ok ) = Ui~ o= ) 5.

Proof Properties in the claim of this theorem are proved similarly as those of Theorems 10

and 11—using Eqgs. (48) and (49). Furthermore we will use the following fact—for each
0 € Oand a1, oy, a3 € R we have:

(((0 cep) e 1) e_ezaz) ceT M — ((0 (e L ep)) - e_ezaz) ST (53)
(((0 L&) .e—elal) ) e—ezaz) et — ((0 e8I . (% -ez)) et (54)
(((0 -ey4) - e*‘l“l) . efez(’z) ceTHY = ((0 cef1y . eezo’z) c(eTHY L ey). (55)
Then for i = 3 we have
USP3 (i fo f) = f3 (1(x) - €S2 o3 ) =127 fi31 €227 foxz s i3 g
R3
- /R . ((x) - (cOS(2T fox3) — €4 Sin(27r fox3)))e €127 I1%1 g =€227 32 p= a2 [3353 gy

= / (1(x) - cos2r foxz))e 12T 131 gm 2212 gmea2n [533 gy
R3
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— / (u(X) - e4 Sin(2m fox3))e*912ﬂf1x16*822ﬂf2mefe42ﬂf3m dx
R3 ’
55 _ _ _ ¢
(:),/ u(x)e 12T N1x1 g2 232 (e €427 f3x3 -COS(2ﬂf0x3)) dx
R3
- / u(x)e®1 27 f1x1 ge227 fox2 (e_e42”f3x3 - €4 sin(27 fox3)) dx
R *

= SO fo fs = O F UG, oo S+ o)

Ui o= o) = U= fi, o, S+ o),

which concludes the proof in this case. Proofs for i = 1, 2 are similar and use Egs. (53)
and (54). O

To complete our considerations about properties of the octonion Fourier transforms of
octonion-valued functions, we should also state and prove the shift theorem. In case of real-
valued functions we already stated this theorem in our earlier work, i.e. article (Blaszczyk
and Snopek 2017).

Theorem 13 Let «, B,y € R and denote u®(x) = u(x; — a, x3, x3), wb(x) = u(xy, x2 —
B, x3) and u¥ (X) = u(xy, x2, x3 — ). Let Ut = Zopr {uf}, {=a,pB,y. Then

U“(f1, f2, f3) = cosQm fra)U(f1, f2, f3) —sinQ2r fra)U(f1, — fo, —f3) - e1,  (56)

UP(f1, fo, f3) = cosQr LRU(f1, fa, f3) —sinQ@r LU (fi,  fr, —f3) €2, (5T)
U”(f1, f2, f3) = cosQm fay)U(f1, f2, f3) —sinQ@n f3)U(f1,  f2, f3)-es. (58)

Proof We will use again the tools used in proofs of previous claims. Consider the OFT of
function u*. Using integration by substitution we get

Ui o £ = [t = axg, e 1 e
R3
_ / u(xy, xa, x3)e*e|2ﬂf1 (1+a) ,—e227 foxz ,—ea2m f3x3 4y
R3
— / u(x)(e—6127'[f|)c| . e—el2%]’1&)6—6227'[]’2)628—94271_)"3)(3 dx
R3
- / u(x) (e (cos(2 fra) — e sin(27 fia)))e 2T 2v2 e S5 gy
R3
(5:0)005(271]”104)[ u(}lﬁ)efe‘z”f””efezz”fz""zefe“z’rf”3 dx
R3
- sin(27rf10t)/ u(x)e 12131 g€227 o2 (€427 333 gy g
R3

= cos(2r fia)U (f1, f2, f3) — sin@2x fre)U(f1, — f2. — f3) - ey,

which concludes the proof for u®. The derivation of (57) and (58) is very similar and utilises
properties (51) and (52). ]

Next properties that we will prove are a key element in the analysis of multidimensional
linear time-invariant systems described by a system of partial differential equations. In our
considerations, however, we will limit ourselves to real-valued functions and from now on
we assume that u, v: R — R and U and V are the OFTs of u and v, respectively. We will
also assume that the relevant derivatives of u exist, as well as their OFTs.
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Theorem 14 Let U1, U%2 and U3 denote the OFTs of uy,, uy, and u,, respectively.
Then

UM (f1, f, f3) = U(f1, — fo. —f3) - 27 frer), (59)
U2 (f1, f2, f3) = U(f1, fo, —f3) - 27 fren), (60)
UPS(f1, fo, 3) = U(f1, fo. f3) - Q7 frea). (61)

Proof We will prove only the first formula. Consider derivative u,, and its octonion Fourier
transform U1, x; 18 a real-valued function, hence we can write U 91 a5 a sum of eight
components of different parity

UM =00t —URler —Ulles+ Updes — Ulilea + Ul es + Ulnies — Upnler,
where

Ufexel ) = A;} Uy, (X) cos(2m f1x1) cos(2m frx2) cos(2m f3x3) dx,
U(?exe‘ f) = /1;3 Uy, (X) sin(2m f1x1) cos(2m fox2) cos(2m f3x3) dX,
Ueao’(el ) = /}1&3 Uy, (X) cos(2m f1x1) sin(2m fox3) cos(2m f3x3) dX,
an{fg ) = /]R3 Uy, (X) sin(2m f1x1) sin(2w fox2) cos(2m f3x3) dx,

Ufe"(} ) = /R3 Uy, (X) cos(2m f1x1) cos(2m frx2) sin(2m f3x3) dX,
U(?exo‘ ) = /1;3 Uy, (X) sin(2m f1x1) cos(2m frx2) sin(2m f3x3) dx,
Uf(j‘(,‘ ) = /R3 Uy, (X) cos(2m f1x1) sin(2m frx2) sin(2w f3x3) dx,
Udri(f) = /R |ty () SN2 fix1) sinQ fx2) sin(2 f3x63) dx,

where f = (f1. f2, f3), x = (x1, x2, x3).
We will use integration by parts and utilize the fact that for every integrable and smooth
function u and every x2, x3 € R we have lirg u(x) = 0. Then
X]—> 00

eee

Uds(f) = /3 u(x) sin(27 fix1) cos(2m frx2) cos(27 f3x3) dx - 27 fi = Upee (F) - 270 f1,
R

oee

Usd (f) = —/3 u(X) cos(27 f1x1) c08(27 fox2) cos(2m f3x3) dX - 271 f1 = —Ulee (£) - 27 f1,
R

eoe

U f) = / u(x) sin(27 f1x1) sin(27 frx3) cos(2m f3x3) dx - 27 f1 = Upype(F) - 27 f1,
R3

UZi) = - /}R@ u(x) cos(2m f1x1) sin(27 fax2) cos2w f3x3) dx - 27 f1 = —Upoe (f) - 27 f1,

ooe

Ui = /3 u(x) sin(27 f1x1) cos(2m fox2) sin(2w f3x3) dx - 27 f1 = Upeo (£) - 27 f1,
R

eeo

Udsi(f) = —/3 u(x) cos(2m f1x1) cos(27 frx2) sin(27 f3x3) dx - 27 fi = —Upeo(f) - 271 f1,
R

oeo
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€00

ULl () = /M u(x) sin(27 fix1) sin(27 fox2) sin(27 f3x3) dx - 271 fi = Uooo (£) - 27 f1,

000

Uiy = —/ u(x) cos(2x f1x1) sin(2x fox) sin(2x f3x3) dx - 27 f1 = —Ueoo (£) - 277 f1,
R3

where
U =Uecee = Upee1 — Ucoe€2 + Upoe€3 — Ueeos + Upeos + Ueoos — Usoo€7
is a sum of eight components of different parity, as explained in Sect. 2. Hence
U™ = (Upee + Ucec®l — Upoe€2 — Ueoe®3 — Upeo€s — Ueeos + Uspos + Ueoo®7) - 271 fi
= (Ueee = Uoee®1 + Ucoc€s — Upoc€3 + Uceos — Uoeo€s + Ueoo€s — Uopo€7)
- (27 frer).
Considering the parity of each component we get formula (59). O

Let us note that the statement of the above theorem is analogous to the claim of the classic
version of the Fourier transform of the derivative. The difference is first of all the kind of
imaginary unit by which the Fourier transform is multiplied and the change of sign at some
variables. This is a characteristic feature of the octonion Fourier transformation. Similar
argument leads to the following corollaries for the OFTs of partial derivatives of higher
order.

Corollary 3 Let Ui denote the OFT of uy;...x;- Then

UM (f1, fo, f3) = U(f1, — fo. — f3) - Q0 f1)27 fo)es,

UM (f1, fo. f3) = U(fi. fo. —f3) - Q7 f)) 27 f3)es,

UM (f1, fo. f3) = U(= f1. fo. — f3) - 27 )27 f3)es.
UMD (f1 o, f3) = U(=fi1, fr, —f3) - Qr f1) (27 f2) (27 f3)e.

An analogous conclusion can also be drawn for pure partial derivatives of the second
order. It is worth noting that the claim of the theorem is no different from the corresponding
theorem for the classic Fourier transform. We leave claims of Corollary 3 and 4 without
proof.

Corollary 4 Let U%i%i denote the OFT of Uy, x;- Then

UM (f1, f, 3) = —U(f1, f, f3) - Qr fi)%,
UP2(fy, fo, f3) = =U(f1, fo, f3) - Q f2)%
U5 (f1, f, f3) = —U(f1, f. f3) - Q7 f3)%

Another significant result that can be demonstrated is the OFT differentiation theorem.
First of all, however, the concept of differentiation of octonion-valued function should be
defined. We will say that the partial derivative v,,, i = 1, 2, 3, of the function v: R3 - O,
v =vg + vie| + - - - + v7ey, exists if and only if all the partial derivatives v; y;, i = 1,2, 3,
j =0,...,7, exist and then:

UX,' (X) = UO,x,' + Ul,x,- (X)el +--+ U7,x,- (X)e7~

We can now formulate the theorem on partial derivatives of the OFT U of u: R? — R,
analogous to the theorem known from the classical Fourier analysis. As before, we will
assume that all considered derivatives and transforms exist.
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Theorem 15 Let V; and W;, where i = 1, 2, 3, denote the OFTs of v; (X) = —2mx;u(x) and
w; (X) = v;(X) - ey-1, i = 1,2, 3, respectively. Then

Uy (f1, f2, ) = Vi(f1, — f2, — f3) - e1 = Wi(f1, f2, f3), (62)
Uy, (f1, f2, f3) = Va(f1, f2, — f3) - €2 = Wa(=f1, f2. f3), (63)
UfS(fl’ f2’ f3) = V3(f1! f2! f3) c€4 = W3(_f1! _f2’ f3) (64)

Proof We will apply methods analogous to those used in the proof of Theorem 14. We will
prove only the first of the given formulas, the remaining ones are shown in the same way.

Consider function v(x) = —2mxju(x) and notice that
Veyz(X) = =27 X1Uoy;(X), ¥,2 € {e, 0},
Voyz (X) = =27 X1Ueyz(X), ¥,z € {e, 0}

As in the previous considerations, we can write U and V (the OFT of v) as sums of eight
components of different parity

U =Uce — Upec€l — Ueoc€2 + Uppe€3 — Ueeo€s + Upeo€s + Ueoo€s — Uppo€7,
V= Veee - Vueeel - Veoee2 + VooeeS - Vee0e4 + VoeaeS + Veooe6 - V000e7a

where Uyy;, X, y, z € {e, o} are defined as in (40)—(47) and V., analogously.
Assuming that the functions u and v are integrable (in the Lebesgue sense), we can
differentiate under the integral sign and then we get

Uecee, 1, (f) = — / , 27 X1 Ueee (X) SIN2T f1X1) COS(2T f2X2) cOS(27 f3x3) dX = Ve (F),
R

U()ee,f1 ) = /3 27 X1 U pee (X) COS(27 f1X1) COS(2TT frx2) cOS(27 f3x3) AX = — Ve (£),
R

ero,fl ) =- /]1§3 27 X1 Ueoo(X) sIN(27 f1x1) sIn(27 frx2) sin(27w f3x3) dX = Voo (),
Uaoo,fl ) = /I;‘ 27T X1 Uppo(X) SIN(27 f1x1) SIN27 f2x2) sin(27 f3x3) dX = — V00 (F).

Hence

Uf[ = Voee + Veee€l — Vooe€2 — Veoe€3 — Voeo€s — Veeo€s + Voooes + Veoo€7
= (Veee — Voee€l + Veoe€2 — Viooe€3 + Veeo€s — Voeo€s + Veoo€s — Voaoe7) - €].

Considering the parity of each component we get the first equality in formula (62). Using
the fact that for any 0 € O and «, «p, @3 € R we have

(((0 . el) . e—elal) . e—ezaz) . 6—84013 — (((0 . e—eloll) . eezaz) . ee4a3) e
we get the second equality in (62), which concludes the proof. O

At the end of this section we go to one of the most important Fourier transform properties
and the most frequently used in signal analysis—the so-called Convolution theorem. This
claim was already signaled in (Btaszczyk 2019), here we present the details of the proof.
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Theorem 16 Let Fopr{u * v} denote the OFT of the convolution of u and v, i.e.

W*w®=/1MWWG—w®~
R3

Then

Forri{u * v}() = V(f1, 2, 3) - (Ueee®) — Ueeo(f) €4)
+ V{1, = f2, = f3) - (=Uspee(F) €1 + Upoe (f) €3)

+ V(f1, f2,

_f3) ' (_ere(f) e+ ero(f) eS)

+ V(_fl, fZa _f3) . (ero(f) €5 — U(mo(f) e7)a

where

U ="Uece —

is a sum of 8 terms with different parity with relation to x1, x2, and x3, as in (40)—(47).

Upee€l — Ucoe€2 + Uppe€3 — Ueeo€s + Upeo€s + Ueoo€6 — Upoo€7

This theorem is the generalization of results presented in (Biilow 1999) and (EIl 1993).
Moreover, if at least one of the functions u or v is even with respect to both x; and x, then
the abovementioned formula reduces to the well-known form. However, one should bear in
mind the fact that in general the above complicated form this claim is of little use. In the next
section we will provide the argument similar to one presented in (Ell 1993) which will give

much simpler formula.

Proof of Theorem 16 We will use the fact that for every o1, a2, @3 € R we have

((e781o0) + (e7%2%)) « (e7%4%) = (711 - 7% . e %),
(€711 e1) - (€792%2)) - (e74%3) = ((e™ 1! - £2) - %) - e,
((e7810) - (€72 - e)) - (e7%4%%) = (71 - €7 2%2) - 4% e,

(711 - ey) - (€729 - &2)) - (e7%43) = ((e71%1 - £7292) . £4%3) . g3,
((e71e1) - (e7292)) - (€74 - og) = (7191 - €72%2) . ¢7%4%) ey,

(7191 -eq) - (7292)) - (74 - eg) = (€711 - 722 - £%44Y) e,

((e*elotl) (e -ez)) (e L gy) = ((eelal L2y . ee4a3) - g,

(™t wer) - (™ - 9)) - (e84

. e4) — ((eeloll . e—ezag) 3 684013) -e7.

(65)
(66)
(67)
(68)
(69)
(70)
(71)
(72)

From the definition of the OFT and the convolution, the Fubini theorem and using inte-

gration by substitution we have

/ / u@y) - v(x —y)dy ) - 6*9127Tf1x16*9227Tf2x26*94277f3)53 dx
R3 R3
= . —y) . €127 f1x1 p— €227 foxz ,—e427 f3x3 4 d
/R3u(y) (A3v(x y)-e e e X) y

— / u(y) - (/ v(X) - 127 f1(x14y1) , =22 fr(x24y2) ,—€427 f3(x3+y3) dx) dy = (#).
R3 R3

Consider the inner integral. We can write the transformation kernel in the following way:

e 127 fi(x14y1) , =227 f(x2+y2) ,—€4 27 f3(x3+y3)

= (€7 - cos(B1)) - (e~
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(€711 - ey sin(B))) - (672 - cos(B2))) - (e~ - cos(B3))
— ((€71% - cos(B1)) - (6722 - easin(Ba))) - (€ - cos(B3))
((e™®1% ey sin(B))) - (€7 - exsin(B2))) - (e - cos(B3))
— ((e™1%1 - cos(B1)) - (6722 - cos(B2))) - (e~ - ey sin(B3))
(€711 - e sin(B1)) - (672 - cos(B2))) - (e~ - ey sin(B3))
(€719 cos(B1)) - (6722 - ey 5in(Ba))) - (¢~ - eq sin(B3))
— ((e71%1 - ey sin(B1)) - (€722 - e8in(B2))) - (€~ - &4 sin(B3)),
where o; = 27 fix;, Bi = 2m fiyi, i =1,2,3.
Using Egs. (65)—(72) we get
@) = Vi, fos 3) - Ueee® = V(f1, = 2, = 3) - Upee (e
= V(f1, f2. = f3) - Ueoe(£)e2 + V(f1, = f2, — f3) - Uooe()e3
= V(f1. f2. f3) - Ueeo®)es + V(f1, f2, = f3) - Uoeo(F)es
+ V(=f1, f2, = f3) - Ueoo(B)ec — V(= f1, f2, — f3) - Usoo(£)e7,

which, after rearranging the terms, concludes the proof. O

Note that (due to the commutativity of convolution) the following formula is also valid:

Foort {u * v} (£) = U(f1, f2, f3) * (Veee () — Veeo(f) €4)
T U1, —f2, = f3) - (= Voee(F) €1 + Voo (£) €3)
+ U(f1, f2: = 13) - (= Veoe(F) €2 + Voeo (F) €5)
+ U= 11, f2, = 13) - (Veoo (£) €6 — Voo (F) €7),
where
V = Vece = Voee€l — Veoe€2 + Vooe€3 — Veeos + Voeo€s + Veoo€s — Vooo€7

is a sum of 8 terms with different parity.

At the end of this section, we will cite several other results that are important from the
point of view of system analysis, i.e. octonion analogues of Parseval-Plancherel Theorems
for real-valued functions, which we proved in (Btaszczyk and Snopek 2017).

Theorem 17 Let u, v: R — R be square-integrable functions (in Lebesgue sense). Then
(u, v) = (Uorr, VoFT) 5

where
(f.8)= / f(x) - g"(x)dx
R3
denotes the classical scalar product of functions (real- or octonion-valued) of 3 variables.

In (Btaszczyk 2018) we presented a detailed commentary on these assertions, including
indicating the significance of the assumption in Theorem 17 that the considered functions
are real-valued—for the octonion-valued functions the claim of Theorem 17 doesn’t hold.
In case of real-valued functions Theorem 18 (also known in classical theory as Rayleigh
Theorem) is direct corollary of Theorem 17, but (as we proved in (Btaszczyk 2018) and was
shown independently in (Lian 2019)) is valid also in the general case of octonion-valued
functions.
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Theorem 18 L%-norm of any function u: R3 — Q (square-integrable in Lebesgue sense) is
equal to the L%-norm of its octonion Fourier transform, i.e.

lull 23y = IUoFT Il L2R3) »
where || fllp2@3) = (ng |f(x)|2 d}i{)l/2 for any square-integrable function f: R> — Q.

Of course, the above theorem shows that OFT preserves the energy of octonion-valued
functions. However, it is worth mentioning the recent result in (Lian 2019), where the author
argues that OFT of octonion-valued function also satisfies the Hausdorff- Young inequality.

4 Multidimensional linear time-invariant systems

As we mentioned in the previous section, the formulas in the theorems on the OFT properties
are quite complicated and it seems that they can not be applied in practice. In this section
we will show that using the notation of quadruple-complex numbers, we can simplify these
expressions.

We will focus on using the OFT and notion of quadruple-complex numbers in the analysis
of 3-D linear time-invariant (LTI) systems of linear partial differential equations (PDEs)
with constant coefficients. The classical Fourier transform is well recognized tool in solving
linear PDEs with constant coefficients due to the fact, that it reduces differential equations
into algebraic equations (Allen and Mills 2003). It is true also in case of the quaternion
Fourier transform (EIl 1993) and, as we will present in this section, the octonion Fourier
transform. We have already signaled the possibility of this application in (Btaszczyk 2019),
here we will develop these considerations and show additional examples.

In Sect. 3 we derived formulas for the OFT of partial derivatives. We can now reformulate
(by straightforward computations) those formulas using the multiplication in [ algebra.

Corollary 5 Let u: R3 - Rand U = Zorr {u). Then
UM (E) = U(f) © 27 fi)er,
U () = UE) © 2n fr)es,

U (g) = UF) © 2 f1)27 fo)es,
U (f) = U(f) © 27 f3)es,

UM (6) = UF) © 2 f1)(27 f)es,

U3 (8) = UF) © 27 )27 f3)e,

UPRs(f) = UF) © 2r 1)1 f2)(27 f3)er.

It is worth noting here the advantages that the above theorem on the partial derivatives
transform brings. Let u: R?> — R be a function even with respect to each variable. Both
classic and octonion Fourier transforms of u are real-valued functions. Using the classical
Fourier transform for the function u,,, we get —U (f) - (27 f1)(27 f2), and thus also the
real-valued function. In a sense, we lose information that the function has been differentiated
at all. In turn, OFT of function uy, , is equal to U (f) - (27 f1)(27 f>)es, therefore itis a purely
imaginary function (only the imaginary part standing next to the unit e3 will be non-zero).
This clearly indicates differentiation with respect to variables x; and x3.

Every linear partial differential equation with constant coefficients can be reduced to
algebraic equation (with respect to multiplication in [F). Note that in the case of second
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order equations in which there are no mixed derivatives, this is also true in the sense of
multiplication of octonions, e.g. for a nonhomogeneous wave equation, i.e.

Upr = Uy x; + Uxoxy + F(E, X1, X2)
we have
(@ f)* + 2Qr f)? — o)) - Uz, fi, f2) = F(z, fi, f),

where U = Zopr {1} and F = Zopr {f}. But on the other hand, if we consider the heat
equation, i.e.

Uy = Uxxy + Uxyxy + f(t’ Xl,xz),
where we get
(Qrf)* + @ ) + Qrr)e)) QU(T, fi. fo) = F(x. f1. f2).

An inverse (in sense of multiplication in IF) of ((271 f1)2 + 2w f2)2 + 2m r)el) exists if and
only if (z, f1, f2) # (0,0, 0) and is equal to

@n )2 + @n f2)? — Qro)ey
(@r f)? + @ f)?)° + @n1)?

(@7 f)? + Q@) + Qro)e)” =

Hence
Qr )2 + Qr f2)? — 2r7)e
(@7 )2 + 27 2)2) + 2r7)?

You can not get such a simple formula using multiplication in octonion algebra. Additional
theoretical considerations regarding partial differential equations and the use of integral
transforms in Cayley—Dickson algebras can be found in (Ludkovsky 2010).

Moreover, the notion of quadruple-complex number multiplication can be used to describe
general linear time-invariant systems of three variables and to reduce parallel, cascade and
feedback connections of linear systems into simple algebraic equations, as in classical system
theory.

Consider a 3-D LTI system. We know from the classical signal and system theory that it
can be described by its impulse response /: R? — R (sometimes called its Green function)
and then, given the input signal u : R3 — R, the output v: R — RR of such system is given
by the formula:

Uz, fi, f2) = O F(z, f1, f2)-

v(x) = /R3 u(y) - h(x —y)dy = (u * h)(x).

The output is the convolution of the input signal and the impulse response of the system,
which can be schematicaly presented as in Fig. 1.

Corollary 6 The dependence between the OFTs of an input u and an output v of the 3-D LTI
system with the impulse response h is given by

V(f1, f2, f3) = Horr(f1, f2, f3) - (Ueee () — Ueeo () €4)

Fig.1 3-D LTI system u(x) v(x)

—
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u(x) w(x) v(x)

E—— hi(x) hy (x) —

Fig.2 Cascade connection of 3-D LTI systems

Fig.3 Parallel connection of 3-D
LTI systems By (x)

+ Horr(f1, — f2, = f3) - (= Ugee(F) €1 + Upoe (f) €3)
+ HOFT(fla f2a _f3) “(=Uepe(f) €2 + Upeo (F) €5)
+ HOFT(_fls f2: _f3) . (Ue(m(f) €6 — Uooo(f) 67), (73)

where V. = Forr {v}, U = ZForr {u} and Horr = Fort {h} will be called the octonion
frequency response of the system.

Corollary 7 Formula (73) can be restated using the multiplication in F algebra. We have
V(t) = Horr(f) © U ()

which is the same as the very well known input—output relation in classic signal and system
theory.

Consider now the classical connections between the systems, i.e. cascade, parallel and
feedback connections. We start with the cascade connection (Fig. 2), for which we can write

V() = Hy orr(f) © W(D),
W) = Hyorr(f) O U®),

where V = Zopr {v}, W = Zorr {w}, U = Forr {u}, Hi,oFT = ZoFT {h1} and H ofT =
Zort {h2}. Since the multiplication in I is commutative and alternative, we obtain

V(f) = Hopr(f) © U(f), where Horr(f) = Hy,orr(f) © Hz 0Fr (D),

as we have for classical (complex) Fourier transform.
In the case of parallel connection (Fig. 3) the computations are much simpler. We get

V() = Horr(f) © U(f), where Hopr(f) = Hy orr(f) + Hz oFT (),

the same as in the classical theory.
It gets more complicated if we consider the feedback connection, as in Fig.4. We can
write the system of equations:

V() = Hy orr(f) © W(F),
W) =U{) — Hyorr(f) © V(£).

Using the commutativity and associativity of © we get

(14 Hi,orr(f) © Hy orr(F)) © V() = H orr(f) © U (),
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Fig.4 Feedback connection of
3-D LTI systems u®) 4 w(x) hn(x) v(x) N

/’lz (X)

which leads to

V(f) = Horr(f) © U(f), where Horr(f) = (1 + Hi orr(f) © Haorr(£) ™' © Hi orr(f),

and the inverse is in sense of multiplication in F. The formula is very well-known, but we
need to remember that not every element of IF has its inverse. Hence we can see that not every
3-D LTI system can be described with the convolution formula and analyzed with the OFT.

5 Discussion and conclusions

It has been shown that the theory of octonion Fourier transforms can be generalized to the
case of functions with values in higher-order algebras. Those transforms have properties
that are similar to their classical (complex) counterparts. Octonion analogues of scaling,
modulation and shift theorems proved in Sect. 3 form the foundation of octonion-based
signal and system theory. Properties of the octonion Fourier transform in context of other
signal-domain operations, i.e. derivation and convolution of real-valued functions, show that
it is a fine tool in the analysis of multidimensional LTI systems, as explained in Sect. 4.

It can still be argued that, from a practical point of view, there are no visible advantages of
using hypercomplex versions of Fourier transforms. However, as in the quaternion case (as
well as with a different approach to higher order algebras as in the case of Clifford-Fourier
transform), the level of computational complexity of OFT calculation remains almost the
same as in the classic version (as we showed in Sect. 2), while we get additional information
about signal structure—thanks to the properties of Hermitian symmetry, we know that all
spectrum information is contained in the first 3-D space octant (Btaszczyk and Snopek 2017),
and we also do not lose information about the relationships between individual coordinates of
a multidimensional signal, which is important in practical applications mentioned in Sect. 1.

It remains to study the discrete case, i.e. discrete-space octonion Fourier transform
(DSOFT). Preliminary studies show that the notion of quadruple-complex numbers can be
applied to define the DSOFT and to analyze linear difference equations.
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permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
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