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Abstract

This paper proposes a new sparse array geometry for 2-D (azimuth and elevation) direction-
of-arrival (DOA) estimation based on coprime sampling. The proposed array structure is
L-shaped coprime array (LCA) whose each portion is one dimensional coprime linear arrays
in y- and z-dimensions. Each portion of the array is used separately for 1-D azimuth and
elevation angle estimation. In order to obtain the paired DOA estimates the cross-covariance
matrix of two portion of the array is utilized and the paired DOA angles are estimated. LCA
provides to estimate K < M N source directions with 2M + N — 1 sensors in each portion and
totally 4M + 2N — 3 sensor elements. The proposed method is evaluated through numerical
simulations and its performance is compared with other coprime planar array structures. It is
shown that LCA has less computational complexity together with less real sensor elements
and it provides superior performance as compared to the conventional 2-D coprime planar
arrays.

Keywords L-shaped arrays - Coprime arrays - Sparse arrays - Direction of arrival estimation

1 Introduction

In array signal processing direction-of-arrival (DOA) estimation is an important issue for a
number of applications such as radar, sonar and wireless communications (Krim and Viberg
1996). Several methods are proposed for the estimation of unknown source locations and one
of the most popular method in this context is the MUSIC (MUltiple SIgnal Classification)
algorithm (Schmidt 1986). The effectiveness of the MUSIC algorithm is attributed to the
orthogonality of signal and noise spaces. The performance limit of the MUSIC algorithm is
to estimate up to K < M — 1 source directions for an M-element sensor array.

While uniform array structures such as uniform linear and circular arrays (Friedlander
and Weiss 1991) are mostly used in the literature, nonuniform arrays gain much interest in
recent studies. A general form for nonuniform array is random array structures which are
considered in Lo (1964), Elbir and Tuncer (2016) and Elbir (2017). While random arrays
provide flexibility to deploy the sensor elements, the number of resolvable sources is limited
with the same order as for the uniform arrays. Recently, sparse array structures are intro-

B Ahmet M. Elbir
ahmetmelbir@gmail.com; ahmetelbir@duzce.edu.tr

1 Department of Electrical and Electronics Engineering, Duzce University, 81620 Duzce, Turkey

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11045-019-00657-4&domain=pdf
http://orcid.org/0000-0003-4060-3781

206 Multidimensional Systems and Signal Processing (2020) 31:205-219

duced as a promising structure since they enjoy the increased degrees of freedom (DOF)
for the estimation of more sources than sensors, namely K > M (Pillai et al. 1985; Pal and
Vaidyanathan 2010; Abramovich etal. 1998, 1999; Pal and Vaidyanathan 2011). Sparse array
structures are mainly useful in radar tracking applications where there are more targets than
the number of physical antennas in the environment (Vaidyanathan and Pal 2010). Further-
more, sparse array geometries provide the effective use of antenna elements where the same
estimation performance is achieved with less number of antennas. One of the nonuniform
array structures is the minimum redundancy arrays (MRAs) which are discussed in Pillai
et al. (1985). While MRA provides higher DOF than usual uniform linear arrays (ULAs),
there is no closed for expression for the sensor positions of an MRA for a certain number of
sensors M (Pal and Vaidyanathan 2010). In Abramovich et al. (1998, 1999), the augmenta-
tion of covariance matrices for enhancing DOF is proposed where the resulting covariance
matrix is not positive semidefinite for a finite number of snapshots. In Pal and Vaidyanathan
(2010), nested array structures are proposed for estimating O (M 2y sources with O (M) sen-
sors. Since nested arrays have more closely spaced sensors which eventually cause relatively
higher mutual coupling, coprime array structures are introduced in Pal and Vaidyanathan
(2011), Wang et al. (2017) and Liu and Vaidyanathan (2017) where the array is composed of
less number of element pairs that are closely spaced and hence less coupling occurs. Using
a coprime array, up to K < M N sources can be identified with only 2M + N — 1 sensor
elements. To increase the DOF of the sparse array, NA with increased DOF is proposed in
Huang et al. (2018) where the proposed approach can provide (P> — 1)/2 4 P DOF where P
is the number of antennas in the array. Virtual array interpolation (VAI) technique is proposed
in Zhou et al. (2018) to map the array data to fill the holes in the virtual array. While this
approach provides the same DOF, the DOA estimation performance is improved due to array
interpolation. Note that above array structures are 1-dimensional (1-D) and they cannot be
employed for 2-D (azimuth and elevation) DOA estimation.

Apart from 1-D DOA estimation with sparse arrays, 2-D DOA estimation techniques are
also proposed with the use of sparse array geometries (Wu et al. 2016; Zheng et al. 2017; Liu
et al. 2015). However these works do not explicitly use the sparsity structure of the array to
increase the DOF. For instance, the authors in Wu et al. (2016) propose a coprime planar array
(CPA) structure where the proposed approach fails to resolve more sources than sensors (See
Table 2). In particular, CPA consists of P; x P and P, x P, subarrays where Py and P, are
coprime integers. It is reported that this method can resolve K < min{Plz, P22} — 1 sources
with Mcpa = P? + P} sensor elements. The method in Zheng et al. (2017) generalizes
the construction of coprime planar arrays (GCPA) and Zheng et al. (2017) uses N1 x M;
and N> x M; two subarrays where Ni, Np and M, M, are coprime integer sets. Hence
GCPA canresolve K < min{N|M;, N M} — 1 which provides higher DOF than CPA using
Mgcpa = N1M1 + NaM; sensors. While GCPA provides more DOF, it uses large number
of elements. In order avoid the use of large number of antennas, L-shaped array geometries
are also used in Liu et al. (2015) where a sparse recovery method is employed. However, the
estimated azimuth and elevation angles are not paired, i.e., ambiguous 2-D DOA angles are
obtained.

Instead of planar arrays, L-shaped arrays provide much simpler structure and it is widely
used for 2-D DOA estimation (Yang et al. 2016; Dong et al. 2016a; Tayem et al. 2016;
Dong et al. 2016b, 2017). In Yang et al. (2016), steering matrix estimation is done for the
estimation of azimuth and elevation angles separately. In Dong et al. (2016a), L-shaped
nested arrays are considered for the same problem. In Tayem et al. (2016), Dong et al.
(2016b, 2017), augmented data matrices are constructed for aperture and snapshot extension
to utilize the structure of L-shaped arrays. While L-shaped array provides less complexity
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since it requires 1-D search algorithm, it usually suffers from the angle pairing problem in
2-D DOA estimation scenario. In above studies, this issue is solved with various techniques
which are mainly based on the use of cross-covariance matrix.

Above sparse array structures provide limited number of DOF where the theoretical max-
imum DOF of an M-element array is M (M — 1) + 1 (Pal and Vaidyanathan 2010). Hence
there is a need to enhance the DOF that can be achieved from the antenna array through
signal processing. The motivation of this study is to reduce the complexity of the parameter
estimation and obtain sufficient estimation accuracy with the given array structure. Hence, an
L-shaped coprime array (LCA) structure is proposed in this paper for 2-D DOA estimation.
The proposed array structure consists of two portions, namely y- and z-axis portions. Each
portion is composed of 2M + N — 1 sensors where M and N are coprime integers. Since the
sensor at the origin is commonly placed the total number of sensors is My ca = 4M +2N —3.
The proposed method can resolve K < M N sources and it provides much less sensor ele-
ments as compared to other 2-D nonuniform arrays such as CPA (Wu et al. 2016) and GCPA
(Zheng et al. 2017). In order to estimate the 2-D DOA angles the coprime structure of each
portion is utilized and a longer virtual ULA is constructed by vectorization of the covariance
matrix of data from each portion. Since the obtained data model is in Vandermonde form,
spatial smoothing is employed then the rank-enhanced covariance matrix is obtained (Pal and
Vaidyanathan 2011; Liu and Vaidyanathan 2015). The covariance matrices of each portions,
y- and z-axis, are used for azimuth and elevation angles estimation respectively. In order to
obtain paired 2-D DOA angles, the cross-covariance matrix between the data of each portion
is used and automatically paired 2-D DOA estimation is achieved. The main contributions
of this paper are as follows

1. A new array geometry, namely L-shaped coprime array, is proposed where LCA requires
much less sensor elements as compared to the other planar coprime arrays for 2-D param-
eter estimation.

2. The proposed method is advantageous in terms of computational complexity where it
does not require 2-D search method which is a computational prohibitive task and it
can simply be performed using 1-D search algorithms such as the MUSIC algorithm for
azimuth and elevation separately.

3. Since the virtual array data of each portion enjoys the Vandermonde structure, root-
MUSIC method can also be employed which further accelerates the computation time.

4. The statistical performance of the proposed method is evaluated through several exper-
iments and it is shown that LCA provides less root-mean-square error (RMSE) as
compared to the other array geometries.

2 Array signal model

Consider an L-shaped array composed of two portions placed in y- and z-axis as seen in
Fig. 1a. Let each portion consists of two subarrays with 2M- and N-element subarrays
where M < N and M, N € N7 are coprime numbers (Pal and Vaidyanathan 2011). The
locations of the 2M sensors are in the set Sypy = {Nmd : 0 < m < 2M — 1} and the
locations of the N sensors are in the set Sy = {Mnd : 0 < n < N — 1} respectively where d
is the fundamental element spacing in the array and d = X /2 for narrowband source signals
to avoid spatial aliasing (Stoica and Moses 2005). This property yields 2M + N — 1 sensors
in each portion. Hence the total number of sensors in the array is Mpca = 4M + 2N — 3
where the sensor at the origin is the common element in all subarrays. Assume that there are
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Fig. 1 L-shaped coprime array structure for M = 2, N = 5 and d = A/2. a The real sensor positions. b
Co-array of each portion of LCA. ¢ The contagious part of each co-array

K source signals impinging on the array from directions {6, d)k}I{{:l where 6y and ¢ are
being the elevation and the azimuth angle of the kth source respectively. Then the outputs of
each portion are given by

K
y(t) =Y ay(¢)sk(t) + ny(t) o)
k=1
K
2(t) = Y az(O)sk(t) + nz(t;) 2
k=1
wherei = 1,..., T and T is the number of snapshots and ny(#;), nz(¢;) € CEM+N=1) gre

temporarily and spatially white noise vectors. {sx (t,-)},f:’{ ;—1 1s the set of uncorrelated source
signals and ay (¢x), az(6x) denote the steering vectors corresponding to the kth source and
their ith elements are given by

2r

[ay(éx)]; = exp {J - Vi Sm(¢k)} 3)
2m

[az(6r)]; = exp {J -G sm(9k)} )

where [-]; denotes ith element of the vector quantity. Note that the azimuth and elevation
angles are defined different than the conventional definition as in Dong et al. (2016b,a)
and a unique transformation between each other can always be performed without loss of
generality. X is the wavelength and y;, z; € S where S which is defined as

S={Mnd:0<n<N-—-1}U{Nmd :0<m <2M — 1}

The aim in this work is to estimate DOASs {0k, ¢x}1<k<x of K < M N sources by using
only Mica = 4M + 2N — 3 sensors when the sensor positions {y;, z;}1<i<om+n—1 are
known.

Remark 1 Due to the computation of the noise subspace in the MUSIC algorithm, the pro-
posed method requires the knowledge of the number of sources K. While the estimation
process of K is an important issue in many fields of array signal processing (Wax and
Kailath 1985; Yang and Xie 2015), in this paper it is assumed that K is known a priori.
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3 DOA estimation with coprime arrays

Using the array model in (1) and (2), the covariance matrices for each portion are defined as

Ry = E{y(1) y (1)} = AYyRsA¥ + 621 ®)
Rz = E{z(1) 2" (1)} = AZRsAY + o1 (6)

where Ay and Az are 2M + N — 1) x K steering matrices whose kth columns are ay (¢x)
and az (6y) respectively. Rg = diag{a%, ey 0'12(} is K x K signal correlation matrix, I is the
identity matrix and o2 is the noise variance.

Due to the structure of coprime arrays, a longer virtual array can be constructed by taking
advantage of the second order statistics Ry and Rz. While the real array includes the lags
given in the set S, the elements of Ry and Rz can provide a larger positions set whose
elements constitute the difference co-array Sgisr which is defined as the unique terms in the
set

SP={(Mn—Nm)d:0<n<N-—1,0<m=<2M—1}.

In Fig. 1b, the difference co-array of each portion of the LCA is presented. In order to exploit
the co-array structure inherit in the covariance matrices, vectorization is applied to Ry and
Rz and we get

ys2 = vec{Ry} = AYSzP +ny, )
zg = vec{Rz} = Az,p + nz, ®)

where Ay o = Ay © Ay, AzSz = Az ® Az and © denotes the Khatri—-Rao product (Khatri
and Rao 1968; Pal and Vaidyanathan 2011). p = [012, ey a,%]T represents the signal powers
andny, =nz, = vec{o’T}. Now observe that yg2 can be viewed as the output of a virtual
array with sensor positions Sgif which includes 2M N + 1 contiguous terms from —M N to
M N as seen in Fig. 1c. Hence a longer virtual ULA can be constructed from the row elements

of ys2, say YsuLa, where the virtual array position set for contagious part Sg}fA is defined as
1

SYEA = {nd : =MN < n < MN} 9)

which the set of sensor positions of 2M N + 1)-element virtual ULA. Therefore the rows of
¥s2 and zge corresponding to Sdlff are collected and the following model is obtained, i.e.

Ysua = AYSULAp + Ny ua (10)
diff diff diff
Zoua = Ay p+nz (11)
St St St
where Ay 4, Az, € CEMVFD>K are the array manifold matrices corresponding to
diff diff

the sensor elements with positions y;, z; Sdlff In order to estimate the DOA angles,
the MUSIC algorithm can be applied to the covariance matrices of YsyLa and Zguia. Since
the resultant covariances will be rank 1, spatial smoothing is required to estimate the DOA
angles. In order to obtain a spatially smoothed covariance matrix a rank-enhanced Toeplitz
positive semidefinite matrix is constructed (Liu and Vaidyanathan 2015) where the smoothed
covariance matrix is obtained from the observations y(#; ) and z(#; ) directly. Then the smoothed
covariance matrix Ry.gs is obtained as
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o], (o], - (o],
o], [Fega], - [T,

Ryss =

LR | STy N | AN

where L = (ISYE* + 1)/2 = MN + 1 and

> Ryl (12)

1
Vsuali = —
a L(l) nl,nQE]L(l)

where ﬁy = % ZiTzl y(z,-)yH (;) is the sample covariance matrix and IL(/) is defined as
L(l) = {(n1,n2) € S* : ny —na = 1,1 € SYE*} (13)

In other words, IL(I) is set of the pairs (n1, n2) that has contribution to the co-array index
I. Note that Ry.gg € CMNFTDXMN+D) 5ravides the same DOA estimation performance as
compared to the conventional smoothed covariance matrix computed in Pal and Vaidyanathan
(2011) for finite snapshot case (Liu and Vaidyanathan 2015). Once Ry.ss and Rz gg are
computed they are inserted into the MUSIC algorithm to obtain the MUSIC pseudo-spectra
as

1
O = 60y, U8 av@) (o
1
= ]
PO =2m (6)Uz,UJ a7(6) ()

where ay (¢) and az(6) are the steering vectors constructed by using the position sets y;, z; €
S}fi]f“fA'SS where Sgi]f“fA'SS = {nd : 0 < n < MN}. Uy, and Ugz, are the noise subspace
eigenvector matrices of Ry.gs and Rz gg respectively.

In Fig. 2, the line spectra for azimuth Py(¢) and elevation Pz(6) is presented by using
Ry.ss and Rz sg in the MUSIC algorithm. While Py(¢) and Pz(6) provide peaks at true
source locations, the estimated azimuth and elevation angles are not paired due to 1-D
searches. In order to obtain a paired estimation results, the cross-covariance matrix of two

portions of LCA is utilized in the following section for accurate 2-D DOA estimation.

4 2-D paired DOA estimation With LCA
In order to obtain the paired DOA estimates, the cross-covariance of y(#;) and z(z;) is com-
puted. In the following we first discuss the estimation of the azimuth angles by using only

y (). Then the elevation angles are estimated which are automatically paired with the esti-
mated azimuth angles.

4.1 Azimuth angle estimation

The MUSIC pseudo-spectrum given in (14) is used and the azimuth angle estimates can be
obtained from the K highest peaks of Py(¢). Once the azimuth angles are estimated the
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Fig. 2 The azimuth and elevation estimation performance of LCA with M = 4, N = 5, My ca = 23. The
number of sensors in each portion is 2M + N — 1 = 12 and number of sources is K = 20, SNR = 0dB
and the number of snapshots is 7 = 500. The true locations of the sources are denoted with vertical lines and
¢ = sin(¢) and 6 = sin(0)

(C(ZM+N—])><K

estimated array steering matrix Ay € can be constructed as

Ay = [ay($1), ..., ay(¢x)] (16)

where {(ﬁk}le is the set of estimated azimuth angles. In the sequel, Ay will be used for
elevation angle estimation.

4.2 Elevation angle estimation

In order to estimate the elevation angles the cross-covariance matrix is computed as
Ryz = E{y(n)z" (1)} = AYyRsA] (17

where the noise terms are vanished due to assumption that the noise is spatially white. Note
that in practice, sample cross-covariance matrix Ryz = % ZiT=1 y(ti)zH (#;) is available and
the noise terms are very small. Now our aim is to estimate the steering matrix Az whose
columns correspond to the elevation angles which are paired with the columns of the estimated
steering matrix Ay.

Remark 2 Since the columns of Ay and Az have the same order, this process will yield an
automatically paired azimuth and elevation angle estimates.

Hence we solve the following least squares problem, i.e.

Az =arg min |[Ryz — AYRsAY |15 (18)
Z

where the knowledge of Rg is required for the computation of Az. In order to estimate Rg
we consider the eigendecomposition of the covariance matrix Ry in (5) as

Ry = UyAU# (19)
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where Uy = [Uy, Uy, ]and Uy, Uy, are the signal and noise subspace eigenvector matrices
respectively. A is a diagonal matrix composed of the eigenvalues of Ry. (19) can also be
written as

Ry = Uy, A,UY + Uy, A, UY, (20)

where A; € CK*K and A,, € COMAN—I=K)xQM+N=1=K) are diagonal matrices composed
of the eigenvalues of Ry with respect to signal and noise subspaces respectively. Using (5),
(20) and the fact that the columns of Ay and Uy, span the same space, Rg can be estimated
from

. N
Rs = AyUy, A, UY, (Ay) 21

where (-)" denotes the Moore-Penrose pseudo-inverse operation. Then the steering matrix
Ay is estimated from (18) by using the following closed form expression, i.e.

N A1/~ T H
Az = (Rg (AY) Ryz) . (22)
Using (21), (22) can be written explicitly as
" A oA H T H
Az = <<AYUYS AUy (Ay )') AYRYZ> . (23)

Note that the size of the estimated steering matrix AZ is 2M + N — 1) x K and in under-
determined case we have 2M + N — 1) < K. While in this case the covariance matrix of
Az does not lead to accurate results due to rank-deficiency, we instead use the columns of
A7 to estimate the elevation angles one by one so that each elevation angle is paired with the
corresponding azimuth angle. Hence the elevation angles can be estimated by the MUSIC
algorithm using the covariance matrix ﬁzk which is given as

Rz, = [Az].k[A7]%. (24)

In other words, ﬁzk can be obtained for the kth column of AZ. Since rank{ﬁzk }=1,1-D
MUSIC algorithm is used to estimate 6. In particular, 6y is estimated from

1

ék = arg max (25)
9 all (0)G(G[laz(0)
fork = 1..., K where az(8) € CPM+N=D g the steering vector corresponding to the

position set z; € S. Gy € CEMFTN=DxQM+N=2) i the noise subspace eigenvector matrix of
Ry,.

Remark 3 When there are sources with the same azimuth (elevation) but different elevation
(azimuth) angles. The proposed 2-D DOA estimation technique can be applied by first esti-
mating the elevation (azimuth) then pairing them with azimuth (elevation) angles to achieve
unambiguous 2-D DOA estimation.

5 Computational complexity

In this section, the complexity of the proposed method is discussed. In order to esti-
mate the azimuth angles 1-D spectral search is required together with the computation
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Table 1 Computational

complexity comparison LCA (MN +1) (Ng (MN +1 = K) + KNyMN)
ph pé
CPA N¢N9P—;2 + N¢N9P—?’2
GCPA Ny Ng (M N{(M{Ny — K) + MaNy(Ma Ny — K))

of the singular value decomposition (SVD) of Ry.gs to obtain the noise subspace.
Hence O ((MN + 1)3 + Ny (MN +1)(MN + 1 — K)) is the complexity of azimuth angle
estimation where (MN + 1)° is the complexity of SVD and Ny is the number of
search angles in the grid. In order to estimate the elevation angles, the SVD of ﬁzk
is computed for k = 1,..., K. Hence the complexity order of elevation angle esti-
mation is O (K (MN + 1)+ KNy (MN + 1) MN) where Ny is the number of search
angles in the elevation grid. Since the spectral search is much heavier burden than
the other operations, it suffices to state the complexity of the proposed method as
O ((MN +1)(Ng (MN + 1 — K) + K NgMN)) where we ignore the other terms. In order
compare the complexity of the proposed method with GCPA and CPA we note the follow-
ing. GCPA and CPA uses M| x Ny, My x N> and P; x P;, P, x P, arrays respectively
which require much higher number of sensors than LCA. Another disadvantage of GCPA
and CPA is to use 2-D search algorithms which require Ny Ny grid points to compute the
MUSIC pseudo-spectrum. The complexity of the algorithm in Zheng et al. (2017) using
GCPA is O (NyNg (Mi N\ (M N1 — K) + My N»>(M» N> — K))) which is much higher than
the complexity of the proposed method due to 2-D search has complexity of Ny Ng and M N
is usually lower than M| N| + M>N,. The complexity of the method in Wu et al. (2016) for

4 4
CPA'is O | NyNg % + Ny Ng % which is also much higher than the complexity of the
2 1

proposed method. In Table 1, the complexities of the arrays are summarized.

6 Numerical simulations

In this section, the performance of the proposed method is evaluated with numerical sim-
ulations. We compare the performance of the proposed array geometry in terms of the
maximum number of resolvable sources with the same number of antennas. Then we show
the DOA estimation performance of competing sparse arrays to demonstrate the supe-
rior performance of our LCA geometry. In Table2, the number of sensors required to
resolve K sources is presented where the number of sensor elements are kept minimum
for different K values. The performance limits of LCA, CPA and GCPA are K < MN,
K < min{P3?, P22} — 1K < min{N; M, NoM>} — 1 respectively. As it is seen from the
table, LCA requires the lowest number of sensors to resolve K sources in all the scenarios
considered. Furthermore, as K increases, the efficiency of LCA becomes much significant
in terms of the required number of sensors. Since CPA and GCPA has planar structures they
require two uniform rectangular arrays, hence they have relatively larger number of sensors
as compared to LCA.

In Fig. 3, the line spectrums for azimuth (a) and elevation (b)—(c) are presented for K = 12,
SNR=0dB and T = 500. As it is seen the proposed method can handle resolving K = 12
sources with using 9 sensor in each portion and Myca = 4M +2N —3 = 17for M =3
and N = 4. Moreover the azimuth and elevation angle estimates are paired after the cross-
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Table 2 Number of sensors required to resolve K sources with different array configurations: LCA, CPA and
GCPA. Note that the number of real sensors are given as M ca = 4M +2N —3, Mcpa = P12 + P22 — l and
MgGcpa = N1Mj + Na M3 — 1

K LCA CPA GCPA

8 M=2,N=5 M ca=15 Py =3P, =4, Mcppa =24 My =3,N =3,M,=2,Ny =4,
Mgcpa = 16

10 M=2,N=5 M ca=15 Py =4,P) =5 Mcpp =40 M; =4, N =4, M, =3,Ny =5,
Mgcpa = 30

12 M=3,N=5 M ca=19 P =4,P) =5 Mcpp =40 M| =4,N =4, M, =3,Ny =5,
Mgcpa = 30

17 M=2,N=9, M ca=23 Py =5 P,=6,Mcppa =60 M| =4,N =5 M, =3,Ny =1,
Mgcpa =40

20 M=4,N=5 M ca=23 Py =5 P,=6,Mcppa =60 M;=4,N =5 M,=3,Ny =17,
Mgcpa =40

28 M =4 N=7, M ca=27 P =6,P,=7 Mcppo=8 M| =4, N =7, My=5 Ny=6,
Mgcpa =57

covariance matrix is used. Note that the other 2-D sensor arrays based on coprime property
such as GCPA or CPA cannot work in this scenario. For instance CPA requires Mcpy = 40
and GCPA requires Mgcpa = 30 sensors respectively to resolve K = 12 sources.

In order to explicitly demonstrate the performance of the proposed method to pair the
azimuth and elevation angles, another experiment is conducted where the source locations
are not selected in increasing order. In this experiment the source locations (in radians) are
selected in order as

(31K, € {0.0444, —0.2222, —0.0444, —0.4000,
0.3111, —0.1333, 0.2222, 0.4000, —0.3111, 0.1333}

(0K, € {0.0333, —0.1667, —0.0333, —0.3000,
0.2333, —0.1000, 0.1667, 0.3000, —0.2333, 0.1000}.

Hence there are K = 10 sources. The number of sensors is My ca = 15forM =2, N = 5.
The number of sensors in each portion is 2M + N — 1 = 8, SNR = 0dB and 7" = 500.
The simulation results are presented in Fig. 4. As it is seen, azimuth and elevation angles are
paired and accurately estimated. Note that the pairing performance of the proposed method is
attributed to the estimation of the steering matrix Az by using the estimated azimuth angles.
Therefore the estimation accuracy of the azimuth angles constitutes an important step for
elevation angle estimation. This is a general issue in all L-shaped array structures since
the estimation performance of the azimuth angle affects the accuracy of the elevation angle
estimation. This is due to the fact that azimuth and elevation angle estimation problems are
coupled (Elbir and Tuncer 2016; Filik and Tuncer 2010).

In Fig. 5, the comparison of the LCA, CPA and GCPA is done for different SNR levels.
Note that the RMSE calculation is performed in terms of both azimuth and elevation as

1/2
J K
1 A \2 ~ N2
RMSEpoa = 27K Z (¢k - ¢k,j> + <9k — 9k,j)
j=lk=1
where J is the number of Monte Carlo experiments and J = 100 is selected. For fair

comparison, the number of sensors of the arrays are selected closely as My ca = 39, Mcpa =
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Fig.3 Azimuth (a) and elevation
(b)—(c) spectrums for LCA with
M =3,N=4, M ca = 17. The
number of sensors in each portion
is2M + N — 1 = 9. The source
directions are located equally
spaced in the following intervals
¢ € [—0.45, 0.45] and

6 € [—0.45, 0.45] respectively.
The true source locations are
denoted with vertical dashed
lines. The number of sources is

K =12.SNR = 0dB and

T =500
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Fig.4 Azimuth (a) and elevation
(b)—(c) spectrums for LCA with
M =2,N =5, Myca = 15.
The number of sensors in each
portionis 2M + N — 1 = 8. The
number of sources is K = 10,
SNR = 0dB and T = 500. The
vertical lines denote the true
source locations
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Fig. 5 The RMSE versus SNR graph for different array structures. The parameters of arrays are as follows:
LCAwith M =5, N = 11, M ca = 39. CPA with P| = 4, P, = 5, Mcpa = 40. GCPA with M| = 3,
N1 =6, My =2, Ny =11, Mgcpa = 39. The number of sources is K = 6 and 7 = 500. The azimuth and
elevation angles of the sources are located equally spaced in ¢ € [—0.3,0.3] and 6 € [—0.4, 0.4] respectively

40 and Mgcpa = 39. Note that this selection is sufficient to demonstrate the performances.
While CPA has one more sensor than GCPA, it still performs poorer due to its lack of array
aperture. In this scenario there are K = 6 sources and 7 = 500. As seen from Fig. 5,
LCA has superior performance as compared to CPA and GCPA. Another issue that needs to
be pointed out is the number of maximum resolvable sources in this scenario. Using these
placements of the arrays, GCPA and CPA can resolve up to 17 ( min{18, 22} — 1) and 15
(min{16, 25} — 1) sources respectively. However LCA in this scenario can resolve up to 55
(MN =5 -11) sources which is much larger than the limits of other array structures.

7 Conclusions

In this paper, a new method and an array geometry which is an L-shaped coprime array (LCA),
is proposed for 2-D DOA estimation. The major advantage of the proposed approach is to
eliminate the requirement of large number of antennas to resolve more sources than sensors.
The proposed array structure can resolve up to M N sources while using only 2M + N — 1
sensors in each portion. LCA has totally 4M + 2N — 3 real sensor elements which is much
less (especially for large values of K') than the other coprime-based array structures such as
GCPA and CPA. Another advantage is that the proposed DOA estimation technique provides
automatically paired 2-D DOA angles of the sources. The proposed approach has robust
performance even when one of the azimuth and elevation angles of the sources are the same.
The pairing of the azimuth and elevation angles is performed where the steering matrices
are estimated by utilizing the cross-covariance matrix of data of each portion. Since 1-D
searches are used, the proposed approach enjoys less computational time as compared to the
conventional 2-D grid search techniques. In future work, we reserve to study the performance
of 3-D sparse array geometries for DOA estimation problem (Elbir 2017).
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