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Abstract In this paper, the gas dynamics within the pipelines is modelled as a repeti-
tive process with smoothing. Controllability and observability criteria when the system is
steered through initial and boundary data, which is achieved by an adequate choice of the
homogeneity, are obtained. From the point of view of the technical applications, it seems
to make more sense to consider boundary data controls as for instance in the manage-
ment of high pressure gas networks. Stability criteria suitable computer simulations are
also included.
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1 Introduction

Consider a linear discrete model with inter pass smoothing that has been introduced in Cichy

et al. (2007). These repetitive processes (RP) are a distinct class of two dimensional 2-D
systems of both systems theoretic and applications interest (Rogers et al. 2007).
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Hence

a—1

xep1(k+ 1) = Axey1 (k) + Bugyi (k) + D Bpiye(p),
p=0
a—1

Ver1 (k) = Coxpat (k) + Due1 (k) + > Dpieye(p),
p=0

k=0,1,..., £=0,1,... (1)

In model (1) the pass number is indexed by £ and may be infinite. The time steps per
pass-£ are indexed by k, k € [0,«w] N Z and « is the pass length. We consider that
{x¢(k) =0,k =a +1,...}. Therefore, we define the compact support of x,(k), y;(k) and
ug(k)as K x L.

xe(k) € R"™ are the state vectors at pass-£. y¢(k) € R™ are the pass profile vectors at
pass-£. ug(k) € R” are the control vectors at pass-£. n, m and r are the dimensions of the
state, the pass profile and the control vector, respectively.

The matrices in (1) have the following dimensions A € R"™" B € R"™", By €
R™ C e R™", D e R™™" D, € R™" and the indices —  run as stated in (1).

In addition, we define the boundary conditions, from which we understand the pass initial
vector sequence, ¢, and the initial pass profile, v(k). Hence

x¢0) =) =¢¢, £=0,1,...
yo(k) = v(k), k=0,1,..., 2)

where ¢, has the compact support L and v has the compact support K.

Define 7 = (ZNK) x (ZNL). The state x()(.) € £27(T), the pass profile y()(.) €
¢2™(7) and the controls are admissible if u()(.) € 2" (Z), where ¢>¥(Z) denotes the Hilbert
space of v-dimensional sequences defined on Z with the standard scalar product. The ¢ used
to represent ¢>V(Z) does not have anything to do with the indexation of every pass, e.g.
x¢. But we use the same notation, since it looks to us that the different use of this notation
becomes clear from the context.

In this work, we use a model of type (1) to represent the gas pipeline. In Dymkou et al.
(2007) there was obtained a repetitive process model for a gas distribution network stem-
ming from a discretisation approach in time and space variables and in Azevedo-Perdicoilis
and Jank (2009); Azevedo Perdicoulis and Jank (2012) a repetitive model with smoothing
was used to model a high pressure gas network where the controls used were compressor
stations and intakes, hence controlling boundary input levels of the network. In this paper we
emphasise boundary control properties of the system.

In Klamka (1997); Rogers et al. (2007) and related articles cited therein, controllability,
reachability and observability matters are considered. Only, the criteria obtained are based on
an implicit representation of the solutions, since they are defined by some recursions. Also
general algebraic methods, i.e., module theoretic or behavioural approaches could be used
to obtain controllability results. Controllability properties by boundary data control in con-
tinuous time 2-D systems are also obtained in Gyurkovics and Jank (2001) and Jank (2002).

In this article, the dynamics within the pipeline is represented by a repetitive process with
smoothing in Sect. 2. This representation allows for studying the sole influence of boundary
data on the system dynamics. In Sect. 3 boundary controllability criteria are stated and in
Sect. 4 observability is studied. In Sect. 5 we particularise some classical 2D results to analyse
asymptotic stability as well as stability along the pass of the pipeline, suitable for simulations.

@ Springer



Multidim Syst Sign Process (2015) 26:967-984 969

2 The gas pipeline modelled as a 2D repetitive process

Full models that represent the dynamics of the gas in the pipelines are very complex and,
for this reason, it is usual to consider approximations. The derivation of some of the PDE
models for gas networks can be seen in Nieptocha (1988), Osiadacz (1987) and Vostry et al.
(1988). Usual assumptions in industry are unidimensional flow, which means that the gas
pressure, mass flow and velocity are functions of time and distance along the main axis of the
pipeline, and also constant temperature and elevation. Taking these assumptions into account,
one possible representation for the gas dynamics is the hyperbolic model, that is, following
(Nieptocha 1988) consider the set of partial differential equations:

dg(t.x) _ _Sap(z,x) B Ac? ¢*(1,x)

ot 9x 2dS p(t,x)’ 3)
ap(t,x)  c*dq(t,x)
a S ox

where x is space, t is time, p is pressure, g is mass flow, S is cross-sectional area, d is the
pipe diameter, c is the isothermal speed of sound and A is the friction factor.

Next, this set of partial differential equations (PDE) is transformed in order to write the
network in the repetitive process form.

Model (3) is linearised around the operational levels (p(x), g). Mass flow is assumed
constant along a pipeline of length L. g is the average mass flow over time in every point of
the pipeline. Considering this assumption in the first equation of (3), a representation of the
pressure can be obtained:

2

A
p(tvx)z\/pz(thO)_ z(x_xo)v (4)

cT
2a521
where xo = 0 and p (¢, xo) is the inlet nodal pressure. Considering p(x) as the average

pressure over a time interval, i.e., p(x) = T fOT p(t,x)dt, and T is a period of operation,

we have:

rc?

5g52d” (x = xo), Q)

px) = \/152 (x0) —

where g, p(x) denote mean values.

Thence, we can write p(f,x) = p(x) + Ap(t,x) and ¢g(t,x) = q + Aq(t, x), with
Ap(t, x) and Aq(¢, x) as the deviations from the operational (reference) values of pressure
and mass flow. After neglecting terms of higher order, some simpler calculations yield:

2 = 2
q-(t,x) _ (q+Aq(, x)) 2 - n 1 1
= ~ 2 Aq(t, Aq(t, =
0~ pe+ apny G TR0+ Ag007) S (1+Ap<r,x))
p(x)
A A (6)
where it is assumed that M < 1 and M < 1.
p(x) q
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Fig. 1 Space segmentation of the pipeline
Using a first order Taylor approximation and then neglecting terms of higher order, we
have:

q*(t, x)
p(t, x)

Ap(t, x))

1
~ (72 +24Aq(t. x)) = (1— .
p(x) p(x)
=2 = =2
q 2q q
X —— 4+ ——Aq(t, — —— Ap(t, -
5o T MY T per ey

_( )2 Ap(1, x)Aq(t, x).

Neglecting the last term of the approximation, because it is of higher order, we obtain the
linear approximation:

2 =2 = 2
(t, x) 2
a ~ T T pqx) — = Ap( ) !
pt,x)  pkx) px) ( )
that we substitute in (3):
dq(t, x) ap(t,x) A [ §* 2 q°
T2 gL 2 (L 2 aqx) — =L apa, )
at dx 2dS \ p(x)  p(x) ( )
ap(t, x) ?9q(t, x)
4 = _L 2% (8)
at S ox
The pipeline is divided into several segments £; = [x¢, x¢41],£=0,1,....,n —1,x =0

and x, = L, where L is the length of the pipeline. In every segment, equal mass flow is
assumed as well as the above linearisation. Accordingly, the model is discretised according to
time and space; & is the time step and &> is the space step. Define Ag (¢, x) := Aq (khy, £h>)
where ¢ =1,...,Landk =0,1,2,..., T. To simplify notation, consider f (khi, £hy) =
Fk, 0 = fok) (Fig. 1).

In gas networks is usual to consider the main gas period as 1 day, i.e., T = 24 hours, and
discretisation steps of 1 hour, since the behaviour of the gas can be considered steady during
this period. We consider a very long pipeline and, for this reason, the length of the pipeline,
L, tends to infinity.
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Then, by using a two point forward formula to approximate the time derivatives and a two
point backward formula to approximate the space derivatives, we obtain:

1 S
(Age(k + 1) — Age(k)) no m (Ape(k) — Ape—1(k))

S
— 5, PO = pt—1)
2

e (‘?2+2‘? W— L 4 (k))
2as 50 T o '(ﬁ)z pe
1 2
(Apelk+ 1) = Ape(h) 5 = —S‘—hz (Agqe(k) — Age—1 (k). ©)

Associating some terms, we obtain:

2 ) -
Aql(k"‘l):Aq[(k)( rcthy g )—i—A Z(k)( Shy +kc hi q )

2ds p) hy | 2dS pe)?
+Sh1A k_Sh ) a1 A §°
T po—1(k) E(p( ) — p( ) 28 50
2hy 2y
Ape(k +1) = Apg(k) — Shy ——Aqe(k) + —— i Age—1(k). (10
2
We define:
_ S
B = I’ (11)
oath @
&) = 2dS m—f(q,p(ﬂ)), (12)
— Czﬂ (]3)
P =g
¢
y () = (& - ﬂ) —y G5O, (14)
0
28 (¢
o) = (1 - %) — (G (). (15)
That is:
Agek + 1) = Age(k)a (£) + Ape(k)y (£) + BApe—1(k)
—B(p) — plL—1)) =&,
Ape(k + 1) = Ape(k) — pAge(k) + pAge—1 (k). (16)
If we define:
x1(k, £) = Age(k), (17
x2(k, £) = Apy(k), (18)
hence:

xitk+ 1,0 = x1(k, O (€) + x2(k, Oy (£) + Bxa(k, € — 1)
—B(pE) — pl—1)) — &),
x2(k +1,0) = xa(k, £) — px1(k, €) + pxi(k, € — 1). (19)
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Further, we define:

Fi (g, p(t = 1)) := Bpl —1), (20)
Fy(q. p(0)) == —Bpl) =& (O) 2

and consequently:

xi(k+1,6) = x1(k, O () + x2(k, O)y (€) + Bxa(k, £ — 1)
+Fi(q, p( = 1)+ F2(q, p(0)),
xa(k +1,0) = xak, £) — pxy(k, €) + pxi(k, € — 1). (22)

Now, we write model (22) in matricial form:

xik+ 1,0\ _ [al) vy (xi1k, ) n 0B\ (x1(k,e—1)
xk+1,0))  \—p 1 x2(k, €) 0 0) \xa(k,—1)

" (F1 (q.pt = 1)+ F2(q, ﬁ(ﬁ))) .

0
We further define:
xy(k, £)
xe(k) = (x2 . 6)) 23)
A(l) = (“(? ”(Z)) (24)
_ (08
_ (p 0) 25)
Frois (F @ =D+ PG ﬁ(o)) 6)
and finally, we can write:
xe(k 4+ 1) = A(@)xg(k) + Boxg—1(k) +Fe—p 0. 27

To this model we add initial and boundary conditions:

x0(0) = @ (0) = ¢, £=0,1,..., L, (28)
xo(k) = x(k,0) =v(k), k=0,1,...,T. (29)

¢¢ can be interpreted as the most convenient regime of operation along the pipeline, i.e., gas
pressure and mass flow need to be kept at some desirable levels at every point of the pipeline.
These initialisation values are the operational levels (g, p(x)) considered in the linearisation
of the PDE system (3). The initial conditions, v(k), can be seen as the set inlet pumping
regime along the operation period.

Since we have Fy_1 ¢ = f (¢¢—1, ¢¢), we assume a linearisation for F; (¢ — 1) and F>({),
thatis Fy—1 ¢ = By—1¢¢—1 + Bege.

Considering that C —1 exists, (27) can be written as:

xe(k 4+ 1) = A(@)xe (k) + BoC ™ yo—1 (k) + Bo—1po—1 + Beghe (30)
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Defining By := BoC~!, we end up with the pipeline represented by a model of type (1),
where the boundary conditions drive the system and the state of the system at every pass
depends on the profile at the previous pass, specially at closed instants:

xe(k + 1) = A(Oxe(k) + Boye—1 (k) + Be—1¢e—1 + Bedy, 31
ye(k) = Cxe (k). (32)
x¢(0) = ¢, (33)
xo(k) = v(k). (34)

The compact support of ¢, is L = {0, 1,..., L}, L is the length of the pipeline, and the

compact support of v(k) isK = {0, 1, ..., T}, T is the gas period of operation. The compact
support of x¢(k), y¢ (k) and uy (k) is also K x L.
Every space discretisation point of the pipeline is the pass-¢,£ = 0,1,...,and o = T

is the pass length. x¢(k), ye(k) € R? and matrices A, By,C,B € R%%2_ The time steps
(every hour) are indexed by k € [0, «] N Z and the pass (every sensor point) are indexed by
¢e[0,L]NZ. ThenZ = [0, T] x [0, LINZ x Z and x(,)(-), y(,(-) € £>2(T).

In fact, because we use a very simple approximation of the time derivative, we obtain a
model much simpler than model (1) [see model (1) in Cichy et al. 2013] where coefficients

_ 0, p#Fk _ _ _ _
Bpk_[Bo, p=k’D/’k—0’P—0,...,a 1,and D = 0.

3 Boundary control of the system

In this section we start by defining what we understand by boundary control of the network. In
what follows in this section, we consider the output matrix as the identity matrix in equation
(32).

Matrix C is defined according to the instrumentation of the network. That is, we consider
a state to be observable whenever it can be measured. Common practice in gas networks is
to install mass flow and pressure sensors at both pipeline ends, but only pressure sensors are
installed along the pipeline. If we make the discretisation points to coincide with the location
of the metering devices and consider that mass flows can always be calculated from pressures
using a simulator, we can assume all the states to be observable and therefore C = I, i.e.,
the identity matrix.

Definition 1 (Boundary control by pass initial data) System (31)—(34) is completely pass
boundary controllable on pass-£g, €g + 1,...,£9 + L = £; if for any initial conditions,
¢$o = v(0), v(1), ..., v(a) (the inlet pumping regime), and any given terminal pass, x 7 (k),
with compact support K = {0, 1, ..., a}, there exists a sequence of boundary data, ¢, with
compact support . = {£g, €9 + 1, ..., £1}, such that x¢, (k) = x (k) in the whole K.

Theorem 1 System (31)—(34) is completely pass boundary controllable on £ € 1L if and only
if the grammian matrix Iy, is positive definite, with

L—1
s—1
Iy = (A Bo) ™ (A® B B2 +B1) (A@ By B2 + BT (Bf @ A7) (39)

s=1
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0 0 0 00
b 0 0 00
A(0) b 0 00
with A = . e R2**2% qnd A() and By are defined in
A3 A4y - L 00
AY2(0) A2 - AW L O
(24)—(25).

The ith row of matrix By is defined as B;; := A-L()By + Zi;ll AS~Y(0)B,_| and the
ith row of matrix By is defined as Bjy = Al(0) + Zi:l A YOB,, i =1,2,...,a, and
By, B, € R22x2

Proof Consider model (31)—(34). For notation simplicity sake, in what follows we always
write A instead of A(¢).

Consider the state equation of the repetitive process (31) at every instant of the pass, after
assuming C = I:

xe(k + 1) = Axg(k) + Boxg—1(k) + Be—1¢p¢—1 + Bepe, k=0,1,...,a.

In matrix form, this model may be written as:

xe(1) 0 0 -+ 0 00 xe—1(1)
x¢(2) By 0 -+ 0 00 xe—1(2)
x¢(3) ABg By --- 0 00 xe—1(3)
xe (k) AR=2By AR3By o 0 0 O | xem1(h)
xe(a) A%"2By A% 3By -+ ABy By 0) \x¢_1(c)
Bo + Be—1 A+ By
ABy+ (A + By A2 4+ (A+1) B
A%By+ (A>+ A+ DBy A3+ (A2+A+1)B,
+ : : ((blfl)
ARy 4 (AR 4k Ak DBy AR (A A1) B [N
A By + (A o+ A+ DBy A% (A 4+ AT By
(36)
Next, we define some compact notation: Xy := (xg(l), xe(2), ..., xe(a))T € R2*? and in
particular Xo = vand v = (v(l), v(2),..., v(a))T . Hence
X¢ = (A® Bo) X¢—1 +Bipe—1 + Badhy,
Xo = v. (37)

L ={0,1,2,..., L} is the compact support of X, and ¢, where By, B, are the first and
second column of the input matrix of (36), respectively.
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In alternative, we can write a non-recursive representation for the solution that depends
solely on the initial and boundary conditions. Thus:

X¢ = (A® Bo) v+ (A® By) ™' Bigy
—1
+> (A® Bo)' ! (A® Bo) By + B1) dr—s + Bage (38)
s=1

with the same compact support L. of Xj.
Using this representation, we prove the controllability of the system by boundary data.
Consider

Xe=X¢— (A® Bp) v — (A® Bp) ' Bigpo — Bagy

-1
= > (A® Bo)' ' (A® Bo) Ba + B1) pe—s. (39)
s=1
Define @;_1 := (A® Bo)* ! ((A® Bo) By + By) and
-1
Xe=) & 1. (40)
s=1
Define also ¢¢_g := tDXTilﬁg and then (39) can be written as:
—1
Xp=) o 10l L. (41)
s=1
In (41) consider £ = L and hence:
L—1
Xp=> &0l L. (42)
s=1
Define the grammian [, := Zf;ll D1 D ST_I, from what we have X 1 = I't L. This means
that if the grammian I, is positive definite, then its inverse exists and we can write

L = FEI)?L,
which implies that we have a representation for the boundary conditions to steer the system
to X (and also to X ):
pr—s =0 r7'Xp,s=1,...,L.
That is, the system is controllable.

On the other hand, i~f system (31)—(34) is pass controllable then there exists, for any given
)N( 1 (or equivalently X7 ), a sequence of boundary data ¢y _s,s = 1,2,..., L, such that

XL = Zf;ll Ps—1¢L-s- }
Let us assume that X; 7 0 and is in the kernel of 7 > 0, thatis I'; X1 = 0. Hence:

L—1 L—1
~ ~ ~ - ~ 2
XInx, =XI> o0l X = ‘XZ(bs,ll =0
s=1 s=1

—  Xl®, 1 =0,s=1,...,L.

a2 T -
Using (40) we write: ’X{‘ = X{ (ZSL;I ¢571¢L73‘) = 0, that is X{ =0.
This is a contradiction! This contradiction proves that I > 0. O
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Remark 1 Notice that if {¢¢},cn € 2" and | A ® Boll, < 1 the solution also exists on an
infinitely long pipe.

Proof Considering the norm of representation (38), where £ — oo. Then, from our assump-
tion, we can guarantee convergence of the series. If there exists M > 0 such that

1((A® Bo) B> +B1)¢[,S||2 <M foralll,s e N.

then it follows that |X;|, < A ® Boll§ [v], + ————.
? 2T -4 ® Bolly

This proves that {X;},cy € €27, O

Another possibility for boundary control of system (31)—(34) is to steer it with data at the
initial pass, that is, by choosing appropriately xo(0) = v(0), xo(1) = v(1), ..., xo(a) =
v(a), while keeping the boundary data fixed. From the operational point of view this makes
a lot of sense and corresponds to choosing the most adequate inlet pumping regime to steer
the system to a required state.

Definition 2 (Boundary control through initial data) System (31)—(34) is completely pass
controllable by initial data if for any boundary conditions ¢,, whose compact support is L,
and any given terminal pass x s (k), whose compact support is K, there exists a sequence
v(0), v(1), ..., v(a) such that x;, = xy, for every k.

A criterion for this type of controllability is stated in the following theorem:

Theorem 2 System (31)—(34) is completely pass controllable by initial data if A ® By €
R2**2% hag full rank, where A and By are the matrices defined in Theorem 1.

Proof We consider the state equation (31) for every point of the pass and write it in the matrix
form, in a similar manner as we have done in the proof of Theorem 1. That is, we consider
the representation of the solution (38):

X = (A® Bo) v+ (A® Bo) "' Bigo
-1
+ D (A® Bo) ! (A® Bo) By + B1) pe—s + By

s=1

Hence

Xe = X¢— (A® B)' ' Bigo
-1
— D (A® Bo)' ' (A® Bo) By + B1) ¢y — Baghe

s=1

= (AQ® By)‘v

with £ = L, we have X; = (AQ Byl v, thatis, v = (A® By) L X, provided that the
inverse of the matrix (A ® By) exists. Whenever this happens (i.e., the matrix is of full rank),
v represented in this manner steers the system to the required state. O

Remark 2 Reachability is not treated in this work since, from the operational point of view,
it does not make sense to go back to the inlet of the pipeline nor to go back in time.
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4 Observability of the system

Consider the full model (31)—(34), that is a general output equation where C € R>*2.

Definition 3 (pass boundary observable) System (31)—(34) is pass boundary observable in
L =1{0,1,...,L}if for all £; € L, and initial data ¢y = v(0), v(1), ..., v(«a), whenever
having two trajectories x¢(k), x¢(k), whose compact support is K x L, originated from the
same boundary data, ¢y, whose compact support is I, then Cx,(k) = Cx¢(k),0 < £ < {1,
it follows necessarily that x, (k) = X, (k).

Setting x¢ (k) = x¢ (k) — X¢(k), whose compact support is K x L, then pass boundary observ-
ability is equivalent to the condition that Cx¢(k) = 0, = Xx¢(k) = 0,0 < ¢ < {1, where
X¢(k) is any solution of the homogeneous equation, i.e., with ¢, = 0,0 < £ < ¢y, and
v(k) = O for every k.

We obtain the following sufficient pass boundary observability criterion.

Theorem 3 System (31)—(34) is pass boundary observable in L if matrix CB, is of full rank,
where C = diag(C, C, ..., C).

Proof Consider the output equation (32) and use recursively (31):

ve(k) = Cxe(k) = CA* 2 Boye_ (1) + - +
+CABoye—1(k —2) + CBoye—1(k — 1)
+C (Ak_léoc + (Ak_] + -+ 1) Bli—l) -1
+C(AF 4 (A2 1) B g,
where A := A({) and compact support K x L. In order to write this in matrix form, we

define: Y, := (yg(l) ye(2) ... yg(a))T and hence:

Yo=C (A ® éo) Yo 1+ CBipe—1 + CBagy (43)

whose compact support is L.
Now, we obtain a representation for the state vector such that (37) is a particular case
when we consider C = I:

X¢ = (A ® Bo) CX¢—1 +Bide—1 + Bagy, 44)
' i
where B; := A"V (0)ByC + Z AS~1(€) B, and the compact support of X is L.

s=1
We also obtain a representation that depends only on the initial and boundary conditions:

X, = [(A@ Bo) C][ v+ [(A@ éo) C]H B1 o

-1 . O—(s+1) N -
+ > [(4® k)] (4@ Bo) CB2+ Bi |6y +Bage.  (45)
s=1
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Substituting (45) in (43) in order to obtain a recursive representation for the output pass
vector that depends only on initial and boundary conditions, hence:

vo=c[(ao k)] vic[(as )] B

£2 . —(s+1) - _
+c> [(A@Bo)c] T [(A® Bo) CBy +B1 ¢y +Bage
s=1

+C [(.A ® 30) CB; + Bl] ¢o—1 + CBage

Without loss of generality, we assume that B; & B, since this does not matter for the proof.
Then, we can write:

ve=c[(ae k)] vic[(aebo)c] B

o3 [(4e 50) €] [(4 o) CBa +51] 4y + Bage + Bl
Po=c[(aeBo)c] B (¢ do)
+ CZ (4o Bo)c] ™" [(4e Bo) s + 5] (4~ )

+CB, (¢z - @z) ,

where ¢;, qé, denote the boundary data for trajectory Xy, X¢, respectively.
Setting Y, = 0, ¢ € L, we obtain:

¢=0:0=CB, (¢0 - ¢30) — (¢0 - &0) — 0, because CB; s of full rank
¢=1:0=CB (4 — o) + CB2 (1 — &1 ) = CB2 (¢1 — 1)
= (¢1-a1) =0
¢=2:0=C(A® Bo) CBi (40— do) + [ (A® Bo) CB2 + By | (91 — 1)
+CBa (62— $2) = CB2 (2 = 2) = (d2—2) =0

Continuing in this way, we obtain ¢ — ¢¢ = 0, for every £ in the compact support L, and this
yields X, = 0; from what we conclude that, at every pass-£, the boundary data is uniquely
defined by the measured output Y. O

Definition 4 (Initial pass observable) System (31)—(34) is initial pass observable in L if
for all boundary data ¢, with £ in compact support L, whenever having two trajectories
x¢(k), x¢(k), whose compact support is K x I and ¢ € L, originated from the same initial
datav(0), v(1), ..., v(a),then Cxy(k) = CXp(k)alwaysimplies xg (k) = x,(k),0 < £ < {;.
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Theorem 4 System (31)—(34) is initial pass observable in 1L if matrix
~ l
c|(4® B)c]
is of full rank.

Proof Recall the compact output representation (46) and consider two of these trajectories
where the boundary conditions are the same for both trajectories. Hence:

N - - ¢
fe=c(xe- %) =c[(a@B)c] w-,
where v, ¥ denote the initial data for trajectory X¢, Xy, respectively. Setting Y = 0, we obtain

C (Xg — X[) =C [(.A(X) Bo) (C]Z (v—0) = v — v =0 provided C [(.A(X) E’o) (C]Z is
invertible. O

5 Stability of the system

To state the gas pipeline as a repetitive process in operator terms, recall model (43):

Yoy =C (.A ® Bo) Yo+ CBi¢y + CBogpyt1.

Definition 5 Define L, := C (.A ® Bo) suchthat L, € B(Ey, Ey), thatis, Ly is abounded
linear operator mapping E, into itself, where E, is a Banach space, that is, the Hilbert space
229 equipped with the usual vector norm in R2. Consider Wy, a linear subspace of E, . Thence,
the system dynamics (43) is described by a linear recursion relation of the form:

Yor1 = LoYy + beya, 47

where Y, € E, is the pass profile at pass-¢ and is defined in a compact support £ € L. « is
the pass length. L, Y, is the contribution from pass-£ to pass-(£ + 1). Moreover, we define
the disturbance sequence {b¢41}y~(, where byy1 := CB1¢¢ + CBore4+1 € W, and compact
support L; it represents the initial/boundary conditions and the system disturbances.

Definition 6 (Asymptotic stability) A linear repetitive process of type (47) is said to be
asymptotically stable if 36 > 0 such that, given any initial profile Yy and any strongly
convergent disturbance sequence {b¢};>; € W, the sequence {Y;},>; generated by the
disturbed process

Yor1 = (Lo +7) Yo + beg1, (48)

and whose compact support is L, converges strongly to a limited profile Yo, € E, when
vl <.

In a gas pipeline, y can be interpreted as the disturbances on the measurements at every
pass-£, enviable to be as small as possible. From which we may have ||y | < §, with § a very
small positive value.

Next, we look for stability criteria suitable for implementation for the gas RP model. To
do this, we apply the general theory of stability in Rogers et al. (2007).

Theorem S The linear repetitive process (47) is asymptotically stable if and only if p (Ly) <
1.
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Proof See page 44 of Rogers et al. (2007, Chapter 2). O

Also, by manipulating the boundary conditions, ¢¢, the disturbance sequence {b,},> can
always be driven to a stable regime of operation.

Theorem 6 Suppose that the linear repetitive process (47) is asymptotically stable and
{be}os1 converges strongly to boo. Then the strong limit Yoo = Zlim Yy is designated the
g

limit profile corresponding to {bg}e . Furthermore, the limit prOﬁlewcorresponding to this
disturbance sequence is the unique solution of the compact equation Yoo = Ly Yoo + boo-
Thatis Yoo = (I — Lg) ! boo.

Moreover, the limit profile, Yoo, is independent of the initial pass profile, Yy, and the
direction of approach to b .

Proof See page 45 of Rogers et al. (2007, Chapter 2). O
It is also possible to interpret asymptotic stability in BIBO terms.

Definition 7 (BIBO stability) The linear repetitive process (47) is said to be BIBO
stable, over the finite compact support K of y,(k), if 3§ > 0 such that, given
any initial pass profile Yy and any disturbance sequence {b¢},>; bounded in norm
(i.e., {be}e>1 < ¢y for some ¢; > 0 and V€ > 1), the output sequence generated by the dis-
turbance process (48) is bounded in norm provided ||y | < é.

Remark 3 The equivalence between asymptotic stability and BIBO stability for this type of
processes has been established in Theorem 2.1.9 of Rogers et al. (2007, Chapter 2).

We recall the output equation from model (1):

Yetk) = Cxe(k) + D~ Dpiye(p)
p=0

Dyy D2y -+ Dig—1)

Di3 Dy -+ Dig—1)2
and define Dg :=

Diy Doy -+ D((xfl)a
In order to write the output equation as an equivalent 1D system:

Doy
Doy
Yeri =CXe+ | . | ®@C®¢e-1) + DoYe-1. (49)
DOOt
Remark 4 A necessary and sufficient condition for stability equivalent to the spectral radius
is p (Dg) < 1.

From model (32), we have that for gas networks Dy is always zero, then we conclude that
the gas pipeline system is asymptotically stable.
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5.1 Stability along the pass

Asymptotic stability (or equivalently BIBO stability over the whole pass length) guarantees
the existence of a limit profile. However, this pass profile may become unacceptable along the
pass dynamics. In order to express stability along the pass of the repetitive process (31)—(34) in
terms of the rate of approach to the limit profile, as the time horizon goes to infinity, « — oo,
we recall Lemma 2.2.1 from Rogers et al. (2007). This result states that, under asymptotic
stability, the output sequence {y, (k)}, whose compact support is K x L, approaches the limit

—1
profile at a geometric rate governed by a scalar A := (1 + ) € (0, 1). Being « the

| Ll
pass length, then the definition along the pass is expressed in terms of finite bounds on the

scalars My and A,, o — oo. That is, the rate of approach of the output sequence to the limit
profile has a guaranteed geometric upper bound independent of the pass length.

Definition 8 (Stable along the pass length) The linear repetitive process (31)—(34) is said to
be stable along the pass if finite scalars exist, M and Ao € (0, 1), independent of the pass
length, which for each constant disturbance by = bs, With compact support L, ensure that
the output sequence satisfies:

boo(k
1) — Yoo Ol = Moghly [Hyo(k) N MH] ’

1 — 2o
for the compact support of y, (k) to be K x L.

Next, in order to state a more useful condition in the sense of being more appropriate to the
development of conditions under which the stability holds, we recall a result that follows
immediately from Theorem 2.2.4 of Rogers et al. (2007, Chapter 2).

Theorem 7 Suppose the pair (A(E), Bg) to be controllable and the pair (A({), C) to be

observable. Then the linear repetitive process (31)—(34) is stable along the pass if and
only if there exist real numbers ¢ > 0 and ) € (0, 1) such that for every choice of |z| >

Ao (A(E) 4 Eozlzc) <l—¢

Proof The proof follows immediately from substituting the matrices of the gas model into
the classical result stated on page 62 of Rogers et al. (2007, Chapter 2). O

To look for equivalent conditions to develop computer implementable stability tests, we
define the forward shift operator along the pass as x¢(k + 1) = zjx¢(k) as well as z as
the forward shift operator pass-to-pass applied to y¢(k), i.e., yo+1(k) = z2y¢(k). Then, the
process dynamics along the pass can be expressed as:

yes1(k) = C (21 — A€+ 1)~ Boye(k)

+ (C@l = A€+ 1) By C il — AU+ 1) Beyy) (d’fjl) ’

and defining G (z1) := C (211 — A + 1))~ ! it becomes:

yer1(k) = G (z1) Boye(k) + (G (z1) Be G (21) Bey1) ((ﬁfil) '

From the structure of G (z1), we obtain a definition of the inter pass characteristic polynomial:

C(z1,22) =det(zil — A+ D). (50)
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Remark 5 The finite length of the pass does not cause a problem in the application of the z;
transform provided this is extended from o to co. We assume this to be the case.

Then a theorem equivalent to Theorem 7 can be formulated:

Theorem 8 Suppose that

(i) p(A(D) <1
(ii) all poles of the transfer function G (z1) are inside of the unit circle.

Then the linear repetitive process (31)—(34) is stable along the pass.
Proof See page of Rogers and Owens (1992). O

It is also possible to express stability along the pass in terms of the characteristic polynomial.

Theorem 9 Suppose the pair (A(Z), EO) to be controllable and the pair (A(£), C) to be

observable. Then the linear repetitive process (31)—(34) is stable along the pass if and
only if its characteristic polynomial (50) satisfies C (z1,z2) # 0 € U2C, with IUZC =
{(z1,22) : |z1|l £ 1, |z2| < 1} as the closed bidisc.

Proof See page of Rogers and Owens (1994). O

The conditions of Theorem 9 can easily be tested since they are straightforward, specially
when aided by computer analysis. Also the last conditions can be tested by generating a
Nyquist plot of G (z1) .

6 Illustrating example

A gas pipeline section located near Sines, in the south of Portugal, cylindrical with a diameter
of d = 793 mm, a length of L = 35.58 Km, and a roughness factor of A = 0.005 mm is
used to illustrated some of the results of this article. Also ¢ = 340 m/s. Operational field
measurements are the supply and offtake mass-flows as well as the pressures along the entire
network. Then we calculated § = 60 kg/s and p = 8 x 10° Pa from this data. This data has
been supplied by REN-Gasodutos, Portugal.

Then, we substitute this data into formulas (11)—(15), obtaining § = 0.4939, £(¢) =

2.6564 x 106——, p = 2.3406 x 10°, y(£) = 2.6564 x 10°— 5 — 04939, a(6) =
pe) p0)

1
1 — 8.8546 x 104%case study. The linearisation mentioned before formula (30) is done
p

graphically.
Then:
1
1—8.8546 x 10*——  2.6564 x 10°— —0.4939
xetk+1) = (0 p(0)? xg (k)

—2.3406 x 10 1

( 0 0.4939
+

23406 x 100 0 ) xe—1(k) +Fe—1,¢.
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7 Conclusions and future work

In this work we model the gas pipeline as a repetitive process with smoothing. The system
is steered to any demanded operational level through an adequate initial pumping regime
and/or operational boundary conditions. For this reason, we study boundary control of the
system. In addition, the observability of the system is also studied and it is found this to be
highly dependent on the network instrumentation. The system can always be made virtually
observable by using advanced networks simulators. Based on classical 2D results, we also
study asymptotic stability along the pass stability for the network, withdrawing inclusive
some applicable criteria.

In the immediate future, we would like to reformulate the gas game described in (Azevedo
Perdicotilis and Jank 2012) using boundary control.

Furthermore, a study of the same problem using an operator approach needs to be done,
as well as a study of the stability for boundary control. These ideas should be then extended
to Nash games.
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