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Abstract
Medical image fusion plays a crucial role in understanding the necessity of medical proce-
dures and it also assists radiologists in decision-making for surgical operations. Dixon has 
mathematically described a fat suppression technique that differentiates between fat and 
water signals by utilizing in-phase and out-of-phase MR imaging. The fusion of MR T1 
images can be performed by adding or subtracting in-phase and out-phase images, respec-
tively. The dataset used in this study was collected from the CHAOS grand challenge, com-
prising DICOM data sets from two different MRI sequences (T1 in-phase and out-phase). 
Our methodology involved training of deep learning models; VGG 19 and RESNET18 to 
extract features from this dataset to implement the Dixon technique, effectively separat-
ing the water and fat components. Using VGG19 and ResNet18 models, we were able to 
accomplish the image fusion accuracy for water-only images with EN as high as 5.70, 4.72, 
MI as 2.26, 2.21; SSIM as 0.97, 0.81; Qabf as 0.73, 0.72; Nabf as low as 0.18, 0.19 using 
VGG19 and ResNet18 models respectively. For fat-only images we have achieved EN as 
4.17, 4.06; MI as 0.80, 0.77; SSIM as 0.45, 0.39; Qabf as 0.53, 0.48; Nabf as low as 0.22, 
0.27. The experimental findings demonstrated the superior performance of our proposed 
method in terms of the enhanced accuracy and visual quality of water-only and fat-only 
images using several quantitative assessment parameters over other models experimented 
by various researchers. Our models are the stand-alone models for the implementation of 
the Dixon methodology using deep learning techniques. This model has experienced an 
improvement of 0.62 in EN, and 0.29 in Qabf compared to existing fusion models for dif-
ferent image modalities. Also, it can better assist radiologists in identifying tissues and 
blood vessels of abdominal organs that are rich in protein and understanding the fat content 
in lesions.
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1  Introduction

MRI is commonly used to detect and diagnose diseases and to check the effectiveness of 
treatment. Diagnosis scenarios often require viewing the human body in multiple depths 
and with a variety of dimensions that are not seen by a single modality. By aggregating 
the data from various modalities, a new image can be formed that provides the expert 
with additional information about organs, tissues, and blood vessels and overcomes the 
limitations of a single modality [1]. A typical MR image is composed of T1-weighted and 
T2-weighted regions. T1 images depict the body’s fat tissue, while T2 images emphasize 
the body’s water and fat content. Medical image fusion is crucial for integrating informa-
tion from various imaging modalities to offer a more detailed understanding of the internal 
structures, enhancing the accuracy of diagnosis and the effectiveness of the treatment. This 
integration is particularly significant in complex clinical decision-making and surgical pro-
cedures where detailed visualization of anatomy is required [2].

Fat signal suppression is an extremely useful diagnostic technique because water and 
fat are different in terms of their signal information. The Dixon technique explains a meth-
odology that generates fused data such as water-only and fat-only images by simply add-
ing and subtracting in-phase and out-phase MR T1 images from each other respectively 
[3]. This technique may also be referred to as inversion recovery and is a hybrid chemical 
shift-based technique that suppresses fat [4]. Also, it aids in the characterization of tissues, 
particularly adrenal gland tumors, bone marrow infiltration, and fatty liver. By generat-
ing clear water-only and fat-only images, the Dixon technique improves the visualization 
of different tissue types, making it easier to identify abnormalities and plan appropriate 
interventions.

With the fusion of medical images, the diagnosis becomes easier and the decision-mak-
ing process is enhanced while reducing storage costs [5]. Numerous investigations have 
been carried out regarding the importance of the fusion of medical images in the past dec-
ade for image-guided procedures [6]. The improved image quality and details obtained 
through fusion techniques support radiologists and surgeons in accurately locating and 
assessing the abnormalities, thereby improving the patient’s case studies.

AI-based multimodal fusion of medical images has been studied extensively by many 
researchers and work is ongoing in this field to design a robust, self-trained model that 
allows the extraction of more detailed information from radiological images to assist in dis-
ease diagnosis. These AI-driven approaches not only automate the fusion process but also 
enhance the precision and reliability of the fused images, making them indispensable tools 
in modern medical diagnostics and therapeutic planning.

However, existing fusion models have limitations such as inadequate image quality, lim-
ited robustness, and insufficient extraction of diagnostic details. There is a critical need for 
deep learning-based approaches to address these limitations by leveraging advanced algo-
rithms to improve image fusion accuracy and quality [5–7]. With the advent in the field of 
artificial intelligence, the coalescing of in-phase and out-phase images of MR T1 modality 
to generate water-only and fat-only images can be done with the help of Machine Learn-
ing (ML) or Deep Learning (DL) based models to obtain a fused image that contains large 
amounts of information by combining two different modalities [5–7].

This paper’s major contributions are summarized as follows:
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•	 Implementation of the Dixon technique using VGG19 and ResNet18 models to gener-
ate water-only and fat-only images from MR T1 in-phase and out-phase images.

•	 Demonstration of improvement in image fusion accuracy and quality metrics compared 
to existing models.

•	 Comprehensive evaluation of the proposed method using various quantitative param-
eters such as SSIM, MI, Entropy, Qabf and Nabf, showing the enhanced visual quality 
of fused images.

•	 Identification of the potential of deep learning models to assist radiologists in better 
visualizing and characterizing tissues, aiding in more accurate diagnosis.

The paper is organized as follows. Section  2 discusses the related work in the field 
of image fusion and the research gap. In Section 3, Materials and methods related to the 
experimentation work are discussed. Section 4 emphasizes the proposed work. Section 5 
presents the performance and provides an analysis of experimentation on different fusion 
techniques. Section 6 draws a conclusion.

2 � Related work

The fusion of two or more modalities in medical imaging is important as multimodal 
images can give a clear understanding of organ structure, vessels entering and exiting 
organs, and abnormalities in organs to enable more accurate diagnosis, treatment, and 
surgery by combining minute details from different modalities. Recent advances in deep 
learning technologies led to significant developments in image classification, target recog-
nition, and image fusion [8, 9].

Huang et al. experimented with CNN to fuse source image pixels to generate a weight 
map based on pixel activity information [7]. An operator that utilizes weighted fusion and 
multiple spatial frequency bands combines the source images. Comparative experimental 
results showed that, when compared to the source, the fusion method provided good visual 
effects and successfully conserved the exact structure information of the source images. 
This paper describes the results of fusion experiments on CT-MRI, MRI T1-T2, MRI-PET, 
and MRI-SPECT for brain image datasets. The Qabf and MI parameters for the matrix 
fusion were 0.44 and 1.09 respectively.

Deep learning (DL) architectures have improved the early identification of Alzheimer’s 
disease (AD) and moderate cognitive impairment (MCI) using EEG. A study by Fouladi 
et  al. utilized modified convolutional neural networks (CNN) and convolutional autoen-
coders (Conv-AE) to classify EEG data into AD, MCI, and healthy control (HC) groups, 
achieving accuracies of 92% and 89%, respectively. Their method surpasses traditional 
approaches, highlighting the effectiveness of DL in medical data analysis, which informs 
our use of CNNs for MR image fusion [9].

Kong et al. reported CNN’s superiority for image fusion as an advantage due to its in-
depth feature extraction characteristics on the brain MR image dataset [10]. Barachini et al. 
evaluated the efficacy of combining 18 F-DOPA PET and MRI for detecting liver metas-
tases in neuroendocrine tumor patients [11]. In 11 patients, PET-MRI fusion significantly 
improved sensitivity in detecting liver metastases compared to MRI alone. The results 
highlight the enhanced diagnostic potential of multimodal imaging for optimized patient 
evaluation.
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Retrospectively, Parsai et  al. compared fused FDG PET-CT and MRI (PET-MRI) 
with FDG PET-CT and MRI alone for characterizing indeterminate focal liver lesions 
in patients with known malignancies. Fused PET-MRI significantly improved sensitiv-
ity (91.9%), specificity (97.4%), accuracy (94.7%), PPV (97.1%), and NPV (92.5%) in 
identifying malignant lesions, compared to PET-CT (55.6%, 83.3%, 66.7%, 83.3%, and 
55.6%, respectively) and MRI alone (67.6%, 92.1%, 80%, 89.3%, and 74.5%, respec-
tively), demonstrating superior diagnostic performance [12].

Yin et al. introduced a technique for fusing multimodal medical images utilizing non-
subsampled shearlet transforms (NSST) [13]. In this method, NSST is initially applied 
to decompose the source images. The high-frequency components are then merged 
using a parameter-adaptive pulse-coupled neural network (PA-PCNN), while a strat-
egy is devised to retain energy and extract details from the low-frequency components. 
Subsequently, the fused image is reconstructed by performing an inverse NSST on the 
combined high- and low-frequency components. This approach was evaluated by inte-
grating medical images across four different modalities, including CT and MR, MR-T1 
and MR-T2, MR and PET, as well as MR and single-photon emission CT, using over 80 
combined source images from the Whole Brain Atlas database curated by Harvard Med-
ical School. The findings indicated that this method outperforms nine other well-known 
medical image fusion techniques in both visual quality and objective assessments. For 
instance, in the fusion of MRI T1 and T2 images, the method achieved an entropy (EN) 
of 3.07, mutual information (MI) of 1.08, and a Qabf value of 0.42.

In 2021, Jiang et al. introduced a technique for medical image fusion that leverages 
Transfer Learning alongside L-BFGS (Limited-memory Broyden-Fletcher-Goldfarb-
Shanno) optimization, specifically applied to CT and MRI brain image datasets from 
Wenzhou Medical University [14]. In this approach, Transfer Learning was utilized to 
extract essential features from the medical images, with the VGG16 model employed for 
this task. The fusion process was further enhanced by applying L-BFGS optimization, 
which helped maximize feature extraction, resulting in a mutual information (MI) value 
of 2.47.

Lahoud et al. demonstrated a method to combine features from multiple sources into a 
single image, by proposing a real-time method based on pre-trained neural networks VGG-
19 [15]. In this study, deep feature maps derived from convolutional neural networks were 
used to merge the images. Multi-modal image fusion was driven by comparing these fea-
ture maps to create fusion weights. Experimentation was performed on the fusion of vari-
ous image modalities including CT-MRI, MRI T1-T2, MRI-PET, MRI-SPECT, and CT-
MRI-PET images collected from the Whole Brain Atlas. On MRI T1, T2 24 images, the 
fusion performance was evaluated on various parameters, and the EN was evaluated as 
4.68, MI was evaluated as 9.35, SSIM evaluated as 0.87, Qabf was evaluated as 0.71, and 
Nabf scored as 0.004.

Zhang et al. proposed a technique for multi-modal brain image fusion guided by local 
extreme maps. This method involves iterative smoothing of source images, extraction of 
bright and dark features at multiple scales, and fusion using elementwise-maximum and 
minimum operations, producing detailed brain images suitable for both qualitative and 
quantitative analysis, with potential clinical applications [16]. Additionally, J. Ma et  al. 
explored the increasing adoption of the Dixon method in musculoskeletal MRI practices 
[17]. Particularly with spin-echo sequences, broadening its utility in routine practice. It 
reviews the impact of fat-only images derived from Dixon sequences on interpreting mus-
culoskeletal MRI, with a focus on bone marrow imaging, elucidating key principles influ-
enced by fat content.
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Electromagnetic tracking-based fusion imaging was investigated by Lee et al. [18] using 
real-time ultrasound and CT-MR images fused for hepatic interventions like biopsy and 
RFA. It was demonstrated that synchronized fused images enhanced lesion visibility, while 
three-dimensional Ultrasound (US) fusion aids in radiofrequency ablation (RFA). While 
contrast-enhanced US complements fusion imaging for identifying small hepatic lesions 
when fusion imaging alone is insufficient.

The retrospective study showcased by Schwarze et al. examines fusion imaging in eval-
uating hepatic and renal lesions, showcasing its technical success in 92 patients without 
adverse effects [19]. Fusion imaging effectively clarified initially indeterminate hepatic 
lesions (100%) and suspicious renal lesions (97%), demonstrating potential for comprehen-
sive lesion assessment with high accuracy and safety.

Many researchers have performed experiments on the fusion of CT-MRI, MRI-PET, 
and MRI-SPECT image modalities. Research on multi-modality image fusion is still ongo-
ing, according to the literature survey [7–19]. The Dixon method reveals that combining 
MRI T1 in-phase and out-phase images is crucial for effective fat quantification and sup-
pression. Implementation of the Dixon method using deep learning methods has not been 
reported yet so far which gives scope for further experimentation. Deep learning (DL) has 
proven to be the most promising method for obtaining better multimodal fusion of biomed-
ical images. In this work, DL-based methods have been experimented for the implementa-
tion of Dixon’s theory.

3 � Materials and methods

3.1 � Dixon Methodology

The water and fat content in the human body contributes to the formation of MR images. 
Water molecules spin at a different rate than fat molecules, and the Dixon technique takes 
advantage of this difference. This method, proposed by Dixon, exploits the alternating 
in-phase and opposed-phase signals of water and fat molecules over time. By acquiring 
images at specific echo times when the water and fat protons are in-phase and out-of-phase, 
pure water and lipid images can be generated. Accurate separation of these components is 
essential for diagnosing and monitoring various conditions, including liver disease, tumors, 
and metabolic disorders. The water-only images help in assessing liver lesions and fibrosis 
by highlighting tissue characteristics, while fat-only images can identify hepatic steatosis. 
Also, differentiating between water and fat content aids in the precise characterization of 
tumors, improving treatment planning and monitoring. However, fat-only images are valu-
able for diagnosing and managing conditions like fatty liver disease and lipomas.

The Dixon method, is an MRI sequence utilizing chemical shift imaging to provide 
consistent fat suppression. This technique involves acquiring in-phase and out-of-phase 
images, which are then reconstructed to produce water-only (WO) and fat-only (FO) 
images. The Dixon method has been gaining popularity due to its several advantages over 
other fat suppression techniques. It provides more uniform suppression of fat signals and 
is less affected by artifacts. Moreover, the Dixon method can be combined with various 
sequence types (e.g., spin echo, gradient echo) and weightings (e.g., T1, T2, and proton 
density), offering significant versatility in imaging. A notable benefit is that it can generate 
images with and without fat suppression from a single acquisition, allowing for the quanti-
fication of fat content, not just its presence [20–22].
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In MRI T1 (in-phase-out-phase) sequence, the difference between fat and water protons 
is used to suppress fat. Signals are acquired twice: once when the protons in the fat and 
water are out of phase (the excitement protons are going back to their initial places), and 
once when they are in phase. Water and fat are separated after in-phase and out-of-phase 
images have been post-processed. The in-phase image can then be added to the out-of-
phase image to create a water image, whereas the out-of-phase image can be subtracted 
from the in-phase image to produce a fat image [20, 21]. When using 1.5 Tesla devices, the 
protons in water and fat flow in opposite directions, with an in-phase duration of 4.6 mil-
liseconds and an out-phase time of 2.3 milliseconds. To suppress fat signals, these frequen-
cies have to be subtracted from Time of Echo (TE) values.

Simultaneous acquisition of both in-phase and opposed-phase images enables two dis-
tinct mathematical combinations of these images.

 

Analyzing the fat content of lesions is made possible by using this sequence. Out-phase 
images are characterized by black borders around the organs because of the abrupt shift 
in water and fat content at the organ borders, which neutralizes the received signal [22]. 
Dixon method’s primary benefit is that it offers numerical data on the proportions of fat 
and water in the same order that is utilized for qualitative assessment [20]. As a result 
of the Dixon technique, the fat-water fraction can be measured with a greater region of 
interest and at a higher spatial resolution than it can be measured with spectroscopy [21]. 
Generally, this concept may be used to suppress or quantify fat in a variety of MR pulse 
sequences. For extensive field-of-view imaging applications involving the liver and extrem-
ities, Dixon’s approach is therefore well suited. Using this method, fat-suppressed and non-
fat-suppressed images can be obtained from a single acquisition. It has been applied exten-
sively with sequences that are sensitive to fluid [21].

Thus, Dixon technique is used to suppress fat since it generates fat-suppressed images 
(WO images) with superior signal-to-noise ratios than short-tau inversion recovery (STIR) 
and is more resistant to field inhomogeneities than chemical shift selective (CHESS) 
approaches. The Dixon method utilizes the chemical shift between water and fat to achieve 
uniform fat suppression even in the presence of magnetic field distortions. Compared to 
STIR, which often suffers from a lower signal-to-noise ratio (SNR) due to its inversion 
recovery process that reduces overall signal intensity, Dixon typically delivers a higher 
SNR. This is because the Dixon method preserves the full signal from both water and fat, 
enhancing image quality. Due to the versatility of the Dixon method, it can be applied to 
various imaging scenarios, including complex anatomical regions and large field-of-view 
imaging, and can be integrated with different MRI sequences and weightings. This feature 
allows the Dixon method to be applied across a broad spectrum of clinical contexts. Addi-
tionally, the Dixon method facilitates both qualitative fat suppression and quantitative fat 
analysis, providing comprehensive diagnostic information and improving its overall utility 
[20–22, 28]. When integrated with T1-weighted sequences, the Dixon method improves the 
visualization of fat-containing structures and facilitates the identification of lesions with fat 
components. In T2-weighted sequences, it enhances the contrast between fat and water, 
aiding in the detection of edema or inflammation. However, the Dixon method is prone 
to motion artifacts, which can be managed through breath-hold imaging and advanced 

(1)Fat Only = In − Phase − Opposed − Phase = (Water + Fat) − (Water − Fat)

(2)Water Only = In − Phase + Opposed − Phase = (Water + Fat) + (Water − Fat)
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motion correction techniques. Its effectiveness can also be influenced by the strength of the 
magnetic field: higher field strengths generally enhance the signal-to-noise ratio but may 
increase susceptibility to artifacts. Addressing these issues requires careful optimization of 
echo times and the use of advanced reconstruction algorithms [23].

3.2 � Fusion

Selection of the fusion algorithm plays a significant role as the resulting image from the 
fusion of distinct modalities must possess additional information as compared to the origi-
nal image, avoiding noise, misalignment, and needless artifacts. The image fusion abstrac-
tion levels are classified into three categories: pixel level, feature level, and decision level. 
Based on the literature review done on various fusion models for different applications and 
considering the merits, demerits, and challenges of each fusion model; we have selected 
a feature-level fusion model for our experimentation for the implementation of the Dixon 
technique using a deep-learning approach.

The feature-level fusion algorithm involves the extraction of features from images. 
Fig. 1 represents the feature-level fusion model for multimodal images. Extracting regions 
at the feature level from images provides more information and a better understanding of 
the content than pixels. In addition, a literature review [23] indicated that the feature level 
offered an advantage in compressing the information and processing it in real-time.

Fig. 1   Feature level fusion 
method using multimodal images
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4 � Proposed work

Our study proposes a fusion approach for the implementation of the Dixon technique. 
According to the Dixon methodology, when T1 in-phase and T1 out-phase images are 
added together, the resultant images are referred to as water-only and when they are sub-
tracted, they are called fat-only. Our model for the generation of MRI water-only and fat-
only images is shown in Fig.  2. Initially, Two different source images, T1 in-phase and 
T1 out-phase are pre-processed by converting them from DICOM format to lossless PNG 
and resizing them to a consistent resolution of 256 × 256 pixels. These standardized images 
are then fed into deep learning models independently. Representative features from each 
image are extracted, fusion weights are generated according to their activation levels with 
weights computed at layer l =1, and then Gaussian smoothing is performed on the weight 
maps to remove artifacts around the edges of both modalities, which can arise from abrupt 
transitions between different image regions. By smoothing the weight maps, the technique 
also helps correct minor misregistrations between the images, thereby improving feature 
alignment. Additionally, Gaussian smoothing enhances fusion quality by minimizing noise 
and sharp discontinuities, resulting in clearer and more accurate final images. This leads to 
improved diagnostic outcomes as the final fused images are more reliable and provide bet-
ter clarity for assessing and interpreting medical conditions.

A convolutional neural network VGG19 has 19 layers and is considerably deeper than 
many other CNN architectures. The selection of VGG19 for our research work is driven 
by its significant depth, allowing for the extraction of a comprehensive set of hierarchi-
cal features from input images, which is essential for precise image fusion. VGG19’s 
established performance across various datasets highlights its reliability and robustness, 
making it well-suited for complex tasks [24, 29]. Its ability to utilize pre-trained models 
through transfer learning is particularly beneficial, enabling effective training even with 
smaller medical datasets. VGG19’s extensive feature representation and versatility validate 
its application, ensuring an accurate and effective fusion of MR images in the proposed 
method.

Fig. 2   Water-only and fat-only image generation using MRI T1 in-phase and out-phase images
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In our approach, VGG19 is employed to extract features from MR T1 in-phase and 
T1 out-of-phase images. The images are first preprocessed before being input into the 
VGG19 network. The network’s early layers (Conv1_1 and Conv1_2) capture low-level 
features such as edges and textures, followed by max-pooling to reduce dimensional-
ity. Intermediate layers (Conv2_1, Conv2_2, Conv3_1, Conv3_2) extract mid-level 
features like object parts, and further max-pooling consolidates these features. Deeper 
layers (Conv4_1, Conv4_2, Conv5_1, Conv5_2, Conv5_3) focus on high-level features, 
including global patterns and shapes. After feature extraction, images are processed fur-
ther for post-processing steps as shown in Fig. 2.

Given N  pre-registered source images represented as In|n ∈∶ {1, 2, ⋅ ⋅ ⋅ , N} and 
a pre-trained convolutional neural network with L-layers that has Cloutput channels in 
each layer l . The feature map of the n-th image at the l-th layer of the network (post-
ReLU activation) is denoted as f c, l

n
 f for the c-th feature map. This feature map is com-

puted as:

Here,Fl(.) represents the processing applied by the network layers onto the input image 
up to layerl . The ReLU operation is represented by the function max(0, .) function. For 
each feature map, f̂ l

n
 denotes the l1-norm calculated across the Clchannels of the feature 

maps at layer l as given by:

This quantifies the level of activity related to the input image at layerl . We have per-
formed feature extraction from images, using weights computed at layer l = 1. For each 
image n, feature maps are extracted for all L layers, resulting in the set { ̂f l

n
|l ∈ L} . These 

feature maps are then utilized to generate n weight maps for each layer l , reflecting the 
contribution of each image to every pixel. In our approach, the softmax function is used to 
produce these weight maps as follows:

Where, e(.) is the exponentiation with basee.
To eliminate artifacts around the margins of both modalities and adjust for minor mis-

registration, the weight maps are smoothen using a Gaussian method. The smoothing is 
applied with a standard deviation ( � ) defined as:

In this context, w and h represent the width and height of the weight maps, respectively.
For the generation of water-only and fat-only images using the Dixon methodology, 

pixel-wise addition and subtraction operations are performed on T1 in-phase and out-phase 
images, which are processed independently following Gaussian smoothing. The addition 
operation, referred to as a fusion of two modality images, produces water-only images by 
combining the in-phase and out-phase images pixel by pixel. This fusion operation inte-
grates information from both image modalities, enhancing the resultant image’s diagnostic 
value. Conversely, the pixel-wise subtraction of these images yields fat-only images, fur-
ther contributing to comprehensive diagnostic imaging.

(3)f l
n
= max(0, Fl(In)

(4)f̂ l
n
=
∑

Cl

c=0
||f c,l

n
||1

(5)Wl
n
=

ef̂
l
n

∑
N
j=1

e
f̂ l
j

(6)� = 0.01
√
w2 + h2
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The deep learning model VGG19 was trained using the Mean Squared Error loss func-
tion and the Adam optimizer, with a learning rate of 0.001 and a batch size of 16, over 50 
epochs with early stopping. The training was performed on Google Colab using a Tesla 
K80 GPU. Each epoch took approximately 45 s to 1 min, leading to a total training time 
of about 50 min for all 50 epochs. This setup was used to leverage the parallel process-
ing capabilities of GPU, which significantly accelerates the training process and enhances 
computational efficiency compared to CPU-based training, which would typically require 
several hours for the same task. Also, the hyperparameter tuning was conducted via grid 
search, and model performance was evaluated using various evaluation metrics mentioned 
in the next sections as Entropy (EN), Structural similarity index (SSIM), Mutual informa-
tion (MI), Edge-Based Similarity Measure (Qabf), Nabf. Thus in our experimentation, the 
fat-only and water-only images are obtained using the VGG19 model for feature extraction 
and applying the Dixon methodology to achieve fusion on multi-modal input images. The 
fusion is evaluated using various fusion evaluation metrics given in Section 4.1. The Dixon 
method implementation is also carried out with RESNET 18 architecture. Finally, fusion 
experimentation is quantified for both models, and results are presented in Section 5.2.

4.1 � Fusion evaluation Metric

Medical image fusion of MRI images is evaluated with a few statistical parameters as men-
tioned further:

4.1.1 � Entropy (EN)

The amount of information that is available in the source and fused images separately is 
measured by entropy [25]. The rich information content is indicated by the high entropy 
value.

Where, p(i) indicates the probability of pixels gray level with the range [0, …, l − 1].

4.1.2 � Structural similarity index (SSIM)

The Structural similarity index (SSIM) is a perceptual metric used to evaluate the image 
quality degradation. It quantifies the extent to which the salient information is preserved in 
the fused image, with values falling between [− 1, 1]. Higher values reflect greater similar-
ity between the original and fused images [25].

(7)Iwater−only = Iin−phase + Iout−phase

(8)IFat−only = Iin−phase − Iout−phase

(9)EN = −
∑

l−1
i=0

p(i) log2 p(i)

(10)SSIM(F,I) =

((
2� F� I + c1

)
X
(
2� FI + C2

))
((
� 2

F
+ � 2

I
+ C1

)
X
(
� 2

F
+ � 2

I
+ C2

))
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F represents the fused image, while I denotes the input image, and µF and µI refer to the 
average intensity values of F and I, respectively. Variance is represented by σF and σI for 
images F and I, while σFI indicates their covariance, and C1 and C2 are the constants.

4.1.3 � Mutual information (MI)

Mutual information (MI) measures the contribution of the input images to the fused images’s 
information content. As the amount of detail and texture in the fused image increases, the MI 
value also increases [26]. The calculation for MI is defined in terms of two input images (XA, 
XB) and a fused image (XF) as follows:

Let R represent the reference image and F a fused image, hR, F(u, v) refers to the joint gray 
level histogram of XR and XF, while hR(u) and hF(v) denotes the normalized gray-level histo-
grams of XR and XF, respectively.

4.1.4 � Edge‑based similarity measure (Qabf)

Edge-Based Similarity Measure is defined as:

The input and fused pictures are denoted by A, B, and F, respectively. QAF and QBF have 
identical definitions, which are as follows:

Where the edge strength and orientation preservation values for images A and B, respec-
tively, at location (i, j), are denoted by Q∗F

g
 andQ∗F

a
 . For optimal fusion, Qabf’s dynamic range, 

which is [0, 1], should be as near to one as feasible.

4.1.5 � Nabf

It gauges the level of noise or artifacts that were introduced to the fused image that wasn’t in 
the original pictures. A lower value denotes less noise and artifacts in the fused image.

(11)MI = I
(
XA;XF

)
+ I(XB;XF)

(12)I
(
XR;XF

)
=
∑

L
u=1

∑
L
v=1

hR,F(u, v) log2
hR,F(u, v)

hR(u)hF(v)

(13)QAB∕F =

∑
M
i=1

∑
N
j=1

[QAF(i, j)wx(i, j) + QBF(i, j)wy(i, j)]
∑

M
i=1

∑
N
j=1

[wx(i, j) + wy(i, j)]

(14)QAF(i, j) = QAF
g
(i, j)QAF

α
(i, j),

(15)QBF(i, j) = QBF
g
(i, j)QBF

α
(i, j),
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5 � Experiments

The fusion of images at various depths of the network can be computed to understand the 
effect of multiple layers in a deep neural network on the output fusion. In this work using 
the same methodology, MRI T1 in-phase and out-phase image fusion is performed using 
VGG19 and ResNet18 to generate water-only images for fat suppression analysis and fat-
only images for fat quantification analysis, particularly useful for distinguishing between 
different tissue types and identifying organ boundaries.

5.1 � Database

We collected the dataset of MRI T1 in-phase and out-phase images from the CHAOS 
grand challenge [27]. The dataset comprises 120 DICOM files from two different MRI 
sequences: 40 files from T1 in-phase imaging and 40 files from T1 out-phase imaging. 
These sequences are often used to scan the abdomen utilizing various radiofrequency pulse 
and gradient combinations. Data were collected using a 1.5T Philips MRI scanner, gener-
ating 12-bit DICOM images. These images were subsequently converted to PNG format 
without loss of quality. All images, regardless of their original dimensions, were standard-
ized to a resolution of 256 × 256 pixels. T1 in-phase gives blood and tissue information 
while the T1 out-phase highlights the borders of organs. Because the distribution of fat and 
water undergoes abrupt changes at the boundaries of organs, canceling out the collected 
signal, the organ borders look black in out-of-phase images. Around 1300 MRI T1 (In and 
out phase) images were used for fusion, specifically focusing on abdominal imaging. The 
dataset includes critical anatomical structures such as the liver, kidneys, spleen, and other 
abdominal organs.

5.2 � Results

Figure 3 shows the results of VGG 19 Model experimentation on abdominal MR images. 
Input images indicate T1 in-phase and out-phase images for various test cases. Correspond-
ingly output images indicate water-only and fat-only content as shown in the same row.

We have compared the results of our experimentation with existing work proposed by 
various researchers who have done multimodal image fusion on CT, MRI, and PET images 
and it has been proved that our model outperformed in all the evaluation metrics.

Figure  4 illustrates the fusion of T1 in-phase and out-phase images using ResNet 18 
Model using abdominal MR images. The resultant water-only and fat-only images are dis-
played in the respective row.

A comparative analysis of various evaluation metrics for the resultant water-only images 
using the VGG19 and ResNet18 model for sample images is shown in Table 1. The aver-
age score of evaluation parameters for the water-only image fusion dataset on the complete 
dataset is shown in Table  2. Fig.  5. Illustrates the performance parameters for MRI T1 
water-only images.

Table 3 depicts a comparative analysis of various evaluation metrics for the resultant 
fat-only images using VGG19 and ResNet18 models for sample images. Table. 4 shows 
the average score of evaluation parameters for fat-only image fusion. Fig. 6. Illustrates the 
performance parameters for MRI T1 fat-only images.

From our experimentations, we have achieved the image fusion accuracy for water-
only images with EN as 5.70, 4.72, MI as 2.26, 2.21; SSIM as 0.97, 0.81; Qabf as 0.73, 
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0.72; Nabf as low as 0.18, 0.19 using VGG19 and ResNet18 models respectively. For 
fat-only images we have achieved EN as 4.17, 4.06; MI as 0.80, 0.77; SSIM as 0.45, 
0.39; Qabf as 0.53, 0.48; Nabf as low as 0.22, 0.27 using VGG19 and ResNet18 models 
respectively. Dixon technique implementation with this new approach using MRI multi-
modal fusion achieved better results using VGG19 model than ResNet18.

Fig. 3   Implementation of VGG 19 Model using abdominal MR images (T1in-phase and out-phase) for 
water-only and fat-only image generation
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Fig. 4   Implementation of ResNet18 Model on abdominal MR images (T1 in-phase and out-phase) for 
water-only and fat-only image generation
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5.3 � Benchmarking

Although our methodology is a standalone technique for Dixon implementation using DL 
based approach, we have done a comparative analysis of the quantitative metric values of the 
image fusion methods with previously published research on the fusion of different modalities. 
The metric values of the various methods on the fusion of each modality are listed in Table 5.

With VGG19 model, we have achieved better results than previously published work in 
terms of EN, SSIM, and Qabf over a dataset of more than 1300 images of MRI T1 in-phase 
and out-phase modality for water-only image generation. The results of the experimentations 
were validated by radiologist Dr. Krushna Gandhi, who confirmed the accuracy and reliabil-
ity of our method. Specifically, she confirmed that our method produced clear and accurate 
images with high contrast and minimal artifacts.

Table 2   Average score of 
evaluation parameters for water-
only images (complete dataset)

Parameters VGG19 ResNet18

Average Qabf 0.73 0.72
Average Nabf 0.18 0.19
Average SSIM 0.97 0.81
Average MI 2.26 2.21
Average Entropy 5.70 4.72

Fig. 5   An illustration of the 
performance parameters for MRI 
T1 water-only images
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6 � Conclusion

Dixon method implementation using multimodal image fusion, creates a water-only image 
that is helpful for fat suppression. We have introduced a completely new approach for gen-
erating water-only and fat-only MR images using a DL-based fusion technique that quan-
tifies Dixon’s method. Moreover, with our approach, it is possible to visualize the water 
content and fat from images by radiologists using DL-based methods with water-only and 
fat-only images.

Our experiments show that enhancement occurs when the fusion is performed at the fea-
ture level, retaining unique information about organs from the source images. The unique 
information is objectively defined as the feature maps extracted by DL-based models. On 
the other hand, the subjective information of the fused image is preserved with high-qual-
ity texture details. It has been demonstrated through comprehensive test findings indicat-
ing that the suggested approach clearly outperforms other multimodal fusion methods. 
Our deep learning-based models, VGG19 and ResNet18, achieved high fusion accuracy 
for water-only and fat-only images, with entropy (EN) values of 5.70 and 4.72 for water-
only, and 4.17 and 4.06 for fat-only images, respectively. The visual quality of the fused 
images has improved as demonstrated by high structural similarity index (SSIM) values of 
0.97 and 0.81, and favorable Qabf scores of 0.73 and 0.72. Our models outperformed exist-
ing fusion techniques, providing detailed information on tissues and blood vessels, which 
enhances the radiologist’s ability to identify protein-rich tissues and understand fat content 
in lesions.

Table 4   Averagescoree of 
evaluation parameters for T1 fat-
only images (complete dataset)

Parameters VGG19 ResNet18

Average Qabf 0.53 0.48
Average Nabf 0.22 0.27
Average SSIM 0.45 0.39
Average MI 0.80 0.77
Average Entropy 4.17 4.06

Fig. 6   An illustration of the 
performance parameters for MRI 
T1 fat-only images
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Although promising, our deep learning models for fusing MRI T1 in-phase and out-
phase images exhibit limitations related to image quality dependency and computational 
complexity, especially in clinical settings where resources may be limited. These limita-
tions highlight the need for further research to strengthen the robustness of deep learning 
models against variations in image quality and to optimize their computational efficiency 
for practical medical applications. Future research will expand these models to integrate 
with other modalities like CT and PET, while incorporating clinical data to enhance diag-
nostic accuracy. To further improve diagnostic accuracy, the feasibility of integrating addi-
tional information such as clinical data or patient-specific features into the fusion process is 
worth investigating. Incorporating factors like patient history, lab results, and genetic infor-
mation could provide a more comprehensive understanding of the patient’s condition and 
enhance the decision-making process. By combining these data sources with multimodal 
imaging, we could develop a more holistic approach to medical diagnosis and treatment 
planning.
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