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Abstract
Adaptive learning is an educational methodology that allows the personalization of learn-
ing according to the student’s pedagogical path. In digital environments, the strategic use 
of technologies enhances adaptive learning initiatives, enabling a dynamic understand-
ing of intricate contextual nuances and the ability to identify and recommend appropriate 
learning activities. Therefore, this work proposes developing and evaluating a prototype 
that uses a large language model to create adaptive educational activities in face-to-face 
and virtual environments automatically. The applied methodology involves the implemen-
tation of a large language model with advanced cognitive capabilities to generate learning 
activities that adapt to individual needs. A proof of concept was developed to evaluate the 
practicality and usability of this approach. The research results indicate that the approach is 
practical and adaptable to different educational contexts, reinforcing the synergy between 
adaptive learning, artificial intelligence, and learning environments. The proof of concept 
evaluation showed that the prototype is highly usable, validating the proposal as an innova-
tive solution to the growing needs of modern education.
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1 Introduction

The acquisition of knowledge by students consists of an individualized learning curve [1], 
in which each has their pattern of progress, which generally differs from their classmates. 
However, classes are often taught homogeneously without considering the particularities of 
each learner.

The proposal of adaptive learning precisely aims to address these differences, as it 
involves the customization of teaching and learning processes and activities to align with 
each learner’s developmental trajectory [2]. Information and Communication Technologies 
(ICTs) have been enabling the enhancement of this strategy, as computerbased environ-
ments allow the adaptation of activities and content via programming languages. Adaptive 
learning computer environments can store students’ choices and compare them using con-
ditionals, thus tailoring a pedagogical path more suitable for each learner’s learning curve, 
adapting the journey according to their needs [3].

This means that adaptive learning environments that use digital technologies but do 
not use artificial intelligence suffer from two computational problems. The first one con-
cerns spatial limitations, as such environments must initially maintain a large database 
with all activity options at different levels of difficulty so that the algorithm can navigate 
through these options. The second one concerns temporal limitations, as the larger the 
databases are, the slower the search process for new options by learning adaptation algo-
rithms can be.

Although ICTs have aided in the dissemination of adaptive learning, and even with the 
advent of generative artificial intelligence [4], as well as large language models [5] where 
text generation capabilities are virtually unlimited, there are still few research studies that 
explore such technologies for this purpose. In terms of adaptive learning with the assis-
tance of artificial intelligence, we can find papers: (i) review papers that aim to identify 
learning patterns [6]; (ii) case studies on the application of artificial intelligence in this 
context [7]; (iii) papers that assess the potential of existing applications and enable adap-
tive learning models [8, 9], and (iv) papers discussing the application of adaptive learn-
ing in foreign language teaching, analyzing which neural network models could be better 
utilized for this purpose [10, 11]. However, these studies do not provide applications or 
empirical evaluation implementations. One of the few proposals that implement artificial 
intelligence to learning does so in a gamified tutoring environment. It is the work by [12], 
which uses its neural network-integrated into a game.

Unlike the previous proposals, this work utilizes a generative artificial intelligence 
[4] that does not need to be implemented by the application developer but instead uses 
a pre-trained foundation model (GPT-3.5) for adaptive learning development. The idea 
behind generative artificial intelligence models is precisely the possibility of creating new 
and unique content, striving to simulate human creativity to the fullest extent possible. 
Therefore, adaptive learning can benefit from these models in producing new pedagogical 
approaches that can adapt to the individual trajectory of each student.

In this context, this work proposes developing and evaluating a prototype that inte-
grates artificial intelligence and adaptive learning in the form of a reflective (dis- cursive) 
application. Initially, it comprehends the classroom context and subsequently generates 
the activities offered to the students dynamically and at varying difficulty levels. Further-
more, it shall be able to understand and evaluate the written responses to each proposed 
activity and adjust levels and quantities of activity in real-time based on the quality of the 
answers provided by the students. In this way, the pro- posed application should, based on 
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a pre-understood context, generate questions and evaluate responses in such a manner as to 
guide the adaptation of different levels of difficulty for the questions. Finally, the applica-
tion should present to the teacher the individualized trajectory followed by the student.

To achieve this, we have developed a proof of concept that utilizes the application pro-
gramming interface (API) of OpenAI [13]—the company behind ChatGPT. Teachers from 
various fields evaluated the usability of this approach, and the results demonstrated its 
potential for use in both traditional classrooms and virtual learning environments.

Therefore, this article presents three main contributions:

• The first contribution is a discussion on the resumption of adaptive learning supported 
by large language models.

• The second contribution is the development of a prototype (proof of concept) using 
languages and models accessible to teachers at the most diverse levels and education 
systems.

• The third contribution is an in-depth evaluation of the prototype’s usability, accompa-
nied by a discussion on its limitations and future work. This provides a valuable oppor-
tunity for developers of educational applications to implement and enhance the tool in 
their own contexts, as it is freely available.

Thus, the paper is organized according the following structure: in Section 2, fundamen-
tal concepts about adaptive learning are presented and described; in Section 3, the archi-
tectures of generative artificial intelligence and large language models are dis- cussed; in 
Section 4, the proposal of this work is presented; in Section 5, the proof of concept imple-
mented and evaluated in this work is proposed, and its evaluations are discussed in Sec-
tion 6; the final remarks are presented in Section 7, and suggestions for future work are 
discussed in Section 8.

2  Adaptive learning

Adaptive learning has been explored by various researchers in different contexts, both in 
traditional instruction and in assisted instruction [14], as it is a teaching method that uti-
lizes technology to personalize the learning process according to the individual needs of 
the student. Unlike traditional approaches that follow a fixed curriculum and uniform pace 
for all students, adaptive learning aims to adapt the curriculum to each individual’s abili-
ties, interests, preferences, and needs, enabling a personalized and efficient educational 
experience [15].

Adaptive learning has emerged as one of the most promising pedagogical approaches 
in the contemporary technological educational landscape. With roots in customization 
and the ability to meet individual student needs, this methodology reflects a shift towards 
more student-centered teaching, promoting optimized learning processes [16]. However, 
adaptive learning is not a new idea. Since the early days of education, teachers intuitively 
adjusted their approaches based on student responses and needs. What has changed in the 
present era is the scale and precision with which this adaptation can occur, thanks to tech-
nological advances.
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At its core, adaptive learning refers to the ability to modify the educational experi-
ence in real time to suit a student’s individual needs and skills. This adaptation can vary 
in terms of content, resources, activities, and assessments. Technology plays a crucial 
role in facilitating adaptive learning on a large scale [17]. Modern online learning plat-
forms use sophisticated algorithms to analyze students’ real-time performance. These 
systems can identify patterns, such as topics that students find more challenging, and 
adapt the content to address these areas of difficulty. These platforms provide immedi-
ate feedback, allowing students to quickly understand and correct their mis- takes. Addi-
tionally, adjusting the pace of instruction to the student’s level ensures that each student 
is constantly challenged, but not overwhelmed.

The importance of adaptive learning lies in the fact that each learner possesses 
unique learning styles, rates of knowledge assimilation, rhythm and different levels of 
prior knowledge. Therefore, with this approach, the learner can progress at their own 
pace, advancing more quickly in areas where they have more excellent proficiency and 
receiving additional support in areas where they need more assistance [18]. Some essen-
tial features are worth highlighting:

• Customization: In large classes, it is challenging for teachers to meet individual 
needs. Adaptive learning technology overcomes this barrier, allowing for more indi-
vidual-focused education.

• Efficiency: Learning time is optimized by focusing on areas where students are 
struggling and advancing in areas where they are already proficient.

• Engagement: Students feel more engaged when the learning material is relevant and 
appropriate to their level. 

• Item Immediate Feedback: Students can understand their areas of improvement 
before a formal assessment.

Respecting the student’s learning trajectory and curve can promote motivation, 
engagement, and self-confidence. In this way, they are more likely to feel involved in 
the learning process, as they are challenged according to their skill level and receive 
immediate feedback on their performance. This approach helps prevent students from 
feeling discouraged, lost, or bored with a generic and inflexible curriculum [19].

Despite its many benefits, adaptive learning also faces challenges. Resistance to 
change from institutions and educators, the need for proper professional training, and 
concerns about student data privacy are obstacles that need to be overcome. Addition-
ally, technology must not replace the human element in education. Instead, it should be 
a tool that complements and amplifies the educator’s skills. With the growing integra-
tion of technology in education, we are likely to see an even greater adoption of adap-
tive learning. As Artificial Intelligence (AI) and Machine Learning continue to advance, 
adaptive systems will become even more accurate and effective in meeting the needs of 
students [20, 21].

For educational institutions, the key will be to balance technology integration with 
effective pedagogical practices, ensuring that students absorb information and develop crit-
ical thinking and problem-solving skills [22] around them and beyond. Adaptive learning 
represents a revolution in how we approach education. We can make learning more effec-
tive, engaging, and meaningful by placing the student at the center of the learning process 
and adapting it to their individual needs. As we navigate the ever-evolving frontier of edu-
cational technology, we must focus on the ultimate goal: creating learning experiences that 
enable all students to reach their full potential.
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3  Large language models

In the field of information technology, some initiatives employ adaptive learning [23]. 
Below are some examples:

• Intelligent Tutoring Systems: These systems are designed to provide personalized 
instructions. By tracking the learner’s progress, they identify areas of difficulty and 
offer additional resources and exercises to aid in understanding the content.

• Adaptive E-Learning Platforms: These platforms employ machine learning algorithms 
to analyze the learner’s performance and adapt the content based on identified knowl-
edge gaps. This way, they can focus on the areas that need more attention.

• Adaptive Educational Gamification: Educational games can be designed with adaptive 
features, adjusting the difficulty level and challenges according to the student’s pro-
gress. The goal is to keep them motivated and engaged while offering personalized 
learning opportunities.

These initiatives in information technology are transforming education, enabling stu-
dents to learn more efficiently and effectively while respecting their learning trajectories 
and maximizing each individual’s potential.

Large Language Models (LLMs) [5] are machine learning models that perform various 
tasks in natural language processing, such as text generation, text classifica- tion, conver-
sational agents, and translation. LLMs are trained with a large number of parameters to 
match the expected behavior of the model. In the machine learning domain, it is common 
to train generic models referred to as Foundation Models, which can subsequently serve as 
the foundation for specific applications. These base models are trained on large datasets for 
a general task, such as natural language processing (NLP) or computer vision, to learn rich 
and general data representations.

Foundation models like GPT-3 (Generative Pre-trained Transformer 3) [24] from Ope-
nAI are trained on many unlabeled data, such as internet texts or large image databases, 
using unsupervised learning techniques. These models learn to capture pat- terns, struc-
tures, and relationships in the data, enabling them to understand and generate relevant 
information. The foundation of the model is a Transformer archi- tecture [25], a neural 
architecture designed to process sequential data, like text. This architecture employs self-
attention layers to capture relationships between words in the text, enabling the model to 
capture linguistic structures and patterns, allowing for a more comprehensive and context-
aware understanding during text generation.

LLMs initially learn unsupervised by masking tokens (sets of characters or words) in a 
sentence and calculating the probability of tokens that can fit into that space while main-
taining the same context, thereby predicting the next token in a sentence. This process is 
repeated multiple times until the LLM reaches an acceptable confidence level in predic-
tion. Once the base models have been pre-trained, they can be adapted to specific tasks 
through fine-tuning. In this process, the models are trained on smaller, labeled datasets 
specific to a particular task. By adjusting the weights and parameters of the base model, 
it is possible to tailor it to perform more specific tasks, such as text classification, object 
recognition, or automatic translation.

Base models are an efficient approach to machine learning solutions development 
because training a base model typically requires significant computational resources 
and large datasets. By utilizing a pre-trained base model, developers can save time and 
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resources by leveraging the base model’s prior knowledge and focusing on the specific 
task. Additionally, base models are often designed modularly, allowing for reuse in differ-
ent contexts and tasks.

Several current works are using LLMs to support adaptive learning through AI tech-
niques. Liu et al. [26] explore the adaptive clustering-based learning approach to detect and 
categorize visual relationships in images, focusing on identifying and classi- fying interac-
tions between pairs of objects using a network that divides the relationship space into dis-
tinct subspaces. Sudhakaran et al. [27] present a new procedural content generation (PCG) 
approach using tuned GPT-2 models. The central theme revolves around addressing the 
limitations of traditional PCG algorithms by integrating large language models (LLMs) to 
increase diversity and control over generated content. The work of Wen et al. [28] aims to 
incorporate the diversification of categories into rec- ommendation systems without com-
promising the accuracy of recommendations. The methodology involves a two-pronged 
approach: first, developing a Diversity-Aware Causal User Model (DCUM) that estimates 
user satisfaction by unraveling the causal effects of users’ inherent preferences and the 
monotony effect. Second, implementing a ChatGPT-aided state encoder (CSE) provides 
nuanced representations of user states, incorporating information from multiple categories 
that align with potential user pref- erences. Shu et al. [29] present a large instruction-tuned 
language model to improve text rewriting, especially between sentences. This model intro-
duces new data gener- ation and training strategies to enhance the ability of large language 
models (LLMs) to perform rewriting tasks according to specific guidelines.

The tool proposed in this work, AdaptiveGPT, can complement all these works men-
tioned, incorporating their capabilities with new models.

4  LLM adaptive learning proposal

OpenAI provides an API allowing user-developed applications to communicate with fine-
tuned models tailored to specific domains, such as natural language processing, image gen-
eration and editing, audio-to-text conversion, and translation. This work uses an API to 
interact with the GPT-3.5 model, which is optimized for conversational applications in the 
form of chatbots, capable of understanding and generating natural language code.

For this work, GPT-3.5 allows the submission of prompts [30], which are suitable com-
mands to guide the responses generated by the model. We chose OpenAI’s GPT-3.5 model 
due to the speed of response times and also the quality of responses to prompts [31, 32]. 
We prefer to use an already trained foundational model rather than fine-tuning the model. 
This is because the proposal of this work focuses on easy access and easy use by teach-
ers. Therefore, using the model already trained by OpenAI is the best option, as everyone 
who uses the tool will have access to the same model and will not need to worry about AI 
processes and knowledge in training neural networks [33]. The OpenAI API returns the 
answers to the submitted queries (prompts) in the format of a JSON (JavaScript Object 
Notation) file [34], which is an open standard attribute-value format for data exchange 
between applications.

A proposed implementation can be observed in the sequence diagram in Fig.  1. A 
sequence diagram is a Unified Modeling Language (UML) interaction diagram that 
describes how and in what order a group of system objects work together [35]. In this 
scenario, a teacher can use a prompt to provide context to the pre-trained generative 
transformer model (Generative Pre-trained Transformer—GPT), such as the OpenAI 
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API. Based on this scenario, the teacher can guide the model in creating adaptive activi-
ties for the student using new prompts. At the end of the student’s interaction with the 
activities generated by GPT, the model returns to the teacher the entire pedagogical path 
(trajectory) followed by the student.

For adaptive learning to be effective, it is necessary for the prompts in the devel- 
oped application to guide the difficulty level of the subsequent activity based on some 
criteria. GPT offers a range of criteria that can be analyzed in the written text, so we 
chose reflective activities (rather than objective ones). By discussing the questions tex-
tually, it is possible to use GPT to enable assessment beyond right and wrong answers.

If we consider only right and wrong answers as the determining factor for adapting 
activities to students and taking into account that there are questions with different lev-
els of difficulty (easy, medium, and hard), we could have an application that, after pro-
viding context to GPT, begins the activity by generating an easy question. Each time the 
student answers correctly, GPT would increase the difficulty level until the student can 
answer a difficult-level question. This is a simplified version among all the text analysis 
capabilities of GPT and is the chosen approach in this work for a proof of concept.

However, GPT enables more sophisticated discourse analyses, such as describing 
whether the perception of humor in the response is positive, negative, or neutral and 
even identifying the sentiment conveyed in the text. This allows for a vast array of con-
ditions for adaptive learning, such as associating question correctness with emo- tions 
and moods or even the time taken for a response to be submitted. All of these new 
nuances can be guided through the prompts submitted by the application.

Fig. 1  Sequence diagram of the interaction among teacher, student, and OpenAI API
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5  AdaptiveGPT

To demonstrate the feasibility of the proposal in this work, we developed Adap- tiveGPT, 
a proof of concept1 which autonomously and dynamically adapts the difficulty level of 
questions sent to students. The Python version implemented and evaluated in this work is 
available at GitHub2 [36] that is functional and can be executed,3 however, in order to sim-
plify the understanding of the proposal, we have created a structured pseudocode, which 
can be seen in 1. Unlike the sequence diagram presented in Fig. 1, AdaptiveGPT does not 
distinguish between the scope of the teacher and the student, as it is a proof of concept 
that allows for the manipulation of messages exchanged between the application and the 

Fig. 2  Interaction between Student and AI using AdaptiveGPT

1 A Proof of Concept (PoC) is a term used to describe a demonstration conducted to validate the viability 
of an idea or concept, whether in the field of Information Technology or business.
2 https:// github. com/ andre iasac hete/ Adapt iveGPT/ blob/ main/ Adapt iveGPT_ en. ipynb
3 It is necessary for the user to have an API access key from OpenAI and insert it in the designated location 
in the code.

https://github.com/andreiasachete/AdaptiveGPT/blob/main/AdaptiveGPT_en.ipynb
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OpenAI API. However, it can serve as a foundation for future implementations that make 
this distinction (Figs. 2, 3, 4 and 5).

AdaptiveGPT was developed to adapt questions to students within three difficulty levels 
(easy, medium, and hard). The algorithm always starts with the easy level and maintains 
a loop until the student correctly answers a difficult question. To achieve this, the user 
initially sends context to the OpenAI API because the AI needs to understand the cor-
pus boundaries and the current difficulty level to generate questions. Therefore, the Send 
Context() function submits the context to the OpenAI API within the loop that follows the 
difficulty level. The SendPromptQuestion() function requests an appropriate question from 
the API that matches the current difficulty level (initially declared as’easy’).

Algorithm 1 AdaptiveGPT.

The OpenAI API creates and sends a question to the student that is compati- ble with 
the context and the current difficulty level. The student, in turn, responds reflectively (in 
a written, discursive manner). This response is submitted to evaluate its correctness by 
the AI through the Send Answer() function. The algorithm receives the correctness of the 
response. If correct, it uses conditionals to increase the difficulty level within the loop until 
the student correctly answers a difficult-level question.

If the student does not answer the question correctly, the AI will create a new question 
at the same difficulty level. In the best-case scenario, a student will answer three questions 
about the provided context because they will be given an easy question. If they answer cor-
rectly, they will be given a medium-level question. If they continue to answer correctly, a 
difficult-level question will be presented. If the student answers the difficult-level question 
correctly, the algorithm concludes the learning path. During each interaction, regardless of 
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the difficulty level, the difficulty level is stored, and at the end of the assessment, the learn-
ing trajectory is presented.

However, since the trajectory is individualized, and each student will have his or her 
own path, learning trajectories, in general, can be quite heterogeneous. The AI that under-
pins this proposal can dynamically adjust to each of these behaviors.

An example of the use of the AdaptiveGPT, with the exchange of prompts between stu-
dents and AI, can be seen in Fig. 6. The context inserted by the teacher in this example 

Fig. 3  SUS questions form

Fig. 4  System Usability Scale

Fig. 5  Usability comparison 
between AdaptiveGPT and CAT 



Multimedia Tools and Applications 

was”verbs in English” taken from Wikipedia.4 On the left side, the AI initially generates 
an easy-level question about the context. On the right side are student interactions. The 
student correctly answers the easy-level question, and when the AI recognizes that the 
answer is correct, the AI generates a medium-level question. When the student answers the 
medium-level question correctly, the AI generates a difficult-level question. The interac-
tion ends when the student answers the difficult- level question, and the AI recognizes this 
answer as correct.

In this example, the student answered all the questions correctly. If the student answers 
incorrectly, the AI generates questions of the same level until the student answers correctly; 
that is, the AI only advances in difficulty once the student manages to get a question of the 
same level correct.

6  Evaluation

In this section, the methodology for evaluating the usability of AdaptiveGPT is presented, 
along with a discussion of the results obtained.

7  Method

Between 2023 and 2024,, a group of 30 teachers from various fields of knowledge belong-
ing to an educational institution in the municipality of Alegrete, RS, Brazil, conducted a 
usability evaluation of AdaptiveGPT. The teachers had access to the code and executed 
it using the Google Colab platform. They used the System Usability Scale (SUS) [37], a 
usability evaluation methodology for systems commonly used in the User Experience (UX) 
Design community. SUS was developed in 1986 by John Brooke and consists of 10 ques-
tions to be answered on a Likert scale. SUS can assess three fundamental points: Effective-
ness, Efficiency, and Satisfaction. Effectiveness assesses whether the user can complete 
a task and achieve a goal; efficiency evaluates the amount of resources spent to achieve a 
goal; and satisfaction assesses the level of comfort for the user in achieving a goal.

Figure  3 presents the questionnaire used for usability assessment. Responses are 
weighted from 1 (Strongly Disagree) to 5 (Strongly Agree). The final SUS score is calcu-
lated based on the following criteria:

• We add up the points obtained in the odd-numbered questions and, from this sum, the 
value 5 is subtracted.

• We add up the points obtained in the even-numbered questions and 25 is subtracted 
from this subtotal.

• The points resulting from the two calculations above are added together and
• multiplied by 2.5.

The final result will be a value between 0 and 100, and the usability of the evaluated 
system can be compared to the scale in Fig. 4. Furthermore, the SUS result was used to 
compare AdaptiveGPT against a state-of-the-art tool in a broader evaluation that considers 
user experience.

4 https:// en. wikip edia. org/ wiki/ Engli sh_ verbs

https://en.wikipedia.org/wiki/English_verbs


 Multimedia Tools and Applications

8  Results

After making the AdaptiveGPT available to the teachers, we explained how the code exe-
cution, context inclusion, and tracking of the learning path occur. Subsequently, the teach-
ers used AdaptiveGPT and answered the 10 SUS questions to evaluate the usability of the 
proposal. The values of this distribution were placed in the set of equations in Eq.  1 to 
calculate the SUS score and assess the usability of the implemented proposal.

We present the resolution of the equation that evaluates the SUS in Eqs. 1, 2 and 3. We 
can see, in the set of equations presented that the total score obtained by the SUS question-
naire reached 76.87 points (Eq. 4). Based on the SUS score, we can see that, in terms of 
usability, AdaptiveGPT is practically in the center of the acceptable range of the SUS. This 
means that AdaptiveGPT is effective, efficient, and satisfactory for users (teachers) with 
different expertise levels.

After teachers assessed the usability of AdaptiveGPT, they were asked to test the Com-
puter-Adaptive Testing5 (CAT) tool, designed to support adaptive learning in Moodle. The 
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Fig. 6  Accessibility comparison between AdaptiveGPT and CAT 

5 https:// github. com/ middl ebury/ moodle- mod_ adapt ivequ iz

https://github.com/middlebury/moodle-mod_adaptivequiz
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objective was to compare it with AdaptiveGPT, focusing on user experience (UX), includ-
ing usability, accessibility, and graphic design.

• Usability is assessed using the System Usability Scale model presented previously.
• Accessibility is assessed through a POUR model [38], composed of four metrics: 

Perceivable (this means that users must understand the information being pre-
sented), Operable (this means that users must be able to use the interface and it 
cannot require interaction that a user cannot perform), Understandable (this means 
that users must be able to comprehend information as well as how to use the inter-
face), and Robust (this means as technologies and user agents advance and evolve, 
con- tent should remain accessible). To this end, a score from 0 to 10 is assigned to 
each of the four items.

• Graphic Design was evaluated across four key metrics: color, typography, layout, 
and images. Each metric was assigned a score from 0 to 10, providing a compre-
hensive assessment of the visual aspects of the tool.

Figure 5 presents the usability comparison between the two software evaluated. The 
usability score of AdaptiveGPT, already known in the previous evaluation, was higher 
than that of CAT. This superiority can be attributed to the intrinsic capabilities of 
AdaptiveGPT, which uses generative AI to create and evaluate questions in real- time. 
On the other hand, CAT requires that all questions, at different difficulty levels, be 
previously registered in the database by the teacher, which significantly increases the 
tool’s implementation time.

Figure  6 presents the accessibility assessment between the two tools, considering 
the four metrics of the POUR model. AdaptiveGPT stood out compared to CAT. This 
advantage is also due to the previously mentioned usability issues, as AdaptiveGPT 
offers all the flexibility of a generative AI model that collaborates with the teacher.

For the third set of UX metrics that concern graphic design, Fig.  7 shows that 
although the results between AdaptiveGPT and CAT are close, both tools still fail in 
terms of graphic presentation to users. However, there is a point in favor of Adap- 
tiveGPT because it is still a proof of concept, and one of the future works proposed in 
this work consists of the evolution of its graphical interface.

9  Conclusions

The importance of adaptive learning lies in the fact that each learner is unique, with dif-
ferent skills, knowledge, and interests. By tailoring education to individual needs, adaptive 
learning allows students to progress at their own pace and maximize their learning poten-
tial. Additionally, it can identify specific knowledge gaps and provide personalized inter-
ventions to help them overcome them.

However, several new technologies can aid in developing digital adaptive learning pro-
posals and are not being fully utilized. Few proposals genuinely harness artificial intel-
ligence’s capabilities, especially when it comes to generative artificial intelligence that 
can create textual and visual elements in a way very close to human inventive capabili-
ties. ChatGPT is one of these technologies that has become widespread in aca- demic cir-
cles as an option to support pedagogical and educational practices. Moreover, OpenAI, 
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which created ChatGPT, offers application developers an API that allows communication 
between applications and a generic neural network trained to respond to various domains.

Within this context, this article proposed adaptive learning through artificial intel- 
ligence. To this end, a proof of concept has been developed and is available for testing, 
use, and future improvements. Our proof of concept, AdaptiveGPT, understands the con-
text provided by the teacher and generates questions for students at increasing levels of 
difficulty based on the correctness of the student’s written responses. The evaluations have 
shown that the implemented proposal is user-friendly and could easily be incorporated into 
in-person and remote teaching activities.

During the development of the solution, we encountered some limitations. Most of them 
are related to the responses provided by the API to the prompts submitted by the applica-
tion. Sometimes, the API responds with something that is not requested or accepted as an 
answer, impacting the source code’s conditionals that require exact words as responses. 
Another important point concerns the printing of learning tra- jectories, which some-
times include some additional information that is irrelevant to the defined key-value pairs. 
Finally, in some cases where the student answers multi- ple questions incorrectly, keeping 
them at the same difficulty level, GPT-3.5 tends to rephrase the same question differently 
(especially in cases where the initial context is small and leaves little room for variation).

10  Future work

The source code of AdaptiveGPT available on Google Colab can analyze other metrics, as 
described in the code, such as detecting sentiment in the response text or mood (positive, 
negative, or neutral). However, since the goal of this work was to develop only a proof of 
concept, we chose to focus only on the correctness of the response at this moment.

Fig. 7  Graphic Design comparison between AdaptiveGPT and CAT 
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This work is the initial attempt to create adaptive instructional content. The model used 
in this article is a generalist and still has some limitations. Therefore, in future work, fine-
tuning will be performed to make it more specific to the domain of the work, thus avoiding 
the limitations mentioned above.

Afterward, we intend to incorporate these new criteria into the difficulty level advance-
ment conditions and expand the studies to see what other textual nuances the OpenAI API 
can detect. We also intend to improve the AdaptiveGPT graphical interface to be compat-
ible with most VIrtual Learning Environments.

Data availability Data sharing not applicable to this article as no datasets were generated or analyzed during 
the current study.
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