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Abstract
Accurately removing eyeglasses from facial images is crucial for improving the perfor-
mance of various face-related tasks such as verification, identification, and reconstruction. 
This paper presents a novel approach to enhancing eyeglasses removal by integrating a 
mask completion technique into the existing framework. Our method focuses on improving 
the accuracy of eyeglasses masks, which is essential for subsequent eyeglasses and shadow 
removal steps. We introduce a unique dataset specifically designed for eyeglasses mask 
image completion. This dataset is generated by applying Top-Hat morphological opera-
tions to existing eyeglasses mask datasets, creating a collection of images containing eye-
glasses masks in two states: damaged (incomplete) and complete (ground truth). A Pix2Pix 
image-to-image translation model is trained on this newly created dataset for the purpose 
of restoring incomplete eyeglass mask predictions. This restoration step significantly 
improves the accuracy of eyeglass frame extraction and leads to more realistic results in 
subsequent eyeglasses and shadow removal. Our method incorporates a post-processing 
step to refine the completed mask, preventing the formation of artifacts in the background 
or outside of the eyeglasses frame box, further enhancing the overall quality of the pro-
cessed image. Experimental results on CelebA, FFHQ, and MeGlass datasets showcase the 
effectiveness of our method, outperforming state-of-the-art approaches in quantitative met-
rics (FID, KID, MOS) and qualitative evaluations.

Keywords Eyeglasses removal · Mask completion · Image-to-image translation · Face 
verification · Generative Adversarial Networks (GANs)

1 Introduction

The eyes, which store crucial biological information, [1] play a central role in facial rec-
ognition. Removing occlusion in this region is essential for improving downstream tasks 
such as face verification [2, 3], identification [4, 5], and reconstruction [6]. Despite the 
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capabilities of state-of-the-art facial recognition systems in real-world applications, 
their accuracy decreases when faced with partially occluded facial images, mainly due 
to eyeglasses. This problem occurs because glasses obscure important facial informa-
tion, creating mismatches in facial features such as thick glass frames obscuring the 
eyes [1, 7].

Worn by many, eyeglasses can significantly impact facial photographs, introducing 
unwanted occlusions and shadows. Consequently, the accuracy of various techniques like 
face verification, facial expression recognition [8, 9], fatigue detection [10], and those for 
aesthetic purposes can be compromised. Therefore, developing an automatic technique for 
removing eyeglasses in portraits proves beneficial for enhancing accuracy in these applica-
tions [1, 7, 11–13].

Within the rapidly evolving field of Generative Adversarial Networks (GANs) [14] 
leveraging the capabilities of advanced conditional GANs [15], numerous contemporary 
studies focusing on face editing [16–19] have achieved significant advancements. In the 
absence of paired images during training, these endeavors commonly employ cycle consist-
ency to preserve non-edited attributes or areas [20]. Parallel to the growing trend of facial 
attribute manipulation, various GAN-based methods, including [7, 21, 22], have enhanced 
the capability to recognize faces with glasses. This improvement is achieved by training a 
face recognition model by synthesizing a large set of face images with glasses.

Most of these methods exclusively target eyeglasses without addressing the associated 
lighting effects. ByeGlassesGAN [7], on the other hand, creates paired data that incor-
porates various lighting effects for training. This approach utilizes parallel segmentation 
in eyeglasses removal, indicating the significance of mask prediction in the process. Fol-
lowing ByeGlassesGAN, a framework was proposed that used a "detect then remove" 
approach, identifying and subsequently removing not only eyeglasses but also their cast 
shadows from the images [11]. This framework includes a multi-step network architecture 
that initially detects masks for eyeglasses and their cast shadows, utilizing the estimated 
masks as guidance in the next steps of the eyeglasses removal process.

The methods employed in [7, 11] not only achieved superior quality results but also 
highlighted the crucial role of accurate eyeglass frame extraction. This accuracy is essen-
tial for effectively removing the frame and its cast shadows from facial images. Incomplete 
or poorly generated frames can lead to persistent artifacts on the face while also diminish-
ing the image’s overall realism and quality. Consequently, we directed our efforts towards 
refining the eyeglasses removal framework, explicitly addressing incompletely extracted 
eyeglasses masks.

This paper focuses on improving the accuracy of eyeglasses masks, especially those 
with incomplete extractions from the initial prediction stage. We aim to generate eye-
glasses masks with fewer imperfections, leading to more effective eyeglasses and shadow 
removal in subsequent steps. We propose a novel approach that utilizes a training dataset 
designed for eyeglasses mask image completion. This dataset comprises an extensive col-
lection of images containing eyeglasses masks in two states: damaged (incomplete) and 
complete (ground truth).

In contrast to traditional methods in image completion that utilize random shapes like 
rectangles, circles, or irregular patches, we employed the Top-Hat morphological operation 
when generating the damaged masks within the dataset. This approach allows us to simu-
late real incomplete masks more effectively, as it directly modifies the eyeglasses frame 
region rather than random areas of the entire mask image.

Two separate deep learning networks, U-Net and Pix2Pix, were trained on the cre-
ated dataset to restore the damaged and incomplete eyeglass frames within the images. 
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Following a thorough evaluation, we selected the Pix2Pix network for the proposed 
approach due to its superior performance.

A straightforward post-processing step was implemented to eliminate the background 
outside the eyeglasses frame box. This step ensured that facial reconstruction was limited 
to areas directly associated with the eyeglasses frame and its shadows rather than encom-
passing background regions in facial portraits. Experiments demonstrated that the pro-
posed method achieved better results in terms of quality and visual aspects compared to 
previous similar methods. This paper proposes a novel approach for eyeglasses removal 
that addresses the limitations of existing methods. Our key contributions are:

• Targeted Eyeglass Mask Dataset: We introduce a unique dataset designed for eye-
glass mask image completion. This dataset is generated by applying Top-Hat morpho-
logical operations to existing eyeglasses mask datasets, creating images containing eye-
glasses masks in two states: damaged (incomplete) and complete (ground truth).

• Eyeglass Mask Completion: We leverage a Pix2Pix image-to-image translation model 
trained on the newly created dataset. This model restores incomplete eyeglasses mask 
predictions, significantly improving the accuracy of eyeglasses frame extraction and 
leading to more realistic results.

• Effective Post-processing: Our method incorporates a post-processing step that refines 
the completed mask. This step ensures that only the eyeglasses frame box is targeted for 
removal, thereby helping prevent the formation of artifacts in the background or other 
parts of the image, further enhancing the overall quality of the processed image.

2  Related works

Eyeglass removal is a technique employed to mitigate the negative impact of eyeglasses on 
face recognition accuracy. Early studies employ statistical learning [23, 24] for eyeglasses 
removal, typically under the assumptions of frontal facial images and controlled environ-
ments, restricting their applicability. In general, statistical learning methods and princi-
pal component analysis (PCA) were the primary approaches before deep learning, which 
require less computing power but have limitations in handling eyeglasses and adapting to 
in-the-wild images, conditions of the environment, and head poses [25, 26].

Most subsequent studies employed deep neural networks for eyeglasses removal, achiev-
ing significant improvements in face recognition accuracy. Liang et al. [27] introduced a 
method using a Deep Convolutional Neural Network (DCNN) for removing eyeglasses 
from frontal face images. Their approach involved reconstructing the eyeglasses region, 
with the network trained to learn the mapping between facial images with and without eye-
glasses from a significant dataset in video surveillance. Zhao et al. [28] proposed a method 
for eyeglasses removal that relies on attribute detection and image processing steps. This 
method incorporates an improved Total Variation restoration model. Their approach 
involves many steps, including determining eyeglasses position, identifying eyeglasses 
frames, extracting color information, detecting reflective areas, extracting eyeglasses tem-
plates, and removing eyeglasses.

Fueled by the growing popularity of Generative Adversarial Networks (GANs), research-
ers have proposed various remarkable GAN-based techniques for facial attribute editing [16, 
20, 29, 30]. For instance, StarGAN [16] presented a scalable approach that enables image-
to-image translations across multi-domains using only one model. It was evaluated on tasks 
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such as face attribute transfer and face expression synthesis, demonstrating its effectiveness. 
Another noteworthy example is the approach in [30], which utilizes a mask network and an 
attribute transformation network to edit facial attributes. This method maintained the identity 
of the original images by employing the predicted mask to delimit the editing region.

Specially designed for face images with and without eyeglasses, ERGAN [1] learns to 
interchange the eye region between the two faces. It introduces an unsupervised architecture 
that achieved notable success in eyeglasses removal through the exchange of features extracted 
from both a facial appearance encoder and an eye area encoder. However, this technique spe-
cifically addresses the eyeglasses not the related lighting effects.

In ByeGlassesGAN [7], a set of synthetic image pairs (with and without glasses) is crafted 
to train the model. This approach, while noteworthy, has two key weaknesses: it employs a 2D 
method for data synthesis, and it does not consider cast shadows.

Considering that the shadows, which require removal, are caused by eyeglasses, the paper 
[11] introduced a mask-guided multi-step architecture to enhance the understanding of the 
relationship between eyeglasses and cast shadows. To achieve this, the approach leverages 
a synthetic dataset that incorporates 3D shadows. The methodology follows a "detect then 
remove" principle. The approach begins by detecting a mask for the eyeglasses, followed by 
another mask detection for their cast shadows. These detected masks then guide a multi-step 
process for removing the eyeglasses [11, 31].

One way to view eyeglasses removal is as a type of face image completion. Recent advance-
ments in deep learning have appropriately addressed image completion, as demonstrated in 
various works [32–35]. However, the eyeglasses removal problem differs from image comple-
tion because the glasses region could be transparent or semi-transparent.

The primary distinction between recently developed eyeglass removal methods, such 
as [7, 11], and conventional image completion techniques lies in their independence from a 
pre-defined mask for completion. These methods can leverage the original image within the 
eyeglasses area, thereby better preserving the facial identity in the images after eyeglasses 
removal [7].

Recognizing the critical importance of accurate eyeglasses mask extraction, this paper 
employs image-to-image translation models to complete eyeglasses masks, deviating from 
traditional approaches that use image completion models for direct eyeglasses removal from 
facial images.

Image-to-image translation involves altering a specific aspect of an image while transform-
ing it into another one. This field has witnessed remarkable progress since the introduction 
of Generative Adversarial Networks (GANs). In these models, image translation from one 
domain to another is achieved by leveraging training data from two distinct domains [16].

On the other hand, one of the primary challenges in deep learning is the reliance on data. 
Additionally, data collection is expensive and complex, especially in specific specialized fields 
[36, 37]. By reusing existing pretrained models, we achieve significant time and storage space 
efficiency during processing. Building upon the work of [11], our approach addresses eye-
glasses removal by incorporating an innovative eyeglasses mask completion module. This sig-
nificantly enhances eyeglasses removal performance.
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3  Proposed method

Both "ByeGlassesGAN" [7], employing parallel segmentation, and "Eyeglasses and 
Shadow Removal" (E&S-R) [11], which initially predicts the eyeglasses mask and uti-
lizes it in a multi-step process for eyeglasses removal, have enhanced this task and also 
emphasized the importance of mask prediction. We propose a method that integrates an 
eyeglasses mask completion block and subsequently includes a post-process for mask com-
pletion during the mask prediction step in the E&S-R architecture.

Image completion, also called inpainting, is a prominent subject in computer vision. Its 
objective is to fill in missing areas with possible and meaningful content by leveraging the 
original pixel information within the image as a reference. This process addresses missing 
or corrupted portions, ensuring that the restored image appears seamless to the observer, 
devoid of any signs of damage [38]. However, as discussed in Section  2, eyeglasses 
removal presents a distinct problem compared to image completion due to the potential 
transparency of the eyeglasses region. By using the original image within the eyeglasses 
area, the preservation of facial identity in the images can be enhanced [7, 11].

On the other hand, one contributing factor to the decline in face recognition accuracy 
when individuals wear eyeglasses is the disproportionate scarcity of face images featur-
ing subjects with glasses compared to those without eyeglasses. Training the recognition 
model to learn the distinctive features of various types of eyeglasses is a significant chal-
lenge [7].

This paper applies an image completion method to eyeglasses masks instead of original 
images. Our approach preserves the original image within the eyeglasses area. This allows 
for the effective restoration of extracted eyeglass frames, ultimately leading to an enhanced 
removal process. In order to achieve effective restoration, our approach leverages a dataset 
we prepared specifically for this study. This dataset comprises pairs of damaged masks and 
their corresponding intact masks. Subsequently, we evaluated two distinct image-to-image 
translation models, namely, UNet and Pix2Pix, on this dataset. We assessed which model 
demonstrated a better understanding of eyeglass frame shapes and more effectively learned 
to complete them.

We further refined the masks predicted by the high-performing model through a post-
processing step, ensuring only the essential rectangular area containing the eyeglasses 
was retained. Then, the final mask was utilized in the subsequent stages for eyeglasses and 
shadow removal. Figure 1 illustrates the proposed network architecture.

3.1  Data preparation

Training the image completion model necessitated a substantial dataset of corrupted eye-
glasses mask images paired with their corresponding complete versions. Lyu et  al. [11] 
provided a synthetic facial portrait dataset. For each sample, there are portraits with and 
without eyeglasses, as well as an eyeglasses mask and shadow mask specifically for those 
with eyeglasses. They provided a variety of portraits featuring individuals wearing eye-
glasses in diverse shapes, textures, and positions. These portraits also came with corre-
sponding eyeglasses masks for each individual. We randomly selected 4500 images of 
these masks and corrupted them through morphological operations.

Morphological transformations involve straightforward operations that depend on the 
shape of an image. Morphological operations are typically applied to binary images. The 
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process requires two inputs: the original image and a structuring element or kernel. The 
latter defines the operation’s characteristics, and the resulting output matches the size of 
the input image [39].

We used several morphological operations to alter complete forms of eyeglass frames 
in mask images, creating damaged ones. We then assessed which of these operations bet-
ter simulated the shape of the damaged masks. For example, Erosion morphology, which 
thins eyeglass frames, is unsuitable for our task. It can mislead restoration models into 
excessively widening the frames. Ultimately, Top-Hat morphology proved to be more suit-
able for this purpose because the Top-Hat operation demonstrated superior performance 
in achieving a balance between generating realistic mask corruptions and introducing suf-
ficient diversity for effective training of the mask completion model.

Top-Hat refers to the difference between the input image and the opening of that image. 
Determining the kernel size is crucial. We created a kernel in a squared shape, specifically 
a k × k matrix of ones. Experimenting with various values for k, we concluded that k = 5 
and k = 7 would serve our purpose — creating more damage and less damage in eyeglass 
frames, respectively (see Fig. 2).

To train the mask completion model, we first collected 5,000 complete mask images 
by randomly selecting them from the E&S-R [11] eyeglasses dataset. We then employed 
the Top-Hat operation with varying kernel sizes: k = 5 on 2,000 images and k = 7 on 2,500 
images. To ensure the model learns to identify these intact masks and avoid modify-
ing them during completion, we intentionally left 500 images untouched. This approach 

Fig. 1  Proposed Network Architecture. Dashed blocks in the upper section represent pre-trained networks 
from E&S-R [11]. The proposed mask completion block and post-processing stage are in the lower section

Fig. 2  Examples of eyeglasses mask images. Complete forms (top row) and damaged forms by Top-Hat 
operation (bottom row). Top-Hat applied with kernel size k = 5 (columns 1–4) and k = 7 (columns 5–8)



Multimedia Tools and Applications 

provides the model with a comprehensive dataset encompassing both intact and damaged 
masks with varying degrees of damage, achieved by incorporating all 5,000 images into 
the training process.

3.2  Image‑to‑image translation

The objective of image-to-image translation models is to learn a mapping between a source 
image and a target image. In this regard, models such as U-Net and Pix2Pix have shown 
exemplary performance in recording and reproducing meaningful transformations [40, 41].

U-Net is a neural network designed for image segmentation. It has two paths: one for 
classification (contracting path) and one for creating a segmented image (expansion path). 
The contracting path, or encoder, resembles a typical convolutional network. In contrast, 
the decoder, or expansion path, utilizes up-convolutions and concatenations with features 
from the contracting path. This enables the network to grasp localized classification infor-
mation. The network is almost symmetrical, forming a ’U’ shape [42, 43].

Pix2Pix belongs to the class of cGANs known for their ability to generate images based 
on specific conditions. In this model, the output image generation is conditional upon an 
input, typically a source image. The discriminator compares the source image with the tar-
get image to see if the target could be a result of transforming the source. Training the gen-
erator involves adversarial loss, prompting it to produce credible images within the target 
domain [44]. Also, for image-to-image translation with conditional GANs like Pix2Pix, a 
loss function guides the training of the model to map input images to their corresponding 
target images [15].

Our goal was to train models that could learn to recover damaged frames of eyeglass 
masks. After evaluating the quality of results from both the Pix2Pix and U-Net models, we 
found that the Pix2Pix method outperforms U-Net, as illustrated in Fig. 3. Consequently, 
our work leverages the Pix2Pix model as a building block for eyeglasses mask completion 
in all subsequent experiments.

3.3  Our Pix2Pix network

Generator The generator transforms corrupted input mask images into corresponding 
completed output mask images through an encoder-decoder structure. The encoder (blocks: 
e1 to e8) progressively reduces the input image dimensions, extracting features at each 
step. Conversely, the decoder (blocks: d1 to d8) restores the encoded features to the origi-
nal image size. Each block in the encoder (e) uses a convolutional layer followed by batch 
normalization, while each block in the decoder (d) utilizes a transposed convolutional layer 
with batch normalization.

Discriminator The discriminator distinguishes between real and fake mask images by 
evaluating two input mask images: the generated mask image and the target (real) mask 
image and comprising, five convolutional layers followed by leaky ReLU activations.

Implementation details This Pix2Pix model, implemented with PyTorch, utilizes the 
Adam optimizer with a learning rate 0.0002. We leverage the commonly accepted values 
for β1 (typically between 0 and 1) and β2 (often set to 0.999) to ensure stability in the 
optimizer. A batch size of 4 was chosen for training along with 17 epochs, which proved 
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sufficient for achieving good results. The network operates on 256 × 256 input and output 
images. All experiments used the Google Colab environment and its free GPU resources.

3.4  Post‑processing of eyeglasses masks

The predicted masks of eyeglasses may encompass not only the eyeglasses frames but 
also extraneous background textures or unwanted artifacts. The use of a completion block 
can worsen such issues. To address this, we propose a direct post-processing approach by 
applying functions from the OpenCV library.

Our post-processing step refines the predicted eyeglasses mask by accurately identifying 
the entire eyeglass frame box and removing any misclassified pixels outside it. To achieve 
this, we first perform a slight dilation of the white regions in the mask, effectively filling 
minor gaps. Next, we identify the largest contour within the dilated mask image. Based on 
this contour’s height and coordinates, we define a rectangular region as the Region of Inter-
est (ROI). However, to account for spectacle frames that have a significant gap between the 
lenses in the initial mask prediction, instead of limiting the width of this ROI to the contour 
itself, we consider the width of the entire image for it.

Finally, any areas outside the defined rectangular ROI are set to black. This effec-
tively removes any remaining artifacts or misclassifications outside the eyeglasses frame, 

Fig. 3  Comparing models for eyeglass mask completion. (a) Initial eyeglasses masks. Mask completion 
results by (b) U-Net and (c) Pix2Pix
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resulting in a more accurate mask. Notably, in portrait images, artifacts are less common 
in the frame width, minimizing the negative impact of expanding the width on removing 
unwanted areas. Some examples showcasing the effectiveness of this post-processing step 
are presented in Fig. 4.

4  Experiments

This section begins by outlining the test datasets and evaluation metrics used. We then 
compare the proposed method with several state-of-the-art eyeglasses removal works in 
terms of qualitative and quantitative measures.

4.1  Test datasets

CelebA The CelebA dataset is a large-scale face dataset comprising 202,599 images of 
10,177 celebrities. Each image has five landmarks and 40 binary attributes. Leveraging 
the Eyeglasses attribute label, we partitioned the dataset into subsets with and without eye-
glasses. Following this, we randomly selected images from the subsets, resulting in two 
distinct subsets: one with 5,550 images with eyeglasses and another with 50,000 images 
without eyeglasses. To ensure consistency in our experiments, we used the official aligned 
and cropped version of CelebA, resized all images to 256 × 256, and performed all experi-
ments on this scale.

FFHQ The FFHQ dataset comprises 70,000 portrait images showcasing various acces-
sories, including eyeglasses, sunglasses, hats, and more. In this study, the 128 × 128 

Fig. 4  Post-processing of eyeglasses mask images. (a) Images with eyeglasses, (b) Eyeglasses masks before 
post-processing, (c) Eyeglasses removed images without post- processing, (d) Eyeglasses masks after post- 
processing, and (e) Eyeglasses removed images after mask post- processing
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thumbnail version is used. From the dataset, we manually categorized the first 15,000 
images, identifying 2,396 with glasses and 12,294 without eyeglasses. All images under-
went a uniform resize to 256 × 256.

MeGlass The MeGlass dataset initially designed to evaluate eyeglass face recognition. It 
contains 47,817 images from 1,710 distinct individuals. Each individual is represented by 
various facial images, some with and some without eyeglasses.

We employed the MeGlass testing set, which offers distinct categories for individuals with 
and without eyeglasses. Each category encompasses both gallery and probe images, ensur-
ing all 1,710 identities are included. While the dataset provided a version with cropped 
images sized 120 × 120 pixels, we resized all images to a uniform dimension of 256 × 256 
for our analysis.

4.2  Evaluation metrics

FID The Fréchet Inception Distance [45] computes the distance between two distributions, 
the distribution of real images, and the distribution of generated images concerning, the 
feature space of Inception embedding. FID is used to quantify the realism and similarity of 
generated images to real ones.

The FID considers a Gaussian distribution for the hidden activations of each distribution 
and subsequently calculates the Fréchet distance between those Gaussians. FID has gained 
popularity due to its straightforward computation and effectiveness. However, it has two 
limitations: it may lack robustness in the face of minor variations in evaluation methods, 
and it can also be subject to bias [45, 46]. Therefore, we have also used the KID metric, 
which is similar to FID but is more robust and lacks the bias issue.

KID The Kernel Inception Distance [46] is the squared Maximum Mean Discrepancy 
(MMD) between Inception representations. Unlike the FID, which assumes a parametric 
form, KID uses a polynomial kernel to distribute activations. KID estimates are unbiased, 
and when using the cubic kernel, this metric compares skewness in addition to the mean 
and variance.

TAR@FAR True Accept Rate at False Accept Rate; TAR is the probability of correctly 
accepting an identified person, while FAR is the probability of mistakenly accepting a 
person who does not share the same identity. TAR@FAR measures the model’s accuracy 
under a particular level of false acceptance.

MOS The Mean Opinion Score is a metric used in user studies to compare different method 
results quantitatively. We randomly selected six images with eyeglasses from our three test-
ing datasets. After applying various eyeglasses removal methods to these images, we asked 
30 individuals to evaluate and assign a score between 1 (worst) and 5 (best) to the gener-
ated images of each method.

4.3  Comparison methods

Our comparison includes several eyeglasses removal methods: E&S-R [11], HiSD [47], 
SAGAN [30], and ERGAN [22]. We evaluate all methods on the same datasets. To 
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facilitate comparisons, we directly employed their pre-trained models. HiSD is trained on 
the CelebA-HQ dataset [48], while the others utilize the CelebA dataset. E&S-R is addi-
tionally trained on its synthetic dataset.

4.3.1  Qualitative evaluation

A qualitative comparison of our removing eyeglasses method with three prior works is per-
formed on different portrait images sourced from the CelebA, FFHQ, and MeGlass data-
sets. As shown in Fig. 5, our approach achieves higher quality when compared with earlier 
methods. SAGAN struggles to effectively remove eyeglasses in most of the test images. 
HiSD generally performs well in removing eyeglasses. However, it encounters difficulties 
in removing specific eyeglass shapes (second row) or eyeglasses in specific head positions 
(third row), sometimes leaving traces of the frame removal on the face (fourth to sixth 
rows). Additionally, in some images, it also manipulates areas outside the eyeglass regions, 

Input SAGAN HiSD E&S-R Proposed 

Fig. 5  Qualitative results. Eyeglasses Removal Results were obtained using various methods on different 
datasets. from top to bottom: CelebA dataset, FFHQ dataset, MeGlass dataset
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such as hair (first row) and eyebrows (fourth and sixth rows), which can affect the realism 
of the generated images.

E&S-R also achieves good results in eyeglass removal. It prioritizes the eyeglass area 
to avoid unintended modifications in other facial regions. However, in some cases, particu-
larly in lower-quality images, this method may leave behind residual eyeglass frame parts 
due to its inability to completely extract the eyeglass frame mask. Our approach has sig-
nificantly addressed this issue by adding an eyeglass frame restoration step. Thus, besides 
maintaining the realism of facial images, our method generates higher-quality images after 
eyeglass removal.

4.3.2  Quantitative evaluation

To assess the realism of our eyeglasses-removed images, we employed the FID and KID 
metrics on the FFHQ and CelebA test datasets. It’s important to consider that calculat-
ing FID and KID involves many steps, potentially introducing inconsistencies in the final 
metric. Various implementations utilize different low-level image quantization and resizing 
functions. However, some implementations exhibit errors in the way they perform resizing. 
To address this issue, we used a standardized library, clean-fid [49], to ensure that FID and 
KID scores remain comparable across different methods.

The process involved comparing images after removing eyeglasses from them with 
images initially without eyeglasses (free-eyeglasses images). The results (Table 1, FID and 
KID columns) demonstrate that our method achieves the minimum FID and KID scores on 
both the CelebA and FFHQ datasets. This suggests that the generated images by the pro-
posed method have a distribution closer to that of real portrait images without eyeglasses 
than other methods.

However, realism could be a subjective assessment that FID and KID may not fully rep-
resent. To further compare the visual quality of eyeglasses removal methods, we employed 
a user study to collect mean participant opinions scores (MOS), as mentioned earlier. As 
evidenced by the highest MOS score in Table 1 (last column), our method surpasses exist-
ing approaches. This achievement suggests a greater fidelity in the eyeglasses-removed 
images produced by our method compared to others.

To assess identity preservation, we calculated TAR@FAR on the MeGlass test dataset, 
as shown in Table 2. We applied eyeglasses removal methods to each probe image within 
the "with glasses" category. We compared it with its corresponding identity in the gallery 
images within the "without glasses" category (rows 2 to 5). Additionally, we conducted the 

Table 1  Quantitative results for realism. Comparison of FID and KID scores (lower is better) for different 
methods applied to the CelebA and FFHQ datasets. Also, an MOS score (higher is better) is provided for 
the same methods applied to the CelebA, FFHQ, and MeGlass datasets, evaluating the realism of generated 
eyeglasses-removed images

Methods FID ↓ KID ↓ × 10  MOS ↑

CelebA FFHQ CelebA FFHQ

E&S-R [11] 36.682 35.620 0.42 0.26 4.1
HiSD [7] 35.223 79.701 0.41 0.80 3.6
SAGAN [30] 80.803 43.047 0.85 0.32 2.4
Proposed 34.462 35.189 0.39 0.25 4.7
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same comparison without applying eyeglasses removal to the "with glasses" images (row 
1). Furthermore, we explored comparisons between each identity in the probe images and 
its corresponding identity in the gallery images within the same "without glasses" category 
(last row).

The images without glasses (row 1) achieve the highest authentication success since 
they represent real images providing complete identity details. However, the authentication 
success decreases when comparing images with and without glasses (last row), indicating 
the adverse impact of eyeglasses on face authentication.

ERGAN and SAGAN introduce further degradation in face recognition performance 
after eyeglasses removal. In contrast, HiSD leads to a slight improvement in authentication 
success. E&S-R and our method are highly competitive, exhibiting the most improvement 
both in removing eyeglasses and preserving identity.

As shown in Table 2, the results of the E&S-R method and our proposed method are 
very close, but our method is slightly better. To examine the extent of this difference within 
the images, we conducted another experiment, focusing solely on cosine similarity between 
the generated images of eyeglass removal and the original images (without glasses) for 
both the E&S-R method and the proposed method. Subsequently, we calculated the differ-
ence in cosine similarity between the methods, considering a threshold due to the proxim-
ity of the results of both methods in finding similarities (We only considered cases where 
the difference in cosine similarities exceeded 0.1). The analysis identified 37 images where 
the proposed method outperformed the E&S-R method. Figure 6 illustrates some of these 
comparisons.

5  Conclusion

This paper introduces a novel mask completion technique explicitly tailored to enhance 
eyeglasses removal. We leveraged the Top-Hat morphological transform with varying 
kernel sizes (e.g., 5 and 7) to generate "destructed" versions of the full-frame eyeglasses 
masks. These paired images, containing both intact and manipulated masks, served as 
training data for the Pix2Pix network. Using this dataset facilitated the network to accu-
rately understand the shape of the full-frame eyeglasses and significantly improved its 
capability to complete the distorted eyeglasses frames. Incorporating this mask completion 

Table 2  Quantitative results for face identification. Comparing Tar@Far (higher is better) calculated for dif-
ferent methods applied to the MeGlass datasets, evaluating the effectiveness of eyeglasses removal methods 
in identity preservation

Tar@Far = 0.1 ↑ Tar@Far = 0.01 ↑ Tar@Far = 0.001 ↑

With-glasses 0.7877 0.4450 0.1690
E&S-R [11] 0.8109 0.4802 0.1979
HiSD [7] 0.7940 0.4488 0.1877
SAGAN [30] 0.7979 0.4359 0.1720
ERGAN [22] 0.7653 0.4004 0.1374
Proposed 0.8162 0.4855 0.2058
No-glasses 0.8748 0.6672 0.4081
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step, following the initial eyeglasses mask extraction, significantly impacts subsequent 
stages like eyeglasses and shadow removal.

Furthermore, our post-processing stages refine the repaired masks and ensure that facial 
changes outside the eyeglasses box and alterations in background textures are minimized. 
This approach achieves a twofold benefit: it enhances the quality and realism of eyeglasses-
removed images, while demonstrably preserving facial identity integrity as evidenced by 
the success rate of identity verification. By addressing the challenge of accurately extract-
ing eyeglasses masks, our method significantly advances the field of eyeglasses removal 
techniques, with implications for various face-related applications, including verification, 
identification, and reconstruction. Future research may explore further refinements and 
extensions of this approach to tackle other aspects of facial attribute manipulation and 
enhancement. Additionally, exploring parsing facial features, particularly eyebrows, could 
lead to preserving better areas that intersect with the eyeglasses frame.

6  Ablation study

This section evaluates the effectiveness of individual components within our proposed 
method through ablation studies. Qualitative comparisons with and without the eyeglasses 
mask completion module are illustrated in Fig. 7. The second column of Fig. 7 displays 
examples of initial predicted eyeglasses masks that are incomplete. Simulating realistic 
eyeglasses mask degradation significantly impacts the learning of the mask completion 
model.

To train a model capable of accurately reconstructing the shape of eyeglass frames, an 
operation was required that could generate masks resembling the broken or incomplete 

Fig. 6  Comparison of eyeglass removal methods: Original Images (1st Row), E&S-R Method (2nd Row), 
Proposed Method (3rd Row). Images from the MeGlass dataset
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forms of eyeglasses from intact masks. Figure 8 showcases the effect of using three types 
of morphological transformations: Top-Hat, Black-Hat, and Erosion (odd kernels 1–9).

Black-Hat and Top-Hat at low kernels (k = 1, 3) severely damage masks. While high 
kernel Top-Hat (k = 9 +) preserves the overall structure, it may not introduce enough 
incompleteness. Erosion, in contrast, excessively degrades masks at high kernels but offers 
minimal destruction at low kernels, only slightly thinning the shape of the glasses. Notably, 
kernels 5 and 7 in Top-Hat achieve a good balance, mimicking real-world imperfections. 
Moreover, these kernels perform better than others in Erosion as well. Therefore, only ker-
nels 5 and 7 were used to generate incomplete masks.

To demonstrate the impact of the morphological transformation used to create the 
dataset for training the mask completion model, three separate datasets were created with 

Fig. 7  Mask completion impact on eyeglass removal. (a) Images with eyeglasses or inputs, (b) Predicted 
mask by E&S-R Method, (c) Generated images of eyeglass removal by E&S-R, (d) Mask completion by 
proposed method and (e) Generated images of eyeglass removal by the proposed method
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Top-Hat, Black-Hat, and Erosion morphologies (k = 5, 7). The Pix2Pix model was trained 
using pairs of corresponding degraded and complete mask images. The final results of the 
eyeglasses removal images after completing the masks individually with a trained mask 
completion model are shown in Fig. 9.

In general, the mask completion model trained on datasets generated with Black-
Hat and Erosion morphologies improved the output results in some cases. However, the 
model trained on data generated with Erosion tends to thicken the frames in some exam-
ples unnecessarily, and the model trained on data generated with Black-Hat does not 
preserve the continuity of the added pixels in the frame structure. Conversely, the best 
performance was achieved by the mask completion model trained on the dataset gener-
ated by Top-Hat due because this operator provides a better simulation of real incom-
plete masks and helps the mask completion model to understand the shape of the eye-
glass frames better.

Finally, Table 3 presents the FID and KID scores for the CelebA and FFHQ datasets 
with and without the mask completion step and with and without the post-processing 
step to elucidate the role of each step in enhancing image quality. The results demon-
strate that the addition of the mask completion model alone plays a significant role in 
improving the quality and realism of eyeglasses removal images.

Complete 
form 

K=1 K=3 K=5 K=7 K=9 

Top-Hat 

Black-Hat 

Erosion 

Complete 
form 

K=1 K=3 K=5 K=7 K=9 

Top-Hat 

Black-Hat 

Erosion 

Complete 
form 

K=1 K=3 K=5 K=7 K=9 

Top-Hat 

Black-Hat 
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Fig. 8  Effect of different morphological transformations: Top-Hat, Black-Hat, and Erosion (odd kernels 
1–9) on the complete form of eyeglasses masks
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Fig. 9  Impact of different mask 
completion models on eyeglasses 
removal. (a) Original image 
with glasses, (b) Initial predicted 
mask, (c) Removal without mask 
completion, (d) Mask completed 
with Pix2Pix trained on Top-Hat 
corrupted dataset, (e) Removal 
after using the mask from "d", 
(f) Mask completed with Pix2Pix 
trained on Erosion corrupted 
dataset, (g) Removal after using 
the mask from "f", (h) Mask 
completed with Pix2Pix trained 
on Black-Hat corrupted dataset 
and (i) Removal after using the 
mask from "h" 
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Interestingly, applying post-processing to the FFHQ dataset without mask comple-
tion still yields positive outcomes, while it has a detrimental effect on the CelebA data-
set. This discrepancy can be attributed to the increased difficulty in accurately detecting 
the rectangular region of the eyeglass frame in the absence of mask completion, poten-
tially leading to the erroneous removal of areas belonging to the eyeglass frame that are 
not seamlessly connected to the surrounding regions. Nonetheless, incorporating post-
processing into the CelebA and FFHQ datasets after mask completion consistently leads 
to improved results.
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