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Abstract
Alzheimer’s Disease (AD) is a degenerative, chronic condition of the brain for which there 
is now no effective treatment. However, there are medications that can slow its develop-
ment. In order to stop and control the development of AD, earlier diagnosis of the disease 
is quintessential. Our proposed method’s primary objective is to establish a comprehensive 
model for the prior detection of Alzheimer’s disease and the categorization of distinct AD 
stages. This work employs a deep learning methodology, especially CNN. The proposed 
approach makes use of well-known models that have already been trained to classify medi-
cal images, like the EfficentNetB7 model, by applying the transfer learning principle. In 
order to achieve greater accuracy, convolutional neural networks (CNNs) are frequently 
scaled up as new resources become available at a fixed cost throughout the construction 
phase. A compound coefficient is used by the CNN architecture and scaling approach, 
which is the foundation of the pre-trained EfficientNetB7 model, to scale the dimensions 
equally. This proposed EfficientNetB7 model is quicker, easier, and more effective than 
other pre-trained models like VGG19 and InceptionV3. The proposed model includes sim-
ple structures that have memory requirements, provide manageable time, overfitting, and 
low computational complexity as well as training and inference speeds. The Alzheimer’s 
disease Neuroimaging Initiative (ADNI) dataset was employed for a comprehensive assess-
ment of the method proposed, utilizing well-known performance metrics including sensi-
tivity, specificity, and accuracy. The findings revealed that the improvised results achieved 
the accuracy metric when compared to existing methods. The EfficientNetB7 model has 
been enhanced, and this model achieves a sensitivity of 98.08%, specificity-98%, accu-
racy-98.2%, and F-score-98.95%, for multi-class AD stage classifications.
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1 Introduction

A brain condition called Alzheimer’s often gets worse over time and progresses slowly 
[1]. In 60–70% of dementia (brain damage) instances, it is the underlying cause. The earli-
est sign that occurs most frequently is trouble recalling recent events. Behavior problems, 
mood swings, linguistic difficulties, confusion, self-neglect, and a lack of motivation may 
be symptoms as the illness worsens. Death occurs as a result of a slow decline in body 
functions. The normal life hope after diagnosis ranges from three years to nine years, with 
the pace of progression being variable. During the initial phases of Alzheimer’s disease, 
challenges might add to the difficulty in recalling specific words and or names, remember-
ing people’s names upon first meeting them, and maintaining regular functioning in social 
and occupational settings. Encountering difficulties in finding or misplacing valuable items, 
forgetting a paragraph just read in a book, or resorting to alternatives are all signs of tasks 
and activities becoming progressively challenging. A World Health Organization (WHO) 
assessment from 2022 found that there are an estimated 10 million new cases of Alzhei-
mer’s disease per year, impacting 55 million individuals worldwide. It takes a knowledge-
able medical expert, considerable data collecting, and powerful prediction algorithms to 
make an early diagnosis of this ailment. Medical decision support systems can use auto-
mated systems, which are more accurate than human evaluation since they are not suscep-
tible to human error. Automating the diagnosis of Alzheimer’s disease is vital since it will 
speed up the process and reduce the need for human involvement. Additionally, automation 
reduces expenses overall while producing outputs that are more accurate. Diagnosing Alz-
heimer’s disease clinically can be particularly intricate, especially in the early stages. Fig. 1 
visually portrays the evolution of Alzheimer’s Disease (AD) — commencing with Mild 
Cognitive Impairment (MCI) and culminating in advanced stages of AD.

The use of computational neuro-scientific methodologies in translational applications to 
mental health has been demonstrated to be quite beneficial. This extensive field of research 
can aid in translating the molecular mechanisms that regulate both good functioning and 

Fig. 1  Progressing from Mild 
cognitive impairment (MCI) 
to severe Alzheimer’s Disease 
(AD) [2]
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pathological situations of the human brain into detectable clinical manifestations. New 
opportunities have been created to diagnose and predict neurodegenerative as well as neu-
ropsychiatric illnesses as a result of recent advances in machine learning and the speedy 
creation of sizable bio-medical datasets [3]. This new development has influenced the 
development of computational tools to improve treatment outcomes for patients with such 
illnesses by making predictions based on a variety of patient-specific data. Fig. 2. depicts 
the prevalence of AD in the US according to age.

There are medications designed to alleviate the impact of Alzheimer’s disease during 
its earlier stages. Nonetheless, detecting Alzheimer’s Disease (AD) on time is vital due to 
its irreversible progression, holding significance from clinical, social, and financial per-
spectives. Disease was diagnosed pretty early and the necessary clinical procedures were 
made possible by advances in imaging and computational technology. To quickly diagnose 
neurological disorders, however, precise and quick computational tools are still required. 
Alzheimer’s disease (AD) leads to structural as well as functional irregularities within the 
brain. Based on morphological and structural alterations, the disease cases are separated 
into three groups: Alzheimer’s Disease (AD), MCI, and NC patients. A stage between AD 
and NC is called MCI. In therapeutic contexts, the diagnosis of AD in both quantitative 
as well as qualitative holds significant importance as it can shorten the treatment duration 
and provide a better quality of life for both the patient and their circumstances. Only a few 
methods in the most recent research approaches are designed specifically for early AD pre-
diction. The proposed technology analyses Magnetic Resonance Images (MRI) using deep 
learning methods along with sophisticated machine learning algorithms.

Traditionally, feature extraction has been done manually, which is time-consuming, sub-
jective, and highly reliant on technical knowledge. A promising method for resolving these 
problems is to apply convolutional neural networks (CNNs) in particular as per [5]. It has 
shown exceptional performance in the diagnosis of AD, and because it extracts features 
automatically, CNN’s usefulness can be further boosted [6, 7]. This approach primarily 
aims to provide a strong approach for the early identification of disease and the catego-
rization of MRI images into distinct stages of AD. The AD spectrum encompasses four 
stages, each further categorized into multiple classes. The proposed approach makes use 
of already trained models to classify medical images, like the EfficentNetB7 model, by 
applying the transfer learning principle. Convolutional Neural Networks (CNNs) are fre-
quently constructed to achieve improved accuracy when adequate resources are available 

Fig. 2  AD prevalence in the US according to age [4]
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to complete the task. The CNN architecture and scaling method utilize a compound coef-
ficient, forming the basis of the pre-trained EfficientNetB7 model, ensuring equal scaling 
across depth, breadth, and resolution dimensions. This proposed EfficientNetB7 model is 
quicker, easier, and more effective than other pre-trained models like VGG19 and Incep-
tionV3. The proposed model includes simple structures that have memory requirements, 
provide manageable time, overfitting, and low computational complexity as well as training 
and inference speeds. The proposed method was thoroughly assessed by utilizing all the 
performance metrics on the Alzheimer’s disease Neuroimaging Initiative (ADNI) dataset. 
It was found that the accuracy parameter achieved better results in the proposed method 
than cutting-edge methods. The Enhanced EfficientNetB7 pre-trained model now attains 
impressive results, boasting sensitivities, specificities, accuracies, and F-scores of 98.08%, 
98.00%, 98.20%, and 98.95% for the classification of multi-class AD stages.

Our contribution to the study can be summed up as follows:

• Our primary objective is to present a resilient approach for the early identification of 
Alzheimer’s Disease as well as the categorization of MRI images into various stages of 
AD. The Deep Learning model, particularly CNN is applied in this endeavor.

• The CNN architecture and scaling approach utilizes a compound coefficient, which 
forms the pre-trained EfficientNetB7 model basis, to uniformly scale depth, breadth, 
and resolution dimensions.

• It achieves great accuracy by focusing on simple structures that memory requirements, 
provide manageable time, overfitting, and low computational complexity and also train-
ing and inference speeds.

The remaining sections of this work are organized as follows: the "Related Work" in 
section 2 reviews the pertinent works. Section 3 discusses the problem statement and tech-
niques presented with the title "Materials and Methods". Evaluation of the experiments 
and their findings is done in section 4 under "Experimentation and Analysis". The paper is 
summarized in the "Analysis of proposed method” in section 5 and “Conclusion" in sec-
tion 6 respectively.

2  Related works

The method of identifying AD is intricate and has been the subject of in-depth research. 
Payan et al. [8] used 3D convolutional neural networks and a sparse auto encoder. Using 
information from a brain MRI, they developed an algorithm that evaluates a person’s state 
of illness. The primary breakthrough was the introduction of 3D convolutions, which were 
superior to 2D convolutions in performance. After pre-training the convolutional layer with 
an auto-encoder, it was left alone. Upon adjustment, performance ought to increase [9].

In their study, J. Neelaveni et  al. [10] proposed employing various machine learn-
ing algorithms to predict AD. The model incorporated inputs such as age, education, 
the Mini-Mental State Examination (MMSE), and other psychological variables. AD is 
thought to be present if a person’s MMSE score decreases over time. Decision trees and 
SVM were applied to estimate the AD and compare their performance to other machine 
learning methods. Nonetheless, given that only a single factor, namely accuracy, was 
considered in this case, the final accuracy turned out to be unusually lower compared to 
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other models. The SVM exhibits notable accuracy. This approach enables the diagnosis 
of an individual’s ailment and its differentiation from cognitive decline.

To detect Alzheimer’s illness, Sakshi et  al. [11] recommended combining shallow 
learning and deep learning approaches. In addition to gaining a more profound insight 
into clinical Alzheimer’s disease diagnosis, various methods utilize shallow learning 
techniques. Shallow learning is an instance of a machine learning method that reaches 
its performance thresholds as more training instances and training data are added to 
the network. The Sabon Library’s standard unit private Pearson’s test for the pertinent 
qualities was employed in this investigation, along with the Mann-Whiteny test and cor-
relation matrix. XG boosting, Gradient boosting, Ada boosting, RFC, SVM linear, Deci-
sion tree classifier, Logistic regression, and SVM radial were used to test the dataset. 
By using ML techniques in 3D MRI scans for AD, a method proposed by Srinivasan 
Aruchamy et al. [12]. To discriminate between grey and white matter using 3D pictures 
and identify disease at an early stage, researchers used a novel method in this study. In 
AD patients, the presence of gray and white matter in the brain is undeniable and most 
commonly impacted.

Sarraf et al. [13] utilized the well-established CNN architecture LeNet-5 to differenti-
ate between the AD brain and the NC brain otherwise called binary classification. Hos-
seini et  al. conducted the study depicted in [8]. Employing a Deeply Supervised Adap-
tive (DSA) 3D-CNN classifier, they made predictions for AD. The CAD-Dementia dataset 
was employed for training three-tiered 3D convolutional autoencoder networks without the 
need for prior skull stripping preparation [14]. Performance assessment leveraged tenfold 
cross-validation. As per Korolev et al. [15], comparable performance could potentially be 
achieved. When employed with 3D structural MRI brain data, in addition to the residual 
network, plain 3D CNN designs also showcased substantial depths and intricate complex-
ity. However, they did not meet the anticipated performance levels.

Wang et al. [16] investigated the CNN structure which consists of an eight-layer. The 
feature extraction method employed two fully linked layers and six convolutional layers. 
For feature extraction, a combination of two fully connected layers and six convolutional 
layers was utilized. In their study, Khvostikov et al. [17] utilized a DTI and SMRI to evalu-
ate specific hippocampal regions (RoI). They contrasted that approach’s efficiency with the 
network built using AlexNet. 3D Inception reported better performance than AlexNet.

Sahumbaiev et  al. [18] suggested a HadNet design to explore Alzheimer’s spectrum 
MRI. The Statistical Parametric Mapping (SPM) toolkit spatially normalises the MRI 
image dataset and removes the skull for better training. It is anticipated that sensitivity 
and specificity will advance along with HadNet’s architecture. Spasov et al. [19] proposed 
the paradigm of apolipoprotein E expression level 4 (APOe4). The APOe4 model included 
clinical evaluation, MRI scans, and genetic tests as inputs. The model had a significantly 
lower computational cost, memory demand, prototyping speed, overfitting, and number of 
parameters when compared with already trained models like AlexNet [20] and VGGNet 
[21]. Wang et  al. [22] introduced a distinctive CNN framework rooted in a multi-modal 
MRI analysis technique, utilizing either functional MRI or DTI data. Patients with NC, 
AD, and amnestic moderate cognitive impairment were categorized using the framework 
(aMCI). Even though the classification accuracy was fairly high, it was anticipated that 3D 
convolution would perform better than 2D convolution.

A superficial adjustment to a pre-trained model like AlexNet, GoogleNet, or ResNet50 
was suggested by Khagi et al. [23]. Finding out how each layer’s section affected the results 
for both the classification of natural photos and diagnostic images was the main objec-
tive. In their work, Jain et al. [24] proposed a PFSECTL mathematical model that relies on 
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pre-trained CNN and VGG-16 models. This model acted as one of the feature extractors in 
the categorization task, with a notable emphasis on the transfer learning concepts.

Ge et  al. [25] established an advanced multi-scale 3D CNN model. A ground-break-
ing architecture for diagnosing AD was 3DMSCNN. They also recommended a feature 
fusion method and a multi-scale feature improvement strategy. Song et al. [26] described 
the development of a graph-theoretic-based Graph-based CNN classifier. For the purpose 
of segmenting the AD spectrum into four distinct groups, they trained and evaluated the 
network by utilizing structural connection graphs as components of a multi-class model. 
Using voice data, Liu et al.’s[27] AD detection method was developed. Data from old-per-
son voices was used to determine the spectrogram’s parameters. The application utilized 
machine learning techniques. The logistic regression model produced the best results out 
of all the models we looked at. Liu et al. [28] also suggested a multi-model deep learning 
approach. Using structural MRI data, automatic hippocampus segmentation and AD clas-
sification were integrated. The features acquired from both the CNN multi-task model and 
also 3D DenseNet model were combined to determine the disease status.

By Impedovo et  al. [29], a protocol was presented. In order to assess the correlation 
between cognitive processes and handwriting, this technique provided both healthy volun-
teers and patients with cognitive impairment with a "cognitive model". The primary goal 
was to create a quick, painless method for detecting and keeping track of neurodegenera-
tive dementia during screening and follow-up. In order to characterize four stages of AD, 
Harshit et al. [30] employ a 3D CNN architecture to 4D FMRI data (AD, NC, EMCI, and 
LMCI). In addition, numerous researchers have proposed novel CNN architectures for 3D 
MRI, addressing diverse AD stage classifications. They have also integrated a 3D convo-
lutional network which are densely connected with 3D MRI images, resulting in a four-
way categorization (3D DenseNets) [31–36, 12]. Several authors have put forth a variety of 
deep learning approaches for Alzheimer’s disease [37–48], along with alternative machine 
learning approaches [49–58].

Traditionally, feature extraction has been done manually, which takes long time, is sub-
jective, and is highly reliant on technical knowledge. A promising method for resolving 
these problems is the use of CNNs. It has deliberately shown exceptional performance in 
the diagnosis of AD, and because it extracts features automatically, CNN’s usefulness can 
be further boosted. While numerous ML and DL methods exist, there remains a need for a 
resilient framework designed for detecting Alzheimer’s disease in advance and the classi-
fication of MRI images across various stages of AD. The suggested method employs some 
models that are pre-trained, like the EfficientNetB7 model, that have been trained for clas-
sifying the medical images, using the principle of transfer learning.

3  Materials and methods

3.1  Materials

The ADNI dataset’s 2D, MRI mode is used to acquire all of the trained data. It includes 
DICOM-formatted descriptions of sagittal, coronal, and axial medical images. The dataset 
comprises 300 people divided into the four classifications of AD, NC, EMCI, and LMCI. 
Each class contains 75 patients, resulting in a total of 816 scans and 21 images. There are 
5764 images in the AD class, 5817 in the EMCI, 3460 in the LMCI, and 6775 in the NC. The 
size of the medical data was 256 X 256 in 2D format. The experimental segment evaluates the 
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performance of the proposed technique through four metrics: accuracy, sensitivity, F-Score, 
specificity and ROC-AUC analysis. Two measures, specifically sensitivity as well as specific-
ity, are used to assess the model’s capacity to recognize patients with Normal Control (NC), 
Mild Cognitive Impairment (MCI), and Alzheimer’s Disease (AD). The model’s precision 
reveals the proposed method’s general efficiency. The experimental setup for the method pro-
posed here is mentioned in Table 1.

3.2  Methods

There are many techniques for AD detection and classification, as may be shown in the 
"Related Work" section. Most of the existing works, however, do not employ multi-class 
classification or transfer learning strategies. The existing literature hasn’t thoroughly 
addressed these aspects. Therefore, the innovations of this study lie in recognizing that 
the literature findings highlight the necessity for devising novel methods to detect AD, 
capable of accommodating a diverse array of variations. The pre-trained MR image clas-
sification models, such as the EfficentNetB7 can be used with the proposed method by 
applying the transfer learning principle. When more resources become available, convo-
lutional neural networks (CNNs) are frequently scaled up to achieve improved accuracy 
at a fixed resource cost. The CNN architecture and scaling approach utilizes a compound 
coefficient, forming the cornerstone of the pre-trained EfficientNetB7 model, to uniformly 
scale dimensions in all angles.

This technique uses an EfficentNetB7 pre-trained model built on CNN architecture 
to increase the reliability of Alzheimer’s Disease (AD) early-stage identification. The 
proposed solution involves separate processes for the offline training phase as well as the 
online testing phase. The off-line method extracts features from MR images for training 
and maintains a representation of those features in the database. The testing step follows 
a similar process up until the feature extraction stage of the offline process. The Effi-
cientNetB7 pre-trained model based on CNN classifier is finally deployed to determine if 
the input is patients with Alzheimer’s Disease (AD), mild cognitive impairment (MCI), 
or normal control (NC). The suggested Deep Learning Model Based Early Detection 
of Alzheimer’s Disease Using MRI Images (DL-EDAD) method’s system overview is 
depicted in Fig. 3.

3.2.1  Pre‑processing

MRI scans of AD undergo Gaussian filtering to reduce noise and selectively blur certain 
parts of the image. The desired output is achieved by implementing the Gaussian low 
pass filter as an odd sized geometric kernel and applying it to each pixel of the region of 
interest. The sizes of all the images were shrunk to 256 by 256. It is crucial to first select 
the size of the kernel or matrix that will be used to deconstruct the image before apply-
ing a Gaussian filter to an MRI AD image. Sizes of 3x3 or 5x5 are frequent choices for 
the kernel. Since the sizes are often odd numbers, the overall results can be computed 
using the center pixel. Since the kernels are symmetric, their rows and columns are also 
equal. The following is the Gaussian function, which calculates the values inside the 
kernel:

(1)G(x, y) =
1

2��2
e
−

x2+y2

2��2
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3.2.2  Compound model scaling using efficientb7 model

In Fig.  4, the proposed method’s EfficientNetB7 model-based CNN architecture is 
depicted along with a scaling mechanism that uses a compound coefficient mainly to 
scale all the resolution parameters uniformly. Unlike traditional practice, to these vari-
ables freely, the selected scaling method uniformly adjusts network resolution in terms 
of width and depth with the help of preset scaling coefficients. Proof that if it requires 
2N times more computing power, it can simply expand the network’s depth by �N , width 
by �N , and image size by �N , where �, �, � are constant coefficients found by a tiny grid 
search on the initial small model. Let M be the number of individual models in the com-
pound model scaling approach. The compound model C is defined as the weighted sum 
of these individual models:

where x represents the input AD image, fi(x) is the expected output of the i-th EfficientB7 
model, wi is the weight associated with the i-th model and C(x) =

∑M

i=1
wi = 1 . The aim 

behind this computation is to integrate the predictions of various EfficientB7 models, each 

(2)C(x) =
∑M

i=1
wi.fi(x)

Fig. 3  Deep Learning Based Early detection of Alzheimer’s Disease using MRI Images (DL-EDAD) (Pro-
posed Method)

Fig. 4  The proposed method of Alzheimer’s Disease (AD) early detection using EfficentNetB7 model based 
CNN Architecture
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with its own learning features, to create a more reliable and accurate prediction for the 
input AD image x.

To determine the optimal weights wi for each individual model, a training process is 
performed to minimize the overall loss function Lcompound:

where N is the training samples count, xj is the j-th training AD input image, yj is the cor-
responding ground truth label and L(.) is the chosen loss function such as cross-entropy 
or mean squared error. The weights wi are updated during training using gradient descent 
algorithm to minimize the compound loss Lcompound.

The output of each individual EfficientB7 model fi(x) can be computed as follows:

where �i represents the learnable parameters of the i-th model and x is the input AD image.
During training, the parameters �i of each individual EfficientB7 model are updated 

using backpropagation to minimize the loss function Li for each model:

where N is the number of training samples, xj is the j-th training AD input image, yj is the 
corresponding ground truth label, and L(∙) is the chosen loss function. The definition of 
optimization of the EfficientNet model is

3.2.3  Feature Extraction based on Convolutional Neural Network (FE‑CNN)

CNN receives an MRI image and classifies and analyses it based on a variety of criteria, 
such as Alzheimer’s Disease (AD), mild cognitive impairment (MCI), and individuals with 
normal control (NC). In CNN, a number of convolutional layers, pooling, fully connected 
layers, and filters are used to process each input image. Use the soft-max function next to 
categories an object with probabilistic values between 0 and 1. A convolution layer is uti-
lized to extract information from an input image. The convolutional layer preserves the link 
between pixels by learning visual properties from input data. This mathematical operation 
needs two inputs, like an image matrix and a filter. The image matrix has the dimensions 
h × w × d . The filter has the following dimensions: fh×f w × d . The output’s dimension is 
(h − fh + 1) × (w − fw + 1) × 1 . The feature maps must then be added to a ReLU layer after 
being recovered. ReLU takes action, converting each negative pixel to a 0 by doing so ele-
ment by element.

During the downsampling phase of pooling, the feature map’s dimensionality is 
reduced. A layer of pooling is now applied to the rectified feature map to create the 
pooled feature map. The completely linked layer receives the input from the other lay-
ers as a flattened vector. The output will be transformed into the required number of 
classes using the network. The input from the other layers is provided as a flattened 

(3)Lcompound = L
(

C
(

xj
)

, yj
)

(4)fi(x) = EfficientB7
(

x, �i
)

(5)Li =
∑N

j=1
L
(

fi
(

xj
)

, yj
)

(6)
max

�, �, �
Accuracy(N(�, �, �))

(7)R(z) = max(0, z)
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vector to the fully linked layer. It will utilise the network to convert the output into the 
necessary number of classes. As a result, the output activation map should be AHxAw in 
size, where AH stands for activation height and AW for activation width. The following 
can be done with AH and AW values:

The CNN model that includes convolutional and pooling layers, the output from 
these layers is typically flattened into a one-dimensional vector before entering the 
fully connected layer. Let’s denote this flattened vector as x , which has a size of n ele-
ments. Consider fully connected layer, which consist of m units. The weights of the 
fully connected layer can be represented as a n × m weight matrix W  , and the biases as 
a vector of size m , denoted as b . The output of the fully connected layer, before apply-
ing the activation function is calculated as follows:

where x is the flattened vector from the preceding layers, W is the weight matrix of the 
fully connected layer, b is the bias vector of the fully connected layer, and ‘ ∙’represents the 
matrix multiplication between x and W with broadcasting of the bias vector. The output o 
is a vector of size m , representing the activations of the m units in the fully connected layer. 
This step essentially performs a linear transformation of the input features using learned 
weights and biases. Next apply an activation function to introduce non-linearity to the fully 
connected layer. The Rectified Linear Unit (ReLU) activation is commonly used in CNN 
classifiers.

where z is the output from the fully connected layer for each unit. The ReLU activation 
function sets all negative values to zero and retains positive values as they are. Therefore, 
the final output y of the fully connected after applying the ReLU activation function is 
given by:

This non-linear transformation is crucial for the CNN classifier to learn complex 
relationships and capture intricate patterns in the data, leading to improved perfor-
mance in early Alzheimer’s disease detection. The output y is then forwarded to the 
output layer, where an appropriate activation function (e.g., softmax) is applied to 
obtain the final class probabilities for AD classification.

The fully connected layer using the CNN classifier for early Alzheimer’s Disease 
(AD) detection is shown in Fig. 5. Fully connected layers will be used to turn the fea-
ture map matrix into a vector in the CNN fully connected layer such as x1, x2, x3,… xn

. It combines features to create a model and uses an activation function, such as Soft-
Max or sigmoid, to categories the outputs as Alzheimer’s Disease (AD), mild cognitive 
impairment (MCI), and patients with normal control (NC).

(8)AH = 1 +
H − FH + 2P

S

(9)Aw = 1 +
W − Fw + 2P

S

(10)o = x ∙W + b

(11)ReLU(z) = max(0, x)

(12)y = ReLU(x ∙W + b)
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4  Experimentation and analysis

The experimental section evaluated the performance of the proposed method using four 
metrics: sensitivity, specificity, accuracy, F-Score, and ROC-AUC analysis. Sensitivity and 
specificity, specifically, gauge the model’s ability to identify patients with normal control 
(NC), mild cognitive impairment (MCI), and Alzheimer’s Disease (AD). The model’s pre-
cision underscores the overall effectiveness of the proposed method. The ADNI dataset’s 
2D, MRI mode is used to acquire all of the trained data. It includes DICOM-formatted 
descriptions of coronal, sagittal, and axial medical images.

4.1  Experimental setup

The proposed technique makes use of the CNN architecture and scaling method based on 
the EfficientNetB7 model, which uses a compound coefficient mainly to scale the reso-
lution parameters evenly. Use the soft-max function next to categorize an object with 
probabilistic values between 0 and 1. A convolution layer is utilized to extract information 
from an input image. The convolutional layer preserves the link between pixels by learn-
ing visual properties from input data. This mathematical operation needs two inputs, like 
an image matrix and a filter. The feature maps must then be transferred to a ReLU layer 
after being retrieved. ReLU carries out a task, converting each negative pixel to ‘0’ one at 
a time. The final result, a rectified feature map, gives the network non-linearity. To create 
a pooled feature map, the rectified feature map is now subjected to a layer of pooling. The 
completely linked layer receives the input from the other layers as a flattened vector. The 
output will be transformed into the required number of classes using the network. Keras 
and Tensorflow have been used to accomplish the proposed method. 80% of the AD MRI 
images that were chosen were utilised for training, and 20% were used for testing.

4.2  Results and comparison with other existing methods

The effectiveness of the proposed Deep Learning Model for Early Detection of Alz-
heimer’s Disease (DL-EDAD), which employs magnetic resonance imaging, has been 

Fig. 5  Early Alzheimer’s Disease (AD) detection using CNN Classifier –Fully Connected Layer
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evaluated using the benchmark dataset detailed in the experiment setup section. The 
proposed DL-EDAD system demonstrates high performance in detecting changes in AD 
MRI images, evident through improved sensitivity, specificity, accuracy, F-Score, and 
ROC-AUC analysis. According to Table 2, it has a promising accuracy rate for the clas-
sification of early Alzheimer’s disease detection. The mean of all the measurements for 
each of the classes of Alzheimer’s disease stated in Table 2. Table 2 demonstrates that 
the proposed approach produces promising results across different patient classifica-
tions, including NC, AD and MCI.

The proposed DL-EDAD technique is compared with the 2D-M2IC model [34], the 
AD-InceptionV3 model [37], the 3D AD using ML [12], and the 3D CapsNets [36] to 
showcase its enhanced ability in distinguishing patients with early-stage Alzheimer’s 
disease from those with Alzheimer’s disease, as well as patients with normal con-
trol, early MCI, and late MCI. Because of the CNN-based EfficientNetB7 architecture 
model, the proposed AD-EDAD approach distinctly surpasses the performance of exist-
ing methods. The suggested system is evaluated against established benchmark datasets 
in comparison to currently employed techniques. Fig. 6 and Table 2 respectively present 
the average accuracy performance metrics of the proposed DL-EDAD method.

In comparison to the 2D-M2IC model [34], AD-InceptionV3 model [37], 3D AD 
employing ML [12], and 3D CapsNets [36], the suggested system’s results clearly 

Table 2  The Comprehensive Effectiveness of the Proposed Approach

Different Classes Sensitivity (%) Specificity (%) Accuracy (%) F-Score (%)

Alzheimer’s Disease (AD) 98.08 98.20 98.68 98.95
Early Mild Cognitive Impairment (EMCI) 98.06 97.94 98.05 98.07
Late Mild Cognitive Impairment (LMCI) 96.03 97.45 96.13 97.22
Normal Control (NC) 98.10 98.44 98.66 98.05

Fig. 6  Overall Efficiency of the DL-EDAD (proposed method)
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outperform them. The suggested method performs better than existing systems with respect 
to sensitivity (98.08%), specificity (98.20%), accuracy (98.68%), and F-score (98.95%). 
The proposed strategy when the DL-EDAD model is compared to the 2D-M2IC model, the 
average accuracy score is 97%. The accuracy rate for the AD-InceptionV3 model is 93.1% 
on average. The average accuracy rate for the 3D AD technique utilising ML is 90.9%. The 
3D CapsNets Model’s average accuracy score is 98.42%. Comparison analysis of the pro-
posed approach, DL-EDAD, and other current methods is shown in Fig. 7 and Table 3 and 
includes average performance measures.

In terms of various Alzheimer’s Disease (AD) variations, including Normal Control 
(NC), Early Mild Cognitive Impairment (EMCI), and Late Mild Cognitive Impairment 
(LMCI), experimentation reveals that the DL-EDAD method consistently yields com-
mendable and comparable outcomes. As Table  2 illustrates, it achieves sensitivities of 
98.08%, specificities of 98.20%, accuracies of 98.68%, and F-scores of 98.95%. There are 
two reasons for this improvement. i) The pre-trained EfficientNetB7 model is based on the 
CNN scaling method, which treats all the parameters equally. ii) It achieves high accu-
racy by emphasizing basic structures with minimal computational complexity, manage-
able time and memory requirements, and fast training and inference rates. In Fig. 7, it can 
be seen that the proposed system clearly outperforms the other methods under comparison 
and that the findings are more resistant to variations in AD, NC, EMCI, and LMCI.

Fig. 7  Comparison of Average Measures of DL-EDAD (proposed method) and other methods

Table 3  Comparison of average 
performance measures for 
DL-EDAD and other Methods

Method Accuracy (%)

3D CapsNets (2019) [36] 98.42
3D AD using ML(2020) [12] 90.9
AD-InceptionV3 model (2022) [37] 93.1
2D-M2IC model (2022) [34] 97
DL-EDAD (proposed method) 98.95
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This study presents a comprehensive framework for the early detection of Alzhei-
mer’s disease and the classification of medical images across different AD stages. Deep 
learning techniques, specifically Convolutional Neural Networks (CNN), are employed 
for this purpose. Built upon the CNN architecture and scaling approach, the Efficient-
NetB7 model utilizes a compound coefficient to uniformly scale depth, width, and 
resolution parameters. By concentrating on basic structures with low computational 
complexity, overfitting, manageable time and memory needs, as well as training and 
inference rates, it achieves high accuracy.

The trials revealed that the DL-EDAD approach performs well and consistently 
across different MRI images. It is more resistant to variations like Alzheimer’s Dis-
ease (AD), Early Mild Cognitive Impairment (EMCI), Late Mild Cognitive Impairment 
(LMCI), and patients with Normal Control (NC). Enhancements have been made to 
the pre-trained EfficientNetB7 model, enabling it to accurately classify AD stages into 
multiple classes with a precision of 98.95%. Testing has validated that the deep learn-
ing model-based Early Detection of Alzheimer’s Disease (DL-EDAD) method provides 
accurate and consistent results, as depicted in Fig. 8. The suggested system’s accuracy 
clearly outperforms the other methodologies that were looked at. Additionally, using 
information from Table  3 as input, Fig.  9 illustrates the process of calculating ROC 
curves along with their corresponding AUC values.

5  Analysis of Alzheimer’s Disease (AD) Early Detection Using 
EfficientNetB7 Model‑Based CNN Architecture (proposed method)

Performance evaluation It offers an extensive evaluation in terms of the effectiveness 
of CNN architecture based on the EfficientNetB7 model for the initial detection of Alz-
heimer’s disease. They evaluate the DL performance parameters and the Area Under 
the Curve-Receiver Operating Characteristic curve (AUC-ROC) on a carefully curated 

Fig. 8  ROC-AUC Curve for the DL-EDAD (proposed method)
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dataset of brain MRI scans. Standard techniques are employed to calculate evaluation 
metrics, assessing the model’s capacity to differentiate the healthy individuals with AD. 
Substantial enhancements have been made to the pre-trained EfficientNetB7 model, 
enabling it to accurately classify AD stages into multiple classes, achieving an accuracy 
of 98.95%. Testing has discovered that the deep learning model-based Detection of AD 
(DL-EDAD) method gives accurate and similar findings, as shown in Fig. 8.

Comparison with baseline models To authenticate the effectiveness of the Efficient-
NetB7 model, it compares its performance with several baseline CNN architectures. These 
baselines may include popular architectures like CapsNets, and Inception. It analyzes the 
results to showcase the advantages of utilizing EfficientNetB7 in terms of improved accu-
racy and reduced computational complexity. Compared to the 2D-M2IC model [34], the 
AD-InceptionV3 model [37], 3D AD utilizing ML [12], and 3D CapsNets [36], the results 
of the suggested system exhibit clear superiority. The proposed method showcases higher 
performance than existing systems concerning sensitivity (98.08%), specificity (98.20%), 
accuracy (98.68%), and F-score (98.95%). When the DL-EDAD model is compared to the 
2D-M2IC model, the average accuracy score stands at 97%. The AD-InceptionV3 model 
achieves an average accuracy rate of 93.1%. Similarly, the 3D AD technique employing 
ML averages an accuracy rate of 90.9%. The average accuracy score for the 3D CapsNets 
Model reaches 98.42%.

Fig. 9  ROC-AUC Curves: Comparison of DL-EDAD (proposed method) and other methods
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Robustness and generalization To assess the robustness and generalization capabilities 
of the EfficientNetB7 model, it performs cross-validation experiments and analyze the var-
iance in performance across different folds. It also investigates the model’s behavior when 
presented with data from unseen sources or variations in scanning equipment to ensure its 
applicability in real-world scenarios. In terms of various Alzheimer’s Disease (AD) vari-
ations, including Normal Control (NC), Early Mild Cognitive Impairment (EMCI), and 
Late Mild Cognitive Impairment (LMCI), experimentation reveals that the DL-EDAD 
method consistently yields commendable and comparable outcomes. As Table  2 illus-
trates, it achieves sensitivities of 98.08%, specificities of 98.20%, accuracies of 98.68%, 
and F-scores of 98.95%.

Interpretability and feature visualization Interpreting the model’s decisions is crucial 
in medical applications. It explores methods to visualize the learned features and activa-
tion maps from the EfficientNetB7 model. This analysis helps identify regions of inter-
est and provides insights into the model’s decision-making process, aiding clinicians in 
understanding the reasoning behind AD predictions. The proposed DL-EDAD system 
demonstrates high performance in detecting changes in AD MRI images, as evidenced 
by improvements in sensitivity, specificity, accuracy, and F-Score. The system has the 
ability to identify patients with Normal Control (NC), Mild Cognitive Impairment 
(MCI), and Alzheimer’s Disease (AD) with remarkable results. Specifically, for Alzhei-
mer’s Disease (AD), the system achieves sensitivity, specificity, accuracy, and F-Score 
values of 98.08%, 98.20%, 98.68%, and 98.95% respectively. In the case of Early Mild 
Cognitive Impairment (EMCI), the system attains sensitivity, specificity, accuracy, and 
F-Score values of 98.06%, 97.94%, 98.05%, and 98.07%. Late Mild Cognitive Impair-
ment (LMCI) is detected with sensitivity, specificity, accuracy, and F-Score values of 
96.03%, 97.94%, 96.13%, and 97.22% respectively. For Normal Control (NC), the sys-
tem exhibits sensitivity, specificity, accuracy, and F-Score values of 98.10%, 98.44%, 
98.66%, and 98.05%.

Impact of data augmentation Data augmentation techniques, such as rotation, flipping, 
and zooming, play a vital role in boosting the model’s ability to generalize. The study 
delves into the influence of various data augmentation strategies on the performance of the 
EfficientNetB7 model and examines their role in enhancing Alzheimer’s disease detection 
outcomes.

Model complexity and inference time Deep learning models, especially large ones like 
EfficientNetB7, often require substantial computational resources for training and infer-
ence. It analyze the complexity of the model and evaluate its inference time on different 
hardware configurations. This information can guide the choice of deployment platforms 
and hardware for practical clinical usage.

Clinical relevance and diagnostic value Beyond numerical performance metrics, it 
assesses the clinical relevance and diagnostic value of the EfficientNetB7 model’s predic-
tions. it collaborates with medical experts to evaluate the model’s ability to detect early 
signs of Alzheimer’s disease, its utility in assisting clinicians in making accurate diagno-
ses, and its potential for improving patient outcomes.
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6  Conclusion and future scope

The proposed approach in this study aims to create a systematic framework for the early rec-
ognition of Alzheimer’s disease and the classification of medical images for different stages of 
AD. Deep learning is used in this work, notably convolutional neural networks (CNN). The 
CNN architecture and scaling method, which uses a compound coefficient to scale all depth, 
width, and resolution parameters equally, is the foundation upon which the EfficientNetB7 
model is created. By concentrating on basic structures with low computational complex-
ity, overfitting, manageable time and memory needs, as well as training and inference rates, 
it achieves high accuracy. With the use of the Alzheimer’s disease Neuroimaging Initiative 
(ADNI) dataset, the robustness of this strategy is demonstrated. It subsequently obtained a 
total accuracy of 98.95% for improved early-stage Alzheimer’s disease identification. The pro-
posed system demonstrates better performance in comparison to the 2D-M2IC model [34], 
the AD-InceptionV3 model [37], the 3D AD utilizing ML [12], and the 3D CapsNets [36] in 
terms of results. Exhibiting a sensitivity of 98.08%, specificity of 98.20%, accuracy of 98.68%, 
and an F-score of 98.95%, the proposed system showcases higher performance. In comparison 
to the 2D-M2IC model, the DL-EDAD achieves an average accuracy score of 97%. The aver-
age accuracy rating for the AD-InceptionV3 model is 93.1%. The average accuracy measure-
ment for the 3D AD utilising ML technique is 90.9%. The average accuracy measurement for 
the 3D CapsNets Model is 98.42%. The suggested DL-EDAD approach performs well on a 
variety of MRI images. It exhibits greater resilience against variations induced by factors such 
as Alzheimer’s Disease (AD), normal control (NC), early mild cognitive impairment (EMCI), 
and late mild cognitive impairment (LMCI). The pre-trained EfficientNetB7 model has been 
improved, achieving an accuracy of 98.95% for classifying multi-stage AD. Moving forward, 
there is an anticipation of utilizing other pre-trained algorithms to identify early-stage Alzhei-
mer’s disease. Moreover, the dataset will be expanded through the implementation of straight-
forward data augmentation techniques. We will employ the approach of Deep Convolutional 
Generative Adversarial Network (DCGAN). Furthermore, the aim is to highlight Alzheimer’s 
characteristics prior to the classification of AD stages through MRI segmentation. Prospec-
tive directions for future research, concerning compound model scaling and medical image 
analysis, are delineated. Potential extensions of the approach, including its application to other 
medical conditions and the integration of multi-modal data, are proposed.

Data Availability Data and code are available with authors. The data is available on request from the cor-
responding author.
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