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Abstract
Natural Language Inference (NLI) has gathered significant attention in recent years due to its
application. However, to apply to other downstream tasks, the NLI task should be extended
its boundaries by adopting prominent approaches such as looking beyond the sentence level,
taking advantage of linguistic phenomena, or eventually providing world knowledge. There-
fore, numerous works have been conducted in recent years on various benchmark datasets.
In this work, we proposed LMCK, a natural language inference mechanism utilizing pre-
trained language models and context-based external knowledge applied to the premise of the
Vietnamese dataset. We also investigate popular pre-trained language models for the NLI
task at the passage level and employ different information retrieval models. Our findings
show that: (1) A longer premise is indeed a primary determinant for improving performance
on the NLI task; nevertheless, the significance lies more in the content within the premise;
(2) We observe in this task the encoders give better results than the encoder-decoder; (3)
Our approach successfully achieves state-of-the-art performance on the benchmark dataset
ViNLI with 4 classes.

Keywords Natural language inference · Information retrieval · Context-based external
knowledge · Pre-trained language models

B Kiet Van Nguyen
kietnv@uit.edu.vn

Ngan Luu-Thuy Nguyen
ngannlt@uit.edu.vn

Khoa Thi-Kim Phan
khoaptk@uit.edu.vn

Tin Van Huynh
tinhv@uit.edu.vn

1 University of Information Technology, Ho Chi Minh City, Vietnam

2 Vietnam National University, Ho Chi Minh City, Vietnam

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-024-19671-1&domain=pdf
http://orcid.org/0000-0002-8456-2742


Multimedia Tools and Applications

1 Introduction

Natural Language Processing (NLP) is an indispensable contributor to the great rise of Artifi-
cial Intelligence (AI) around the world. One of the NLP downstream tasks having a plethora
of practical applications is Recognizing Textual Entailment (RTE), also called Natural Lan-
guage Inference (NLI).With the goal of determiningwhether a hypothesis of natural language
h can be inferred from a given premise p, NLI is often treated as a classification problem:
given two inputs - hypothesis and premise - the problem is to classify the relationship between
them into one of three classes: ’entailment’, ’contradiction’ or ’neutral’. Besides, it is evi-
dent that the majority of the forms of meaningfulness in language can be considered as a
form of entailment, contradiction, and neutrality in context [1, 2]. Hence, NLI has played a
crucial role in advance of NLP’s downstream applications such as Question Answering, Text
Summarization, and Machine Reading Comprehension.

Currently, there are many works that promote the development of this field, involving
publishing high-quality NLI datasets, as well as improving NLI models to be comparable
to the level of human beings. In particular, a plethora of large-scale datasets for the task
NLI in various languages or domains has been published such as SNLI [3], MultiNLI [4],
and ViNLI [5]. On the other hand, architecture-oriented branches (i.e., Transformer-based
languagemodels) such asXLM-R [6], InfoXLM[7], PhoBERT [8] andmBART [9] have been
working well on this task. Moreover, these models have outperformed the performance of
the non-expert human when being fine-tuned and evaluated on different benchmark datasets.

However, applying NLI development to other downstreamNLP tasks effectively still need
a lot of attempt by the NLP community. One of these factors that were shown to affect the
performance of the models is the length of the premise [10]. Most recent works have been
done to address the task at the sentence level, whichmight be a lack of contextual information.
As a result, although still achieving competitive results, these models demonstrated that they
are not good at performing inference over longer text, which is a main feature of the NLP
downstream tasks [10]. As indicated in [11], the inference is made based on contextual
information and a collection of facts. Deducing and then connecting hidden facts from a
given context is an essential part of human language understanding, involving many steps
and much information. Hence, only using the information from a sentence might not be
enough to address sufficiently the NLP downstream tasks which require processing long
text. Therefore, many works investigating NLI tasks at the passage level have received much
attention [10, 12, 13].

In the Vietnamese domain, to our knowledge, the monolingual dataset for NLI task is
quite rare, just including ViNLI [5] and a bilingual dataset Vietnamese-English NLI [14]. In
addition, these Vietnamese datasets are on the sentence level. Therefore, to conduct experi-
ments to investigate whether a longer premise can improve the performance of models, we
leveraged the contexts that are additionally provided in the ViNLI dataset to generate a long-
premise ViNLI dataset, as shown in Fig. 1. Compared to other benchmark datasets, ViNLI [5]
was designed into 4 labels (ENTAILMENT, CONTRADICTION, NEUTRAL, and OTHER)
instead of three (ENTAILMENT, CONTRADICTION, and NEUTRAL) due to some certain
circumstances in real-life scenarios.

In this paper, we restrict our focus in solving the NLI task to the “entailment” class, as
it plays an important role in downstream tasks such as Question Answering; for the other
three classes, we remain unchanged. Moreover, we not only emphasize the need for a long-
premise NLI dataset, but we also pay attention to how valuable information is in the premise.
Specifically, we develop a framework named LMCK that uses pre-trained language models
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"Sau dự án điện mặt trời, Tập đoàn Trung Nam vừa bán 35,1% cổ phần Nhà máy
Điện gió Trung Nam cho Công ty Hitachi Sustainable Energy. Việc bán cổ phần tại
nhà máy điện gió được Trung Nam tiến hành sau khi khánh thành nhà máy này
cách đây một tháng. Sau khi mua lại cổ phần tại Nhà máy Điện gió Trung Nam,
Công ty Hitachi Sustainable Energy (Hitachi SE) trở thành đối tác chiến lược tại
dự án điện gió của Trung Nam. Phía Tập đoàn Trung Nam cho biết, với 64,9% cổ
phần còn lại họ vẫn giữ vai trò quyết định trong điều hành, định hướng phát triển
của dự án điện gió Trung Nam. Bán hơn 35% cổ phần cho Hitachi SE, Trung Nam
sẽ có thêm vốn để thực hiện các dự án năng lượng tái tạo. Cách đây một tháng,
tập đoàn này cũng bán 49% cổ phần tại nhà máy điện mặt trời Trung Nam Thuận
Bắc (vốn đầu tư 5.000 tỷ đồng) sau gần 2 năm vận hành cho một công ty trong
nước....."

"After the solar power project, Trung Nam Group has just sold a 35.1% stake in
Trung Nam Wind Power Plant to Hitachi Sustainable Energy Company. The sale
of shares in the wind power plant was conducted by Trung Nam after the plant
was inaugurated a month ago. After acquiring shares in Trung Nam Wind Power
Plant, Hitachi Sustainable Energy Company (Hitachi SE) became a strategic
partner in Trung Nam's wind power project. Trung Nam Group said, with the
remaining 64.9% stake, they still play a decisive role in the management and
development orientation of the Trung Nam wind power project. Selling more than
35% stake to Hitachi SE, Trung Nam will have more capital to implement
renewable energy projects. A month ago, this group also sold 49% stake in Trung
Nam Thuan Bac solar power plant (invested capital of 5,000 billion VND) after
nearly 2 years of operation to a domestic company...."

Context (Passage)

Sau dự án điện mặt trời, Tập đoàn Trung Nam vừa bán 35,1% cổ phần Nhà máy
Điện gió Trung Nam cho Công ty Hitachi Sustainable Energy. 

After the solar power project, Trung Nam Group has just sold a 35.1% stake in
Trung Nam Wind Power Plant to Hitachi Sustainable Energy Company.

Premise (Sentence)

Công ty Hitachi Sustainable Energy có cổ phần trong Nhà máy Điện gió Trung Nam.
 
Hitachi Sustainable Energy Company has a stake in Trung Nam Wind Power Plant.

Hypothesis (Sentence)

Convert

Sau dự án điện mặt trời, Tập đoàn Trung Nam vừa bán
35,1% cổ phần Nhà máy Điện gió Trung Nam cho Công ty
Hitachi Sustainable Energy. Sau khi mua lại cổ phần tại Nhà
máy Điện gió Trung Nam, Công ty Hitachi Sustainable Energy
(Hitachi SE) trở thành đối tác chiến lược tại dự án điện gió
của Trung Nam. Bán hơn 35% cổ phần cho Hitachi SE, Trung
Nam sẽ có thêm vốn để thực hiện các dự án năng lượng tái
tạo.

After the solar power project, Trung Nam Group has just sold
a 35.1% stake in Trung Nam Wind Power Plant to Hitachi
Sustainable Energy Company. After acquiring shares in Trung
Nam Wind Power Plant, Hitachi Sustainable Energy Company
(Hitachi SE) became a strategic partner in Trung Nam's wind
power project. Selling more than 35% stake to Hitachi SE,
Trung Nam will have more capital to implement renewable
energy projects

Premise (Passage)

Công ty Hitachi Sustainable Energy có cổ phần trong Nhà máy Điện
gió Trung Nam.
 
Hitachi Sustainable Energy Company has a stake in Trung Nam
Wind Power Plant.

Hypothesis (Sentence)

New pair

Original sentence pair

Fig. 1 Transformation of the original sentence-level premise ViNLI dataset into the longer-premise ViNLI
dataset based on the provided context

collaborated with context-based external knowledge generated by combining our rules with
information retrieval models such as BM25 [15], TF-IDF [16], Sentence-Bert [17], SXLM-R
[18] for our experiments. We also experiment with two types of pre-trained models on the
NLI task: the encoder (XLM-R, PhoBERT, InfoXLM), and the encoder-decoder (mBART) on
our converted long-premise NLI dataset. Our investigation demonstrates that besides longer
premises, context-based external knowledge is an important factor for better performance on
NLI task. For this task, the results display that encoders are better than the encoder-decoder.
Most importantly, our approach achieves state-of-the-art performance on the ViNLI dataset.

The rest of the paper is organized as follows. In Section 2, we provide an overview
of previous works about the Natural Language Inference task and Context-based external
knowledge. Section 3 describes the methodology which is used for experiments in this paper.
Then, we present the whole experiment, including the dataset, experimental settings, and our
results in Section 4. Finally, Section 5 presents the conclusion and future works.

2 Related works

We consider previous works in the areas of both Natural Language Inference Section 2.1 and
Context-based external knowledge Section 2.2.

2.1 Natural language inference

Since 2005, the NLP community has witnessed a significantly growing popularity of the task
Recognizing Textual Entailment(RTE), which is now known as Natural Language Inference
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(NLI) due to the emergence of the PASCAL Recognizing Textual Entailment (RTE) chal-
lenges [19]. The key to the popularity is that the RTE task works as a system in which to
determine the relationship between two given text fragments by employing different tech-
niques used in NLP applications to address semantic inference which is a prominent issue
shared by many NLP applications. 2 years later, on the third RTE challenge [20], a limited
number of longer texts, i.e. up to a paragraph in length, were introduced to make the chal-
lenge more oriented to realistic scenarios, which is one of the most inspirational works to
later works related to RTE and its applications. After that, these further RTE challenges such
as RTE-5 [21], RTE-6 [22], RTE-7 [23] required communities to mainly apply RTE systems
to specific application settings. In particular, all three challenges (RTE-5, RTE-6, RTE-7) are
situated in the Summarization application setting.

Recently, with the challenge of more comprehensive scenarios, there has been a plethora
of work improving both datasets and techniques. On one hand, the most well-known NLI
benchmarks include the Standford Natural Inference (SNLI) dataset [3]; and the expanded
Multi Genre NLI corpus(MultiNLI) [4] attempting to tackle the limitations of SNLI. Specif-
ically, the dataset introduced various genre labels for each sentence pair to concentrate on
domain adaption.Besides, there are several task-specificNLIdatasets, consistingofQuestion-
answering NLI (QNLI) [24], SciTail [25], Dialogue NLI [26], and Vietnamese-English NLI
[14]. In addition, there is also various monolingual NLI dataset, including OCNLI [27] for
Chinese, IndoNLI [28] for Indonesian, SICKNL [29] for Dutch, and ViNLI [5] for Viet-
namese. However, all the above datasets are either on the sentence level or do not consider
the relationships that infer from more than sentences.

Therefore, NLI datasets with longer text have been built as a necessity to address infer-
ences in real-life situations. In 2014, the Approximate Textual Entailment (ATE) dataset used
in the field of Image Captioning [30] was created based on FLICKR30k. Each item includes
a premise set of four captions and a short phrase as the hypothesis. Similarly, the Multiple
Premise Entailment (MPE) datasets [31] was proposed as a challenging task in which each
hypothesis sentence is paired with an unordered set of written premise sentences that demon-
strate the same event from FLICKR30k. Regarding the field NLI, Adversarial NLI [32] is a
novel human-and-model-in-the-loop dataset in which longer contexts are considered in the
premise. The ConTRol [13] is a dataset for contextual reasoning over long texts. Compared
to Adversarial NLI, the context of ConTRol is much longer and described under multiple
paragraphs, while Adversarial NLI has only single-paragraph contexts. As inspired by these
above works, to investigate the potential of longer-premise in dealing with the Vietnamese
NLI task, we leverage the contexts which are additionally provided in the ViNLI dataset and
convert the ViNLI dataset from single-sentence premise into multiple-sentence premise (i.e.
from sentence-level to passage-level).

On the other hand, due to the increasing growth of large-scale NLI datasets, deep learning
models such as RNN [33], BiLSTM [34], and ESIM [35] have passed beyond traditional
machine learning models (Skip-gram, CBOW [36]). However, in recent years, the advent
of transformer architecture [37] completely changed how researchers deal with the NLI
task and its applications. In particular, numerous models have proposed and given significant
performances by employing both the architecture of the encoder including BERT [38], XLM-
R [6], and InfoXLM [7], and that of the encoder-decoder consisting of BART [39], t5 [40].
Also, for Vietnamese transformer-based models, PhoBERT [8] and ViT5 [41] have done
positive results for the Vietnamese domain.

Although the effectiveness of transformer-based models in the NLI task is significant, in
this work, we demonstrate that the performance of NLI models that use pre-trained models
can be augmented with context-based external knowledge.
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As far as Vietnamese NLI is concerned, in the Vietnamese NLP community, NLI is
an area that has recently been a new research subject. Therefore, there hasn’t been a lot
of work yet in this field. The advent of [14] as a shared task in VLSP1 has drawn more
Vietnamese researchers’ attention. With great effort, several outstanding works [5, 42–45]
were proposed. In particular, the studies [42, 43] are works in the shared task [14]. While
[42] utilized pre-trained Multilingual Language Models, [43] employed data augmentation
to deal with Vietnamese and English-Vietnamese Textual Entailment tasks. [5] made a major
contribution to the Vietnamese NLP community due to the creation of the first monolingual
Vietnamese NLI dataset - ViNLI. [44] proposed a method to build a Vietnamese dataset for
training Vietnamese inference models that work on native Vietnamese texts. [45] presented
an experiment combining semantic word representation through the SRL task with context
representation of BERT relative models for the NLI problem. Despite many attempts, there is
still no work using context-based external knowledge to enhance the performance of models
in the Vietnamese NLI dataset.

2.2 Context-based external knowledge

Utilizing context-based external knowledge has shown improvement in performance onmany
NLP downstream tasks [13, 46–51]. There are two main approaches utilizing context-based
external knowledge, including graph-based and information retrieval-based approaches.

For graph-based external knowledge in the field of Natural Language Inference (NLI),
there are a lot of attempts such as [47, 52, 53]. In particular, Wang et al. [47] presented a
combination of techniques on text, graph, and text-and-graph-based models that can leverage
external knowledge to improve performance on the NLI problem. Chen et al. [52] developed
a model with WordNet-based co-attention that uses five engineered features from WordNet
for each pair of words from premise and hypothesis. Meanwhile, Pan et al. [53] used an
external knowledge source fromKnowledgeGraphs (KGs) in text-basedRTEmodels byusing
Personalized PageRank to generate contextual subgraphs with reduced noise and encoding
these subgraphs using graph convolutional networks to capture the structural and semantic
information in KGs. All in all, most of these works have employed neural networks to
represent the triplets of knowledge graphs. These kinds of approaches usually need to train
a knowledge-graph embedding beforehand. According to [54], despite the effectiveness,
the existing methods for generating knowledge graph embeddings still suffer several severe
limitations. In this situation, additional information, such as entity types and relation paths,
is ignored, which can further improve the embedding accuracy.

When it comes to information retrieval-based external knowledge, there are two types
of representations for retriever: bag-of-word (BOW) based sparse representation [55] and
dense representation from neural networks [56]. For the sparse representation, since this
method relies on BOW, a rule-based scoring system such as TF-IDF and BM25 is utilized for
ranking. This allows for adaptation, to a range of large-scale search scenarios. This method
has been widely explored to solve various NLP downstream applications, including Question
Answering [57, 58] andMachine Translation [59, 60]. In terms of dense representation based
retrieval (DPR) [56], it is the area that has received a lot of attention in recent years. Dense
representation is obtained from encoders such as Transformer, trained with task-specific
data. It is demonstrated that these methods can yield better recall performance than sparse
representation on different tasks. However, DPR cannot process longer documents, usually
less than 128 tokens [56].

1 https://vlsp.org.vn/
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In this paper, we focus on getting external knowledge by leveraging information retrieval-
based approaches. Therefore, to attain the most suitable retriever for our work, we employ
both two types: sparse representation using traditional information retrieval (IR) models such
as TF-IDF [16], and BM25 [15], and representation-based retriever using SBERT [17], and
the SXLM-R [18].

3 Methodology

Our LMCK system involves a combination of the exploitation of semantic information for the
NLI task Section 3.1 and pre-trained language models Section 3.2. In particular, this system
includes 3 phases: Context-based Sentence Extraction, Long-premise Generation, and Infer-
ence (see Fig 2). As presented in Section 3.1, the Context-based Sentence Extractor, which is
the main core of Phase 1, is responsible for extracting external knowledge information from
the given context of a document. After that, in phase 2, the most relatable sentences will be
added to premise sentences and generate our converted long-premises. For the pre-trained
language models Section 3.2 in Phase 3, we use two types of architectures on NLI tasks: the
encoder (XLM-R, PhoBERT, InfoXLM), and the encoder-decoder (mBART).

3.1 Context-based sentence extractor

As analyzed in [5], besides depending on the content of the premise, annotators tend to
write hypotheses of entailment samples relying on the corresponding premises’ situation (i.e.
premise’s context). Therefore, this might cause difficulties for models in inference. Hence,
to facilitate capturing the semantic relations better, we employ the Information Retrieval
method together with our rules to get important semantic information.

In this component, the main task requires the retrieval of a proper subset (S1,S2, ...,Sn)
of each premise’s given context from the ViNLI dataset, used for inferring annotators’ cor-
responding hypothesis H , or relating to premise P , or the combination of hypothesis and
premise H + P . A proper subset results from identifying a subset of statutes for which an
entailment system can judge whether the statement H is entailed or not.

In this work, we conduct experiments on two types of information retrieval-based
approaches: sparse retriever and representation-based retriever. For sparse retriever, we
employ traditional information retrieval (IR) models such as TF-IDF [16], and BM25 [15].
While TF-IDF is a term scoring method using cosine similarity measure, BM25 is a method
scoring documents in response to a query. Specifically, TF-IDF and BM25 are respectively
displayed in (1), and (2) [61]:

T F − I DF(D, Q) =
∑

[√ f (t, D) ∗ (1 + log(I DF(t)))2] (1)

BM25(D, Q) =
∑

I DF(qi )
f (qi , D) ∗ (k1 + 1)

f (qi , D) + k1 ∗ (1 − b + b ∗ |D|
avgdl )

(2)

where D is a document, Q is a query, f(t, D) and f(qi , D) is t’s, qi ’s term frequency in
document D, |D| is the length of document D in words, avgdl is the average document length
in the text collection from which documents are drawn, and IDF is the inverse document fre-
quency. However, there is a slight difference between IDF(t) and IDF(qi ) shown respectively
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Fig. 2 Overview of large language models enhanced with contextual knowledge (LMCK) system

in (3), and (4). k1 and b are free parameters. In this work, we set 1.5 for k1 and 0.75 for b.

I DF(t) = log
N

d f (t)
+ 1 (3)

I DF(qi ) = ln(
N − n(qi ) + 0.5

n(qi ) + 0.5
+ 1) (4)

where N is the total number of documents in the collection, df(t) is the number of documents
containing t 2, and n(qi ) is the number of documents containing qi 3.

2 https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfTransformer.html
3 https://en.wikipedia.org/wiki/Okapi_BM25
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For representation-based retriever, we use SBERT [17], and SXLM-R [18]. Representation-
based retriever, also called Dual-encoder, employs two independent encoders such as BERT
[38] to encode the query and the documents respectively, and then estimate their relevance by
computing a single similarity score between two representations. In particular, SBERT [17]
adopts two independent BERT-based encoders to encode two input sentences, then adds a
pooling operation to the output of BERT to derive a fixed-sized sentence embedding. Finally,
the relevance score between them is computed by the cosine-similarity. In order to fine-tune
BERT, they create siamese and triplet networks [62] to update theweights so that the produced
sentence embeddings are semantically meaningful and can be evaluated by cosine-similarity.
Compared to SBERT [17], SXLM-R [18] employed two independent XLM-R encoders, and
is fine-tuned with Multiple negatives ranking (MNR) loss [63]. The loss function is given
by (5):

L = − 1

N
· 1

K
·

K∑

i=1

[S(xi , yi ) − log
K∑

j=1

eS(xi , yi )] (5)

To evaluate and choose the best IR method, an evaluation dataset is created manually to
assess the accuracy of these models by 3 well-educated annotators. Firstly, we provide them
with the same dataset, including pairs of sentences: premise and hypothesis, and a context
stemming from the training set of ViNLI. We require them to read carefully the content
of the premise and hypothesis, then check whether we need more contextual information
when generating a hypothesis from the premise. If so, annotators will choose the most 3
relevant sentences in the context they think the hypothesis was created based on. We have
the most relevant sentence, the second most relevant sentence, and the third most relevant
sentence as Top_1, Top_2, and Top_3, respectively. In this process, annotators will work
independently. At the end of the process, we only select those samples that all three annotators
agree that context is important to writing the hypothesis. As a result, we have three datasets
corresponding to three annotators with the same size is 300 samples. Figure 3 shows our
evaluation data example.

Besides, we design three experiments to evaluate these IR models on the dataset. The
difference between the three experiments is the inputs of the IR models, which are described
in Fig. 4. After processing inputs into respective embeddings, these IR models calculate the
similarity between these embeddings, then return a list of 3 context-based sentences sorted
by most relevance.

We use accuracy@3 (i.e. Acc@3) to evaluate the effectiveness of these IR models. For
each model, the final accuracy result is the mean of Acc@3 over 3 annotators. Acc@3 is
computed as follows:

Acc@3 = X ∗ 100

N
(6)

where X is the number of predicted sentences appearing in the collective of sentences
selected by annotators. N is the total number of annotators in this work.

The results of the evaluation of the IR models are shown in Table 1. We observed that in
most models, the pre-trained model SXLM-R [18] gave the highest results in most experi-
ments. Specifically, in Experiment 1, this model achieved 57.22, and in Experiment 2 and
Experiment 3, the model attained an accuracy of 55.33 and 59.11, respectively. Therefore,
the SXLM-R model is the core of our Information Retrieval component.
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Premise
Các bên liên quan đang đàm phán về các điều khoản cụ thể và sẽ đưa ra một đề xuất
chung trước ngày 20/5.
(The parties involved are negotiating on specific terms and will make a joint proposal by
May 20.)

Hypothesis
Ngày 20/5 là hạn chót để Mỹ và hãng Xiaomi đưa ra các điều khoản thỏa thuận cụ thể.
(May 20 is the deadline for the US and Xiaomi to come up with specific terms of the
agreement.)

Context
[Xiaomi đã đạt được một thỏa thuận với chính phủ Mỹ để được rút khỏi danh sách đen
vốn hạn chế các nhà đầu tư Mỹ vào hãng này.Top_1 Top_1 Top_2] Trước đó, Bộ Quốc
phòng Mỹ dưới thời cựu tổng thống Donald Trump đưa Xiaomi vào danh sách đen với
lý do có liên quan đến quân đội Trung Quốc. [Điều này dẫn đến việc hãng sẽ bị hủy
niêm yết khỏi các sàn giao dịch của Mỹ.Top_3] Xiaomi đã khởi kiện đầu năm nay. [Theo
hồ sơ của tòa, Bộ Quốc phòng Mỹ đã đạt được thỏa thuận với Xiaomi và thông báo
việc rút công ty này khỏi danh sách đen là hợp lý.Top_2 Top_2 Top_1] [Đại diện của Lầu
Năm Góc và Xiaomi không đưa ra bình luận.Top_3] Các bên liên quan đang đàm phán
về các điều khoản cụ thể và sẽ đưa ra một đề xuất chung trước ngày 20/5. [Cổ phiếu
của Xiaomi đã tăng tới 6,7% trong phiên giao dịch tại Hong Kong ngày 12/5.Top_3]

([Xiaomi has reached an agreement with the US government to be removed from a
blacklist that restricts US investors in this company.Top_1 Top_1 Top_2] Previously, the US
Department of Defense under former President Donald Trump put Xiaomi on a blacklist
for the reason that it was related to the Chinese military. [Which will lead to the
company being delisted from US exchanges.Top_3] Xiaomi filed a lawsuit earlier this
year. [According to court documents, the US Department of Defense reached an
agreement with Xiaomi and said it was reasonable to withdraw the company from the
blacklist.Top_2 Top_2 Top_1] [Representatives of the Pentagon and Xiaomi did not
immediately respond to comment.Top_3] The parties involved are negotiating on specific
terms and will make a joint proposal by May 20. [Xiaomi shares jumped 6.7% in Hong
Kong trading on May 12.Top_3])

Annotator1            Annotator2            Annotator3 

Fig. 3 An example of manually generating data to evaluate IR models. In the example, the sentences Top_1,
Top_2, and Top_3 are highlighted with green, orange, and blue colors representing the choices of annotator1,
annotator2, and annotator3 respectively

Table 1 The results of information retrieval component evaluation according to Acc@3

Experiments’s Input IR Techniques Acc@3 (%)

Premise & Context TF-IDF 57.11

BM25 56.66

SBERT 58.77

SXLM-R 57.22

Hypothesis & Context TF-IDF 42.11

BM25 53.44

SBERT 46.22

SXLM-R 55.33

Premise + Hypothesis & context TF-IDF 42.88

BM25 57.66

SBERT 44.55

SXLM-R 59.11
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Experiment 1 
Input1: Premise

Input 2: xn  Context

Experiment 2 
Input1: Hypothesis

Input 2: xn  Context

Experiment 3 
Input1: Premise + Hypothesis

Input 2: xn  Context

EmbeddingInput1

List of N sentences  = Similarity

(EmbeddingInput1, EmbeddingInput1)

Top 3 most relevant sentences

Pre-trained models

EmbeddingInput2

Fig. 4 Three different experiments evaluating these IR models on the dataset

3.2 Pre-trained languagemodels for NLI

To compare with our proposed method, we conduct experiments with several powerful base-
line methods using state-of-the-art pre-trained language models.

3.2.1 Pre-trained languagemodels

In this paper, we used four powerful pre-trained language models that are helpful for Viet-
namese NLP tasks:

• PhoBERT [8] is a monolingual pre-trained model for Vietnamese trained based on
RoBERTa [64]with 135Mparameters for the base version and 370M for the large version.

• XLM-R [6] is an improved version of XLM based on RoBERTa model [64]. XLM-
R is trained with a cross-lingual masked language modeling objective on data in 100
languages, including Vietnamese from Common Crawl.

• InfoXLM [7] is a multilingual pre-trained model for over 100 languages with a new
cross-lingual pre-training task named cross-lingual contrast (XLCO).

• mBART [9] is amultilingual encoder-decodermodel that is basedonBART[39].mBART
is trained with a combination of span masking and sentence shuffling objectives on a
subset of 25 languages, including Vietnamese from Common Crawl.

3.2.2 NLI methods using pre-trained languagemodels

The NLI model structures of the encoder and encoder-decoder are illustrated in Fig. 5. For
the encoder models (i.e., PhoBERT, XLM-R, and InfoXLM), following [38], given a premise
p and a hypothesis h, we concatenate premise-hypothesis pair as a new sequence. However,
in this work, due to the new length of the premise, and passage level, compared to other
works, we set up a hypothesis and premise respectively instead of the premise, and then
hypothesis. Specifically, the input is demonstrated [CLS]+h+[SEP]+p+[SEP], where [CLS]
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Fig. 5 The model structure of the encoder and the encoder-decoder. (“E” represents ENTAILMENT, “N”
represents NEUTRAL, “C” represents CONTRADICTION, and “O” represents OTHER

and [SEP] are special symbols for the classification token and separator token. After pre-
training model encoding, the last layer’s hidden representation from the [CLS] token is fed
in an MLP+softmax for classification. For the sequence-to-sequence model ((i.e., mBART),
we feed the same sequence to both the encoder and the decoder, using the last hidden state
for classification. The class corresponding to the highest probability is chosen as the model
prediction.

4 Experiments and results

4.1 Dataset and experimental design

After determining the best IR model, we conduct experiment on various types of inputs
of models to addressing our research questions. First and foremost, we design 4 different
experiments as follows.

• Experiment 1 - Hypothesis, Context: Due to the contexts involving premises, and
premises’ contextual knowledge, we use the given context of a pair of corresponding
premises and hypothesis as a premise. The average length of context is 319.9 words.

• Experiment 2 -Hypothesis, Top(C, P): Premise is one of the sentences in a corresponding
context that we are received additionally. Therefore, contextual knowledge is supposed
to be obtained by applying the best IR SXLM-R [18] with the premise and its context as
a premise.

• Experiment 3 - Hypothesis, Top(C, H): As described in [5], the hypothesis was created
based on the content of the premise, or the situation of the premise. Thus, we apply
the best IR SXLM-R [18] with a hypothesis and its situation (i.e. its context) to obtain
contextual knowledge as a premise.
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• Experiment 4 -Hypothesis, Top(C,H+P): Due to the relevance of the process of forming
premise and hypothesis, we assume we could attain contextual knowledge as a premise
by applying the best IR SXLM-R [18] with the combination of hypothesis and premise
and its context.

In addition,motivated byhowahypothesiswaswritten,wepresent a simple rule supporting
the generation of better context-based external knowledge as the premise. Our rule is shown
in Fig. 6.

As indicated in [5], a hypothesis was created based on the content or situation of the
premise (i.e., the context of the premise). Therefore, we strongly believe that we can capture
the semantic similarity between context and hypothesis by adapting IR methods. However,
after running experiments on the processed dataset, we discovered that the performance of
models deteriorates due to information confusion in labels’ samples except for entailment.
Therefore, we propose the above rule (see Fig. 6) to avoid confusion but achieve our desired
improvements, which are used in Experiment 5. Specifically, the inputs of the Experiment
5 are listed as follows:

• Input 1: Hypothesis,
• Input 2: Rule Fig. 6 (Premise, Top(C,H))

Most experiments are designed to extract more information from the context to incorpo-
rate the premise sentence as the input into the natural language inference model. Whereas the
hypothesis statements are kept the same. To observe how these datasets vary in length com-
pared to the ViNLI baseline dataset, we compute the full average length of input 1 (premise
+ Top_1, Top_2, and Top_3 sentence) of each experiment shown in Table 2. Most of the
average length of the experiments’ premise is significantly longer than that of the original
ViNLI dataset.

Especially with Experiment 1, the length is quite long, with about 330 words. In addition,
for each case of extracting 1,2, or 3 sentences in the context to add to the premise sentences
of experiments 2,3,4, and 5, the average premise length increases significantly. The average

Fig. 6 Our rule in generating
better context-based external
knowledge for entailment only

TopN(C, H) = Similarity

(x1...N Context, Hypothesis)

Yes

NoLabel == entailment? P = P

Yes

NoSimilarityP < 0.8
and iP != 0

P = P + TopN (C,H)

P = P
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Table 2 The average length of the premise

Premise Average length (Premise + Top_N)
Top_1 Top_2 Top_3

Original ViNLI dataset [5] 24.5 – – –

Experiment 1 319.9 – – –

Experiment 2 – 50.9 76.5 101.1

Experiment 3 – 25.7 52.3 78.2

Experiment 4 – 24.2 49.1 73.7

Experiment 5 – 28.1 30.8 34.8

Which premise of the “Original ViNLI dataset” is at the sentence level, and the premise of “Experiment1”
is an entire context represented as passage level. Meanwhile, the premise of Experiment 2, Experiment 3,
Experiment 4, and Experiment 5 is the combination of the premise and its context-based external knowledge
attained from the Context-based Sentence Extractor in our system with three cases Top_1, Top_2, and Top_3.
Before calculating the average length of the premise, we use the VnCoreNLI tool [65] to segment words for
Vietnamese

length statistics are meaningful to us in choosing the max length input parameter of pre-
trained transformer models appropriately.

As described above, we can see how the data generated for Experiment 5 differs from the
others. The way to generate data for experiments 2, 3, and 4 is always to have context infor-
mation added to the pairs of inference sentences (There are three cases of +1 sentences, +2
sentences, and +3 sentences) regardless of the difference in labels. Meanwhile, with Experi-
ment 5, we focus on whether it is necessary or not to extract more contextual information to
provide sentence pairs of the ENTAILMENT label with context-based external knowledge
by setting thresholds and rules in the Context-based Sentence Extractor. In particular, after
applying the best IR SXLM-R [18] with a hypothesis and its context, we check whether the
label of the sample is Entailment. If yes, we continue to checkwhether the sample needsmore
contextual knowledge by using our rules. Therefore, not all sentence pairs of the ENTAIL-
MENT label in the ViNLI dataset need additional contextual information. Figure 7 shows
the number of sentence pairs belonging to the ENTAILMENT label in the ViNLI dataset that
need and do not need additional contextual information. We found that more than 50% of
the sentence pairs of the ENTAILMENT label in the training, development, and test sets of
ViNLI need more context. With this considerable amount, we hope that the models trained
on the new data can solve the difficult cases of the ENTAILMENT label.

Data generation by adding contextual information to premise sentences, as in our exper-
iments, leads to premise sentence length increasing. While the length of the hypothesis
sentence remains the same, the number of words in the hypothesis sentence that do not
appear in the premise will also change. We are interested in analyzing this feature of the data
because the rate of new words affects the accuracy of the model. Specifically, the research of
the author’s ViNLI dataset [5] found that the higher the rate of new words, the more difficult
it is for the models to predict accurately. Therefore, we focused on analyzing the data of
Experiment 5 to observe the newword rate on pairs of sentences of the label ENTAILMENT,
as shown in the Table 3. We conduct statistics on all three data creation cases of Experi-
ment 5, which are +Top_1, +Top_2, and +Top_3 sentences with the premise sentence of the

123



Multimedia Tools and Applications

N
um

be
r o

f p
ai

r

0

2000

4000

6000

8000

Train Dev Test

Total

Need context

No need context

Fig. 7 The number of sentence pairs of ViNLI’s ENTAILMENT label needs more context information in
Experiment 5

ENTAILMENT label. First, we noticed that the ENTAILMENT label data in all three cases
of Experiment 5 has a significantly low rate of new words compared to that on the ENTAIL-
MENT label of the ViNLI dataset. This allows the model to capture better the semantic
relationship between premise and hypothesis than the ViNLI dataset. Besides, I also noticed
that the new word rate gradually decreased when the premise sentence added Top_1, Top_2,
and Top_3, respectively. This can train models to make more accurate predictions when
adding necessary context information.

4.2 Experimental settings

In all of our experiments, following the original work on the ViNLI dataset [5], we report the
accuracy score as the primary evaluation metric.

As described in Section 4, our approaches depend on pretrained language models such as
XLM-R, PhoBERT, mBART, and InfoXLM. Therefore, we use models namely XLM-Rlarge,
PhoBERTlarge, mBARTlarge, InfoXLMlarge respectively dowloaded from the Hugging Face
Library 4.Thenetwork’s parameters are optimizedusing theAdamW[66] and a linear learning
rate scheduler suggested by the Hugging Face default setup. The hyperparameters that we
tuned include the number of epochs, batch size, and learning rate. In particular, we set a
batch size of 16 and a learning rate of 1e-5 for all component models. Due to the length of
input models, we set the max length to 256 for Top_1, Top_2, and for Top_3, the model is
trained on max length 512, where Top_1, Top_2, and Top_3 are the amount of context-based
external knowledge representing as sentences. All experiments in this paper are conducted
on Google Colab Pro.

4.3 Results and dicussions

According to the Table 4, transformer-based models with the encoder architecture using
XLM-R outperform others (PhoBERT, InfoXLM, mBART). Besides, mBART, which is an

4 https://huggingface.co/transformers/
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Table 3 The ratio of new words in the hypothesis sentence compared to the premise sentence on pairs of
sentences labeled ENTAILMENT in Experiment 5 compared with the original dataset VINLI

Dataset New word ate (%) Part-Of-Speech (%)
Noun Verb Adjective Preposition Adjunct Other

ViNLIEntailment [5] 46.59 31.45 24.97 6.67 8.39 8.71 19.81

Experiment5_Top_1E 43.71 34.20 22.89 7.07 6.85 7.43 21.56

Experiment5_Top_2E 42.90 34.57 22.64 7.31 6.23 7.25 21.99

Experiment5_Top_3E 40.95 35.17 22.52 7.43 5.67 6.89 22.31

encoder-decoder model almost performs better than PhoBERT, and InfoXLM. According
to the table, PhoBERT, a monolingual pre-trained language model for Vietnamese, gives an
accuracy of 85.25%, 80.21%, 85.65%, corresponding to Top_1, Top_2, and Top_3. Mean-
while, mBART provides Top_1, Top_2, and Top_3 with respective accuracy of 85.89%,
79.77%, 86.26%. InfoXLM gives an overall accuracy of Top_1, Top_2, Top_3 with 85.02%,
82.81%, and 84.78%, respectively. The top reported performance is given by the XLM-R
model, with 89.5% accuracy. Despite our rule only focusing on the "Entailment" label, our
approach successfully attains SOTA performance compared to 85.99% in the original.

4.3.1 Model performance on different premise lengths

As mentioned earlier, we designed our experiments beyond the sentence level based on
context-based external knowledge, which is represented as multi-sentence. Therefore, after
conducting experiments, we compare and contrast the performance of models trained on
multiple sentence premise and the single sentence premise in the new dev dataset as in the
original to get insight into how context length affects the performance of the transformer-
based NLI models. The result is displayed in Fig. 8. When the premise length increases, the
model performance drops accordingly. The bestmodelXLM-Rdrops from89.23%(Top_1) to

Table 4 Experiment 5 results with the model’s input as Top_n(Information RetrievalEntailment [Context,
Hypothesis]), Hypothesis

Input Top_n(IREntailment[C, H]), H Model IR XLM_R + Cosine
New Dev New Test

Top_1, H XLM_R 89.23 89.50

PhoBERT 85.71 85.25

mBART 86.44 85.89

InfoXLM 85.21 85.02

Top_2, H XLM_R 89.90 85.38

PhoBERT 85.94 80.21

mBART 86.54 79.77

InfoXLM 88.63 82.81

Top_3, H XLM_R 89.73 89.13

PhoBERT 86.21 85.65

mBART 86.77 86.26

InfoXLM 84.11 84.78
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Fig. 8 Performance on different premise lengths

77.57% (All Context). The most visible model InfoXLM decreases from 85.21% to 25.59%.
Consequently, the results demonstrate that the longer premise is integral in achieving better
performance on the NLI task, but how valuable the information in the premise could affect
the performance of models. A similar conclusion is pointed out in the results of the models
on the new test.

4.3.2 Model performance on different labels

We compare model performance across different labels in [5] and ours. Noteworthy, in the
original work with four labels, models such as XLM-R are good at performing on Contradic-
tion and Neutral, but struggling when deciding the relationship of Entrailment. However, as
shown in Table 5, our approach can significantly improve the decision of models in examin-
ing the Entailment. In particular, the accuracy-based performances of InfoXLM, PhoBERT,
mBART, XLM-R, on Entailment increase from 86.33% to 91.21%, 87.96%, 89.31%, 91.47%
respectively. Furthermore, our approach not only enhances the performance on the Entail-
ment label, but context-based external knowledge also improves other labels. Specifically,
the accuracy on Contradiction, Neutral, and Other labels of XLM-R increased by 2.88%,
1.46%, and 0.41%, respectively. The performance of PhoBERT on Other label enhances
0.43%. mBART improves the Contradiction of 0.4%.

Additionally, Fig. 9 shows one of the prominent cases that our approach can tackle, but
the original work did not. Figure 9 demonstrates an example of the challenges brought by
analytical reasoning. Specifically, the original premise sentence concerns how good Cavani
was in that season and the hypothesis describes the gifted of Cavani in that season. Models

Table 5 Model performance per label in ViNLI

Label Huynh et al., 2022 Experiment5_Top_1
InfoXLM PhoBERT mBART XLM-R

Entailment 86.33 91.21 87.96 89.31 91.47

Contradiction 82.98 80.11 78.92 83.38 85.86

Neutral 80.45 73.01 78.32 75.93 81.91

Other 97.34 96.68 97.75 97.21 97.75
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Gold_label
H1:Tiền đạo Cavani rất có duyên với
các bàn thắng trong mùa giải này.

(Striker Cavani has been gifted with
goals this season.)

Cavani is a great striker in the Europa League. [In
which, in the last 10 matches, Cavani scored 15
goals. Cavani became the first player to score at
least two goals in each match of a European Cup
semi-final, since Cologne legend Klaus Allofs in the
1985-1986 UEFA Cup semi-final (the precursor to the
Europa League). Scoring four goals against AS
Roma, Man Utd striker Edinson Cavani caught up with
a record that has existed since 1986 in the European
Cups.]Context-based external knowledge

Cavani là chân sút cự phách tại Europa League.
[Trong đó, 10 trận gần nhất đá chính, Cavani ghi 15
bàn. Cavani trở thành cầu thủ đầu tiên ghi ít nhất hai
bàn trong mỗi lượt trận bán kết Cup châu Âu, kể từ
huyền thoại Klaus Allofs của Cologne tại bán kết UEFA
Cup 1985-1986 (giải đấu tiền thân của Europa
League). Ghi bốn bàn vào lưới AS Roma, tiền đạo
Man Utd Edinson Cavani bắt kịp kỷ lục đã tồn tại từ
năm 1986 ở các Cup châu Âu.]Context-based external knowledge

New premise from EX5_Top_3

Original premise in ViNLI

Cavani is a great striker in the Europa League.

Cavani là chân sút cự phách tại Europa League. 

Original hypothesis in ViNLI

+
Entailment

Model
[Huynh et al., 2022]

Predict_label
Neural

Context-based
Sentence Extractor

Model
Predict_label

Entailment

Fig. 9 Example of cases that context-based external knowledge can address, which the original did not.
The green indicates the original prediction. The red indicates the correct label and our model’s prediction.
Reasoning clues are highlighted in the context

need to determine the facts after analyzing anddeducting.Besides, the lexical overlap between
the premise and hypothesis is low. The best model in the original work [5] XLM-R incorrectly
chose the Neutral label, while our approach which adds context-based external knowledge
mentioning the number of goals and the related records Cavani scored in that season can
predict precisely the Entailment label.

4.3.3 Model performance on different inputs

To perform well on the NLI task, humans need more information about the context of the
premise and hypothesis, and so do pre-trained language models. Therefore, we experimented
with various types of model input, as displayed in the Fig. 10.

Besides our main experiment conducted on context-based external knowledge (i.e. Exper-
iment 5), we designed 4 other different experiments, as described in Section 4.1. Despite the
length, and the information that all context provides in Experiment 1, these models did not
perform well on the NLI task, which gives 77.26%, 73.72%, 76.53%, 25.59% corresponding
to XLM-R, PhoBERT, mBART, InfoXLM. In Experiment 2, Experiment 3, and Experiment
4, after defining how the premise was created in [5], we applied the best IR SXLM-R [18]
to get the premise’s contextual information. However, compared to Experiment 5 (i.e. our
main contribution), these experiments perform worse. In particular, InfoXLM gives the best
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Fig. 10 Model performance on different inputs

accuracy of 83.98%, 85.08% in Experiment 2, and Experiment 4; For Experiment 3, XLM-
R outperforms others with 78.37% of accuracy. Thus, we conclude that a longer premise
is an indispensable factor in improving model performance in the NLI task; however, the
information in the premise should be paid more attention.

5 Conclusion and future works

In this paper, we leverage the only open-domain and high-quality dataset for Vietnamese
(ViNLI) to automatically create a long-premise Vietnamese NLI dataset to assess the effi-
ciency of a longer premise. We demonstrate that our approach can obtain better performance
in inferring semantic information due to infusing context-based external knowledge created
by combining our rules with information retrieval techniques. Therefore, not only dowe show
that the longer premise is integral in achieving better performance on the NLI task, but we
also further indicate how valuable information in the premise could affect the performance
of models. Besides, we experiment with both the encoder and encoder-decoder models and
point out that for the task, the encoder is more suitable than the transformer. Moreover, our
approach successfully achieves state-of-the-art performance for the task of natural language
inference with 4 classes on the ViNLI dataset.

However, there are still limitations in our work. In particular, our approach only focuses
on the ‘Entailment’ class to improve the performance of the models. Therefore, in the future,
designing a more general framework will be paid more attention to exploit relevant knowl-
edge not only for the ‘Entailment’ but also for others based on the given dataset and context.
Another direction worth mentioning involves exploring new ways to extract relevant knowl-
edge efficiently to improve performance on the Vietnamese NLI task. Ultimately, we aspire
to apply our system to address downstream NLP tasks such as question answering and sum-
marization.

Data Availability The datasets generated during and/or analyzed during the current study are available from
the corresponding author upon reasonable request.
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