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Abstract
Brain tumors pose a significant health concern globally, with their detection and diagnosis 
being crucial for timely intervention and treatment planning. These abnormal growths can 
develop within the brain or originate from other parts of the body, spreading to the brain. 
They can be benign or malignant, and their impact on cognitive and physical function can 
vary widely depending on their location, size, and type. Detecting brain tumors involves a 
combination of imaging techniques and clinical assessment. Magnetic Resonance Imag-
ing (MRI) is one of the primary imaging modalities used for this purpose due to its ability 
to provide detailed images of the brain’s anatomy and pathology. Advanced image pro-
cessing techniques and machine learning algorithms play an increasingly important role in 
enhancing the accuracy and efficiency of brain tumor detection. This study presents a com-
prehensive approach for enhancing brain tumor detection in MRI images using a combi-
nation of advanced techniques. Firstly, an improved K-means clustering algorithm is intro-
duced to segment tumor regions effectively. Following this, Median Filtering is applied to 
refine image quality and reduce noise interference. Subsequently, a deep neural network 
architecture is employed for precise tumor classification utilizing the BRATS dataset. The 
proposed methodology aims to improve the accuracy and efficiency of brain tumor detec-
tion, offering potential advancements in medical image analysis and diagnosis. Experimen-
tal results demonstrate promising outcomes, indicating the effectiveness of the proposed 
approach in accurately identifying tumor regions in MRI scans.

Keywords  Deep neural network · Brain tumor · Median filtering · Medical image 
processing · K-means algorithm · BRATS dataset

1  Introduction

The brain is the most complex part of the Central Nervous System (CNS). The doctors’ 
First task is to find the tumors, which would be a time-consuming process that they are 
overburdened with. A brain tumor is a solid intracranial neoplasm. The only optimal 
approach for this problem is to use image segmentation [1]. The location and size of the 
tumor determine the symptoms. The right place and grade level are detected with improved 
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accuracy using a deep learning approach. Gliomas make up 80% of all malignant tumors in 
the glial cells of the central nervous system. The World Health Organization divides glio-
mas into three categories: high (Grade 4), low (Grade 1), and intermediate (Grade 2 and 3) 
[2].

MRI is currently used to provide a medical examination, and doctors can use the data to 
predict the position of the tumor [3]. However, because an MRI scan may contain distor-
tion, edge contour, and produce an image that is too imprecise for doctors to detect effi-
ciently, the accuracy is just 80.6 percent. A biopsy is then conducted on the area discovered 
by the specialists to establish the tumor’s grade. Histopathological classification, which 
would be predicated on the stereotactic biopsy technique, is the gold standard for identify-
ing tumor grade [4]. The neurosurgeon drills a tiny hole in the skull and collects tissue with 
specialized equipment. Biopsy tests include a multitude of hazards, including malignancy 
and brain bleeding. This can cause a serious stroke, coma, or even death. Further dangers 
include infection and convulsions. Patients die when the location is misled by making a 
hole indicated using MRI (which has an accuracy of 85 percent). The convolutional net-
works technique is used with the tensor-flow backend to find the correct position.

Figure 1 shows the MRI scans which represent the tumor region. The MRI images pro-
ject the shape of the tumor without segmentation. Figure 1a illustrates the presence of the 
tumor region with an undetermined shape. Figure 1b represents the presence of the tumor 
with a small size and less intensity. Figure  1c represents the presence of the tumor, the 
intensity of the tumor and the size of the tumor. Figure 1d represents the tumor’s presence 
and size, and Fig. 1d represents the partial presence of the tumor with less intensity and 
small size. An incorrect mitotic mechanism affects the function of morphological intersti-
tial cells in the brain. Throughout the operation, cancerous cells were reconstructed with 
morphological qualities, including size, shape, and intensity. Low-grade and high-grade 
brain tumors are the two types. The bulk of cancerous cells shows low contrast when com-
pared to adjacent cells. As a result, precisely diagnosing a brain tumor is a difficult task.

The most often used MRI modality for brain tumor segmentation is a painless proce-
dure that allows for tumor investigation from a variety of angles. As a result, MRI image 
analysis is the most effective method for detecting brain tumors, though it is costlier and 
has a higher accuracy rate. The existing systems are all about the classification of brain 
tumors by using conventional algorithms like Support Vector Machine (SVM) [5], Random 
Forest [6], K-means algorithm [7], Fuzzy algorithm [8], K-Nearest Neighbor algorithm 
[9] and Convolution Neural Network [10]. These learning approaches, particularly CNN, 
have proven reliable and are widely used for medical image analysis. Moreover, they have 
drawbacks over conventional methods, including high temporal complexity, inefficiency in 
application with a small dataset, and the need for powerful GPUs, all of which increase 

(a) (b) (c) (d) (e)

Fig. 1   MRI scans showing the presence of a brain tumor
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user expenses. Choosing the appropriate deep learning tools is challenging because of the 
various segmentation factors, training techniques, and topology complexity.

In this paper, we introduce a pioneering approach to brain tumor segmentation and clas-
sification leveraging deep neural networks on MRI-FLAIR images. Our model represents 
a significant advancement in the field, offering a comprehensive solution that addresses 
the challenges of accurate tumor delineation and subtype classification. By harnessing the 
power of deep learning, our proposed method achieves superior segmentation accuracy 
and enables precise classification of tumor subtypes, thus facilitating personalized treat-
ment strategies. Unlike existing techniques, our model integrates multi-scale features and 
contextual information, resulting in robust performance across diverse datasets. Addition-
ally, we introduce a novel modified K-means algorithm that enhances the model’s ability to 
focus on relevant tumor regions, further improving segmentation accuracy. Through exten-
sive experiments and comparative analysis, we demonstrate the efficacy and innovation of 
our approach, establishing new benchmarks in brain tumor segmentation and classification 
research.

The significant contributions of the proposed approach are as follows:

1.	 A feature-based constraint approach for detecting brain tumors using the deep neural 
network is proposed.

2.	 A deep feature extraction model is developed using a median filtering approach and the 
improved K-means algorithm.

3.	 An efficient segmentation method using 2D images from the BRATS dataset using 
FLAIR modalities is developed.

The remaining sections of the research paper are as follows: Sect. 2 describes the lit-
erature survey explored for the research problem. Section 3 defines the proposed research 
methodology, including the improved k-means algorithm and DNN model. Section 4 pro-
vides the details about implementation tools, datasets incurred, parameter tuning, and the 
experimental results. Finally, Sect. 5 illustrates the conclusion and future work of the pro-
posed research.

2 � Literature review

Nowadays, tumors are the main cause of death in many people. Tumors are a group of 
unwanted cells formed together and cause cancer. Tumors are primarily seen in organs like 
the brain, lungs, skin, blood, etc. Among all those tumors, the brain tumor is the most dan-
gerous and can also lead to death in its early stages. The tumors are detected by using MRI 
scans and CT scans. MRI scans are a little bit expensive but produce more accurate results 
when compared to CT scans.

Many studies have been conducted to understand better how to spot brain tumors, and 
some of the most recent discoveries are discussed here. Medical image analysis uses a 
fuzzy rough set with statistical characteristics [11]. To detect breast anomalies, research-
ers have turned to a probabilistic fuzzy-c-mean method that uses textural characteristics 
[12]. In addition, U-network [13] is also used for meningioma categorization. For deep 
feature extraction on skin cancer, brain tumor, breast cancer, and colon cancer individuals, 
the fine-tuned ResNet-50 model achieves 95% classification accuracy [14]. For an accu-
rate diagnosis, image fusion is essential. A sparsely convolutional decomposition model is 
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utilized to combine MRI and CT slices. Edges are identified by contrast enhancement and 
the steepest descent spatial approach. A dictionary approach is built for brain image seg-
mentation through texture decomposition and enhanced convolutional coding. Their results 
are measured against six high-quality benchmark datasets [15].

For the purpose of classifying brain tumors, a capsule neural model was developed with 
an impressive 86.56% accuracy [16]. Pretrained models have been used for tumor clas-
sification, with ResNet-50 achieving competitive results compared to inceptionv3 and 
VGG-16 [17]. Researchers have created a hybrid model for tumor cell categorization that 
combines the VGG-net, ResNet, and LSTM models, with an accuracy of 71% on Alexnet 
and 84% accuracy on the ResNet model [18]. In order to classify tumors more precisely, 
researchers have suggested a novel model based on discrete wavelet transform (DWT) [19]. 
To improve the image quality, a histogram equalization technique was used. The principal 
component analysis is used to identify informative features, which are then fed into the 
feed-forward network, which can classify MRI images as normal or suspicious with a 96% 
success rate [20]. Using the SVM model, the classification of tumors achieved 95% accu-
racy, 95% sensitivity and 95% specificity on the BRATS dataset [21].

Tumor categorization in [22] utilized three machine learning models. In terms of accu-
racy, the model scored an impressive 88% accuracy. To classify cancers, capsule networks 
are based on a modified version of a conventional CNN model (CapsNet). The proposed 
CapsNet uses the spatial interaction between the tumor and its surrounding tissues [23]. 
The proposed CapsNet achieves 90% accuracy, an improvement over SVM’s 88% accuracy. 
Tumor classification for multiclass brain image classification is realized using an adversar-
ial generative model [24]. The proposed paradigm has a whopping six levels of complexity. 
This was paired with other methods for improving data quality. Both defined and random 
splits achieved an accuracy of 96.25%.

The graph convolutional neural network has been selected for tumor classification 
by many authors [25]. There have been several proposed methods for categorizing brain 
tumors; however, these methodologies suffer from various limitations, some of which have 
been discussed in [26–28]. Until recently, several tumor classification methods required 
human intervention to define tumor areas [29–32]. Algorithms based on Convolutional 
Neural Networks (CNNs) and their offshoots could not significantly improve processing 
time. Therefore, non-accuracy-based performance measures gain significance. In addition, 
CNN models struggle when presented with sparse data.

Nassar et al. [33] focused on developing a robust MRI-based brain tumor classification 
system using a hybrid deep learning technique. The proposed approach leverages a major-
ity voting strategy based on the predictions of five fine-tuned pre-trained models (Goog-
leNet, AlexNet, ShuffleNet, SqueezeNet, and NASNet-Mobile) to classify three types of 
brain tumors (meningioma, glioma, and pituitary) with high accuracy and reliability. Uti-
lizing a public brain tumor image dataset and minimal pre-processing steps during train-
ing and testing phases, the method demonstrates improved performance metrics such as 
accuracy, recall, precision, specificity, and F1-score compared to existing techniques. The 
study showcases the effectiveness of ensemble learning and the potential of deep learning 
models in enhancing the efficiency of brain tumor classification, offering valuable support 
to radiologists in making accurate diagnostic decisions.

The research in [34] presented a novel approach for multigrade brain tumor classifi-
cation in MRI images using a fine-tuned EfficientNet model. The research introduces a 
fine-tuned lightweight EfficientNet V2S model, showcasing state-of-the-art performance in 
classifying a diverse range of brain tumor classes across three datasets. The model achieved 
high accuracy rates ranging from 97 to 98% for all datasets through extensive performance 
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comparisons and multigrade classification analysis. The study emphasizes the importance 
of explainable models using GradCam visualization to provide insights into the classifica-
tion process. Overall, the research highlights the potential of the Fine-tuned EfficientNet 
model in accurately and efficiently classifying brain tumors in MRI images, offering valu-
able implications for medical imaging and diagnosis.

The proposed work in [35] focuses on utilizing deep learning methods. Specifically, 
CNNs and transfer learning are used to classify brain tumors in MRI images. The study 
compares the performance of different models, including InceptionV3, EfficientNetB4, 
VGG16, VGG19, and a Multi-Layer CNN, in classifying brain tumors. The VGG16 model 
achieved the best accuracy result (97%). The study emphasizes the importance of AI-based 
applications, especially in image processing, for supporting health decision-makers in 
early diagnosis and treatment processes. Overall, the study demonstrates the effectiveness 
of deep learning models, particularly VGG16, in accurately classifying brain tumors from 
medical images, highlighting the potential of AI in improving healthcare decision-making 
processes.

Kumar et al. [36] developed a multi-classification system for accurately classifying brain 
tumors in medical images using a combination of deep learning techniques and fuzzy-
based logic algorithms. The system integrates transfer learning with texture-based clas-
sification to enhance accuracy in tumor classification. By leveraging pre-trained models 
and advanced neural networks, the study achieved a significant improvement in accuracy 
compared to existing methods, with a 2% increase in accuracy over an improved ResNet-50 
model. The research highlights the potential of utilizing advanced techniques in medical 
imaging for solving complex problems and lays a foundation for future research in the field.

The proposed work in the study [37] focuses on enhancing the accuracy of multi-class 
brain tumor classification using deep transfer learning models. Five popular deep learn-
ing architectures, including Xception, DenseNet201, DenseNet121, ResNet152V2, and 
InceptionResNetV2, were employed and modified with a deep dense block and softmax 
layer to improve classification accuracy. Performance metrics such as accuracy, sensitivity, 
precision, specificity, and F1-score were used to evaluate the models. The results showed 
that the proposed Xception + DDB model achieved the highest classification accuracy of 
95.87% on a 4-class brain MRI dataset, outperforming the baseline models and demon-
strating the effectiveness of the deep transfer learning approach in enhancing brain tumor 
classification accuracy.

Rajput et al. [38] focused on utilizing transfer learning with pre-trained Convolutional 
Neural Network (CNN) models for the classification of brain tumors in MRI images. By 
leveraging pre-trained Inception-V3 and DenseNet201 models for feature extraction and 
classification, the study achieved a high classification accuracy on a brain tumor MRI data-
set containing glioma, meningioma, pituitary tumors, and non-tumor cases. The use of 
transfer learning not only improved the efficiency of the model but also outperformed other 
deep learning architectures such as ResNet-50, Inception-V3, and VGG19. Through rigor-
ous evaluation metrics and comparative analysis, the proposed framework demonstrated 
superior performance in accurately diagnosing brain tumors, showcasing the potential of 
transfer learning with pre-trained CNN models in enhancing medical image analysis for 
improved patient outcomes.

The proposed work [39] utilizes a CNN-based approach for automatic brain tumor 
detection, employing the AlexNet architecture and transfer learning to enhance efficiency 
and accuracy. The model is trained and tested on MRI image datasets by extracting 32 
intensity and grain textual features from segmented tumor regions, including statistical fea-
tures and matrices. The study achieves maximum accuracy, validated by medical experts, 
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and compares favorably with existing methods in terms of system accuracy. Using pop-
ular pre-trained CNN models like AlexNet, GoogLeNet, and VGG, the research demon-
strates the effectiveness of CNN architectures in extracting essential features from input 
images, leading to improved brain tumor identification. Performance analysis reveals the 
significance of selected features through partitioning and statistical feature comparison, 
highlighting the impact of hyperparameter tuning and training functions like Adam and 
RMSprop on model optimization and overall system accuracy.

Much research has gone into identifying brain tumors. However, due to the complex 
pattern of the lesion’s sites, this field still has limitations. Due to their size, microscopic 
lesions are notoriously difficult to see. In addition, classification accuracy suffers when 
extracting and choosing informative features. While convolutional neural networks can be 
useful for extracting useful information, the computing demands of these models might be 
prohibitive. To this day, compact modeling for the diagnosis of brain tumors is demanded. 
To address these issues, a novel improved k-means algorithm based DNN model is pro-
posed for the detection of tumor lesions.

The DNN models offer solutions to challenges in identifying brain tumors by automati-
cally learning relevant features from raw image data, including microscopic lesions, with-
out manual feature engineering. Transfer learning enables leveraging pre-trained models 
to improve performance even with limited labeled data, while data augmentation increases 
dataset diversity. Model optimization techniques reduce DNN size and computational 
demands, making them more feasible for diagnosis. Ensemble learning further enhances 
accuracy and robustness. Overall, DNNs provide a comprehensive solution for efficient 
and accurate brain tumor diagnosis, addressing feature extraction and computing demands 
complexities.

3 � Proposed research methodology

The suggested work is a deep neural network-based automatic brain tumor segmenta-
tion technique. Due to several factors, the proposed DNN model with Conv2D and Max-
pooling2D layers can outperform more complex architectures like residual networks. 
Firstly, our model is less prone to overfitting, mainly when dealing with minor or less com-
plex datasets, as they have fewer parameters and are less likely to capture noise in the data. 
Secondly, our model requires fewer computational resources, making them more practi-
cal and efficient, especially in resource-constrained environments. Additionally, the pro-
posed architecture is easier to interpret and debug, which can be crucial for understanding 
model behavior and diagnosing issues during training. Also, combining median filtering 
and an improved k-means algorithm with a simple DNN model offers several advantages 
over more complex architectures. Median filtering algorithm is effective in removing noise 
from the input data. By replacing each pixel’s intensity value with the median value of its 
neighboring pixels, median filtering effectively reduces the impact of outliers and random 
noise. By improving the standard k-means algorithm, i.e., by incorporating strategies to 
handle outliers or optimizing the initialization of centroids, we can enhance its effective-
ness in capturing the underlying structure of the data. The combination of median filtering 
and an improved k-means algorithm with a simple DNN model offers a compelling solu-
tion that achieves competitive performance while maintaining simplicity, interpretability, 
and efficiency.
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The input images are from BRATS 2022 [40], which includes three MRI scans of the 
human brain. The key advantage of MRI over CT scan is that it is less hazardous and has 
a higher accuracy rate. All earlier work on the dataset was based on tumor categorization, 
such as malignant tumor, glioma, and pituitary tumor, and was not meant for tumor seg-
mentation and extraction accuracy. The proposed work’s key contribution is image parti-
tioning based on the spatial of acquired MR images. To improve segmentation outcomes, 
multiple networks are trained individually. Pre-processing is done with median filtering, 
and the image is then segmented using the K-means clustering technique and presented 
as histogram equalization. The extracted features are transformed into a grayscale image 
using the Gray-level Co-occurrence Matrix (GLCM) for feature extraction, which includes 
border extraction and region growth, then deep neural networks are used to classify the 
image.

Tensor Flow is a tool for simplifying difficult numerical computations, and it was 
employed in the classification section. It enables users to represent any computation as a 
data flow graph. Keras, a Python-based open-source neural network toolkit that operates 
on the upper edge of Theano or Tensor Flow, is chosen to implement the code because it is 
modular, quick, and easy to debug. Our data collection contains a total of 253 brain MRI 
pictures, 155 of which are malignant tumors and 98 of which are not. Using the classical 
classifiers, a tumor classification and segmentation method is proposed. Because of the 
brain’s complex anatomy, detecting and classifying tumors using MRI images is difficult. 
The processes include pre-processing of MRI scans, chunk segmentation, feature extrac-
tion, and classification. In our project, we used MATLAB R2017A to write the program-
ming code and represent the output of a brain tumor. Pre-processing of MRI images, sec-
tion segmentation, feature extraction, and classification are the four major phases of image 
processing that we have accomplished here.

Figure  2 represents the process of the proposed system. The MRI images are taken 
as the input and pre-processed to extract the features of the tumor that are present in the 
MRI images. The feature is selected to reduce the dimensions so that the image can be 
segmented. The tumor part gets segmented in the segmentation process, and the remain-
ing part is left the same. Finally, the segmented area is calculated, and the accuracy is 
determined.

3.1 � Pre‑processing

In most cases, the gathered data is jumbled, comes from many sources, and contains impu-
rities. For noise removal, pictures are pre-processed to use the median filtering approach 
[41].

Median filtering is a widely used technique in image processing for noise reduc-
tion, particularly in scenarios where images are corrupted by salt-and-pepper noise 
or impulse noise. Unlike linear filters such as mean filters, which replace each pixel 
value with the average of its neighboring pixel values, median filtering replaces each 
pixel value with the median value of its neighboring pixels within a defined window. 
The chosen window size for our tumor detection is 5 × 5 . By selecting a K value cor-
responding to a 5 × 5 grid, we partition the image into smaller, localized regions, each 
represented by a cluster centroid. This finer granularity allows the algorithm to capture 
more detailed information about local structures and textures, leading to more discrimi-
native feature representations. Moreover, the chosen window size adapts the number of 
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clusters based on the complexity of the underlying image content. This leads to a bal-
ance between capturing sufficient detail and maintaining computational efficiency.

The median filter operates by sliding a window (often a square or rectangular shape) 
over the image, and for each position of the window, the pixel value at the center of the 
window is replaced by the median value of all the pixel values within the window. This 
process effectively removes outliers and preserves edges in the image. Mathematically, 
the operation of median filtering can be represented as follows:

Let f (x, y) be the input image, where (x, y) are the spatial coordinates and Wxy denote 
the window centered at the position (x, y) . The output of the median filter is denoted as 
g(x, y) is computed as g(x, y) = median

(

Wxy

)

 , where median
(

Wxy

)

 represents the median 
value of all pixels values within the window Wxy . The ’window’ is a pattern of neighbors 
that glides pixel by pixel over the image sequence. The median is computed by sorting 
all the pixel values in the frame into numerical order, then substituting the pixel in ques-
tion with the median pixel value.

Figure  3 depicts two MRI images taken from the BRATS data set. In Fig.  3a, the 
image represents the presence of the tumor part. It has a small part of the tumor with 
more intensity, but the second figure, as shown in Fig. 3b, has no tumor.

Fig. 2   Flowchart of the proposed system
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The two test images in Fig. 3 are used to illustrate the normalization process. Figure 4 
lists the normalized results of the MRI scans, as shown in Fig. 3. The normalized images 
will then be used to predict the tumor part and segmentation.

3.2 � Segmentation

A watershed method was used in the previous research for segmentation. Over-segmenta-
tion and the detection of erroneous edges were the results of the problem. The suggested 
study employs the K-means clustering [42, 43] technique for image segmentation. White 
Matter (WM), Grey Matter (GM), Cerebrospinal Fluid (CSF), and the background are typi-
cally separated in a brain MRI image using the conventional K-means algorithm. However, 
the K-means algorithm takes the grey pixels in the brain image for processing, ignoring the 
association between pixels. This results in poor brain segmentation accuracy, particularly 
for the reduced signal-to-noise ratio information.

(a) Test image 1 (b) Test image 2

Fig. 3   Two test images from the dataset

(a) Test image 1 (b) Test image 2

Fig. 4   The normalized images
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This research takes advantage of the fact that neighboring pixels in a brain MRI image 
are highly likely to belong to the same class. Hence, a new pixel point value is generated for 
clustering by using the average value of the neighborhood of each image pixel. This workflow 
reduces the effect of distortion on the segmentation accuracy. The working of the improved 
K-means algorithm is explained in algorithm  1. Table  1 provides a detailed comparison 
between traditional and improved K-means algorithm in terms of computational complexities.

Algorithm-1. Improved K-means Algorithm

Input: V {V1, V2, V3…., VN} data points

Output: C clusters with data points

Step 1: Choose a number C, which defines the number of clusters to be formed.

Step 2: Initialize C random clusters, which accumulate neighborhood data points. The neighborhood 

of data points varies from 3, 5, 7, and so on. The neighborhood distance is calculated as

= ∑ ∑ − , where V is the data point, C is the cluster, is the neighborhood 

distance and {x, y} are pixel values in data points.

Step 3: Calculate the centroid value of each cluster using the below formula and update the centroid 

distance and cluster coverage value.

= ∑ , where is the ith Cluster, P is the sample value of a Cluster, j is the total 

number of clustering points.

Step 4: Repeat steps 2 and 3 until no changes occur in the formed clusters.

Figure 5 represents the segmentation process and levels of the segmentation process. 
The principle of the K-means technique is to cluster similar data points by first grouping 
the K cluster points in the space. Updates are periodically made to the cluster centroid 
value until optimal clustering results are achieved. The data point’s distance from the pro-
totype is the optimization aim. Finding function extremes is a useful technique for deriving 
iterative function adjusting rules. The K-means algorithm uses Euclidean distance as the 
similarity measure to discover the best possible categorization of an initial cluster center 
vector. This ensures that the evaluation index is minimized. Clustering is performed using 
the neighborhood criteria function. Though the K-means algorithm is effective, it requires 
an input of a fixed value for K, and choosing the optimal K value is difficult. In our case, 
5 × 5 proved to be the optimal K value after repeated experimental trials.

3.3 � Feature extraction

An image’s structure, shape, size, perspective, and substance are all features. One of the 
most critical processes in medical image processing is feature extraction. The grey-level co-
occurrence matrix [43–47] is one of the most qualitative-change feature extraction methods.

Figure 6 represents the process feature extracting the MRI images that undergo the fil-
tering of the image, clustering of the image, complementing the image where the tumor 
part is determined, and the unwanted part is omitted, and extraction of the tumor from the 
original MRI scans.
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3.4 � DNN classification model

Figure 7 represents the realized DNN model for brain tumor prediction. An input data, an 
output layer, and a few layers between them make up deep neural networks. These net-
works are capable of handling not only unstructured and unlabeled input but also non-lin-
earity. Comparable to the human brain, they feature a hierarchical architecture of neurons. 
The neurons transmit the message to other neurons based on the information received. The 

Fig. 5   Image segmentation in different stages

(a) Filtered image       (b) Clustered image  (c) Complement image  (d) Extracted image

Fig. 6   Example of the feature extracting process. a Filtered image (b) Clustered image (c) Complement 
image (d) Extracted image

Fig. 7   DNN architecture
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result will be passed if the signal value is larger than that of the threshold value. Otherwise, 
it will be ignored. As you can see, data is transmitted to the input layer, which produces 
output for the next layer, until it hits the output layer, which delivers a yes or no forecast 
based on likelihood. A layer is made up of numerous neurons, each with its own func-
tion termed the Activation Function. They serve as a conduit for signal transmission to the 
next linked neuron. The weight influences the input to the following neuron’s output and, 
finally, the very last output layer. The weights are originally random, but when the network 
is trained repeatedly, the weights are tuned to ensure that the network delivers accurate pre-
dictions. Algorithm 2 explains the DNN classification workflow, and algorithm 3 explains 
the maximization of accuracy obtained in brain tumor classification.
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Algorithm-2. DNN Classification

Input: Images, neuron inputs {i, j, k}, weight matrix {W}, bias {b}
Output: Classified images with labeling

def load_data(dir_list, image_size):

Initialize x = []

Initialize y = []

Assign image_width, image_height = image_size

For directory in dir list do

For filename in listdir(directory) do

For filename in listdir(sequence) do

x={x1,x2,x3,.......}

u={u1,u2,u3,.......}

X=N(x0,u0)+x0

l=||xt-Xt||1+c(xt,Xt)

image = cv2.resize(image, dsize=(image_width, image_height),      

interpolation=cv2.INTER_CUBIC)

image = image / 255

x.append(image)

If directory[-3:] == 'yes' do

y.append([1])

Else

y.append([0])

End If

End For

End For

End For

x = np.array(X)

y = np.array(y)

x, y = shuffle(X, y)

Return x, y
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Algorithm-3. Maximization of Obtained Accuracy

Define: B_2  e [0, 1] 

Define: f(x)  Objective function (Maximization of detection accuracy)

Define: Øo: Initial parameter vector O 

Initialize mo=0 (Initial first movement vector)

Initialize Vo=0 (Initial second movement vector)

Initialize t=0 (Initial timestep)

t=t+1

While fx not converted do

Gt=oft(xt-1) (Obtain the gradients of objective function at time t) 

mt=B1.mt-1+ (1-B₁).Gt (Update first bias for first-movement estimation) 

ut=B2.ut-1+(1-B₂).Gt² (Update first bias for second-movement estimation)

mx=mt/(1-B1t) (Calculate the first bias with respect to first-moment estimation) 

ux=ut/(1-B2t) (Calculate the first bias with respect to second-moment estimation)

xt=mx/(Update parameters)

End While 

Return xt(Output parameters)

Input: Step size, batch functions B_1 & B_2, 

Output: The detection accuracy

Define: a   Step size 

Define: B_1  e [0, 1]

Figure 8 depicts the block diagram explaining the workflow of the proposed DNN algo-
rithm for classification and maximization of obtained accuracy. The terms x and y are the 
inputs that are provided to get the process to be done by the algorithm. x represents the list 
of directions and y represents the image size. Consider the human brain, which can recog-
nize various persons despite having only two eyes, one nose, and two ears. The neurons 
can learn these variances and deviations and combine all these characteristics to identify 
persons. All of this happens in a fraction of a second.

A mathematical approach is used to apply the same rationale to deep neural networks. The 
information from one neuron is transmitted to another neuron based on a basic rule compara-
ble to the brain’s learning process. When the neuron’s output is high, its corresponding dimen-
sions are also high in importance. Similarly, all the signs of one layer are obtained in the form 
of deviation, which is then combined and sent to the following layer. As a result, the system 
naturally learns the process. Table 2 describes the semantic structure of the proposed DNN 
model. The layers in the model are comprised of one sequential layer, six 2D convolution 
layers, six 2D maximum pooling layers, a single flatten layer, and two dense layers. The total 
number of trainable parameters generated for the DNN-based tumor detection is 1,83,747.
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Fig. 8   Block diagram of the 
proposed algorithm

Table 2   Layer structure of the 
proposed DNN model

Layer (type) Output shape Param#

Sequential (32, 256, 256, 3) 0
Conv2D (32, 254, 254, 32) 896
MaxPooling2D (32, 127, 127, 32) 0
Conv2D_1 (32, 125, 125, 64) 18496
MaxPooling2D_1 (32, 62, 62, 64) 0
Conv2D_2 (32, 60, 60, 64) 36928
MaxPooling2D_2 (32, 30, 30, 64) 0
Conv2D_3 (32, 28, 28, 64) 36928
MaxPooling2D_3 (32, 14, 14, 64) 0
Conv2D_4 (32, 12, 12, 64) 36928
MaxPooling2D_4 (32, 6, 6, 64) 0
Conv2D_5 (32, 4, 4, 64) 36928
MaxPooling2D_5 (32, 2, 2, 64) 0
Flatten (32, 256) 0
Dense (32, 64) 16448
Dense_1 (32, 3) 195
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4 � Implementation and analysis

4.1 � Dataset and tools

The BRATS 2022 (Multimodal Brain Tumor Segmentation Benchmark) [43–46] dataset 
stands as a cornerstone in the realm of medical image analysis, particularly in the context of 
brain tumor research. It comprises a diverse collection of multi-modal MRI scans, including 
T1-weighted, T1-weighted with contrast enhancement (T1ce), T2-weighted, and fluid-atten-
uated inversion recovery (FLAIR) images. Each scan is annotated with expert-defined tumor 
regions, encompassing various tumor subtypes such as glioblastoma (GBM), astrocytoma, and 
oligodendroglioma. One of the defining characteristics of the BRATS dataset is its complex-
ity and variability. Brain tumors exhibit heterogeneous characteristics in terms of size, shape, 
location, and intensity across different imaging modalities. This variability poses significant 
challenges for segmentation algorithms, necessitating robust and adaptable methodologies for 
accurate tumor delineation. Table 3 summarizes the unique features of BRATS dataset.

Three tumor sub-regions are annotated: enhancing tumor, peritumoral edoema, and 
necrotic and non-enhancing tumor core. The Whole Tumor (WT), Tumor Core (TC), and 
Enhancing Tumor (ET) were created from the annotations. The images were gathered from 
19 different institutions utilizing various MRI scanners. The most recent BRATS dataset 2022 
includes FLAIR axial pictures which are tumorous and normal. A workstation with an i7 GPU 
from the 11th generation and 16 GB of RAM was used to test the proposed methods. The 
implementation was written in Python 3.10.5 using MATLAB2017a libraries.

For any neural networks and CNNs, hyperparameters like batch size, learning rate, 
and others play a crucial role in determining the model’s performance [47–49]. For our 

Table 3   BRATS dataset description

Dataset Name BRATS (Multimodal Brain Tumor Segmentation Benchmark)

Data Type Medical Imaging Data (MRI—Magnetic Resonance Imaging)
Modalities T1-weighted, T1-weighted with contrast enhancement (T1ce), T2-weighted, 

Fluid-attenuated inversion recovery (FLAIR)
Tumor Types Glioblastoma (GBM), Astrocytoma, Oligodendroglioma, Mixed Glioma, Epend-

ymoma, and others
Annotations Expert-defined tumor regions annotated on MRI scans
Dataset Size Varies across different versions, typically hundreds to thousands of MRI scans
Variability Heterogeneous characteristics in terms of size, shape, location, and intensity 

across different imaging modalities
Challenges Complexity of tumor morphology, variability in imaging characteristics, pres-

ence of edema and necrosis, inter-patient and intra-patient variability
Biases Potential biases due to patient demographics, imaging protocols, labeling incon-

sistencies, overrepresentation or underrepresentation of certain tumor subtypes 
or characteristics

Relevance to Real-world Critical for treatment planning, monitoring disease progression, evaluating treat-
ment efficacy

Clinical Applications Automated tumor detection, segmentation, and classification, facilitating clinical 
decision-making, streamlining workflows, improving patient outcomes

Research Applications Benchmarking segmentation and classification algorithms, fostering collabora-
tion and innovation in medical imaging research
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implementation, we realized the batch size to be 32, the number of epochs to be 50, the Recti-
fied Linear Unit (ReLU) to be the optimizer, and a learning rate of 0.0001. The implementa-
tion was started with a logarithmic scale 0.001 and observed the effect on training dynamics 
and model performance. A learning rate that is too high may lead to unstable training, while 
a learning rate that is too low may result in slow convergence. Larger batch sizes can lead to 
faster convergence but may suffer from generalization issues. Smaller batch sizes might offer 
better generalization but slower convergence. Keeping in mind of these limitations, 32 batch 
size was chosen since larger batch sizes require more memory and computational power.

Additionally, 5-fold cross-validation is employed to the dataset, to avoid overfitting dur-
ing the training process. In the cross-validation process, the dataset is initially shuffled ran-
domly. In the next step, the dataset is divided into 5-folds. For each fold, 80% of the dataset 
is used for training, whereas 20% of the dataset is used for testing. The proposed DNN 
model is used for training and evaluated on the testing set. The final evaluation score is 
calculated by summarizing all the model evaluation scores.

Several tests are carried out in this research to assess the functionality of the suggested 
system. The positive impact of the proposed strategies on the improved K-means segmenta-
tion models is further demonstrated via preliminary experiments conducted on the BRATS 
validation set. To gauge the effectiveness of the proposed methodology, we evaluated it 
using seven different parameters (Eqs. 1 to 7): accuracy, precision, sensitivity, specificity, 
Matthew’s Correlation Coefficient (MCC), dice score, and Jaccard index.

4.2 � Results and comparison

The proposed methodology is compared with existing methods such as SVM, CNN, 
U-Net, VGG-19, YOLO, GAN, CapsNet, Alexnet, DenseNet, EfficientNet, MobileNet and 
ResNet-50 to measure the performance efficacy.

Figures 9 and 10 depict the loss and accuracy comparison of the proposed model during 
the training and validation phase, respectively. The statistical performance of the suggested 
model is assessed by contrasting the loss and accuracy of the training and validation sets. 
During the learning phase, a total of 50 epochs are analyzed to validate accuracy and loss 
of precision. The loss value obtained during the validation phase is 0.3324, which aligns 
efficiently with the loss value of 0.3162 obtained during the training phase. The accuracy 

(1)Accurcay =
TP + TN

TP + TN + FP + FN

(2)Precision =
TP

TP + FP

(3)Sensitivity =
TP

TP + FN

(4)Specificity =
TN

TN + FP

(5)MCC =
TP × TN − FP × FN

√

((TP + FP) + (TP + FN) + (TN + FP) + (TN + FN))
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of the proposed model in the validation phase is 0.9795, which is comparatively better than 
the 0.8987 training accuracy.

Figures 11 and 12 illustrate the dice coefficient and Jaccard index comparison of the 
proposed model during the training and testing phase, respectively. Pr indicates the pre-
dicted value and Tg denotes the ground truth information for brain tumor segmentation. 
The dice value of 0.9485 is obtained during the validation phase and is 3% better than in 
the training phase. During the validation phase, a 2% improvement is achieved with a final 
score of 0.8572.

Figure  13 depicts the overall performance of the proposed frameworks with existing 
methods such as SVM, CNN, U-Net, VGG-19, YOLO, GAN, CapsNet, Alexnet, DenseNet, 
EfficientNet, MobileNet and ResNet-50 in terms of Accuracy, Precision, Sensitivity, Speci-
ficity, and MCC. The proposed method has been compared with existing approaches based 
on the BRATS dataset. Table 4 includes various state-of-the-art methodologies or models, 
each evaluated based on the provided metrics. The proposed DNN model stands out with 
the highest accuracy of 0.9795, indicating superior overall performance compared to other 
models. EfficientNetV2 and DenseNet121 also demonstrate high accuracy scores of 0.9758 
and 0.9728, respectively. Sensitivity and specificity scores vary among models, reflecting 
differences in their ability to classify positive and negative instances correctly. Precision 

Fig. 9   Results of the loss evalu-
ation

Fig. 10   Results of accuracy 
evaluation
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measures the proportion of true positive predictions out of all positive predictions made 
by the model. Higher precision indicates fewer false positives. The Matthews Correlation 
Coefficient (MCC) provides a single value that balances true and false positives and neg-
atives, offering a comprehensive assessment of model performance. Compared with the 
existing methods, the proposed technique achieved 0.9795 accuracy, 0.9754 specificity, 
0.9799 precision and 0.9596 MCC scores on the BRATS database.

4.3 � DNN segmentation model analysis

4.3.1 � BRATS dataset analysis

In most published works, the BRATS dataset is augmented to strengthen the modality 
of the research. On its whole, the BRATS collection includes thousands of MRI images. 
However, there are numerous drawbacks to using segmentation techniques to analyze the 
dataset, such as (1) the ease with which anatomically inaccurate samples can be gener-
ated, (2) the fact that these methods are not easily implemented, and (3) the mode collapse 
problem. However, the effects of using unrealistic samples in training sets are currently 

Fig. 11   Results of the dice coef-
ficient

Fig. 12   Results of the Jaccard 
index
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unknown. For this reason, the DNN classifier fused with an improved K-means algorithm 
is proposed for brain image segmentation in this research.

The visual representation of the compared segmentation results is presented in Figs. 14 
and 15. It is evident that the proposed approach can segment whole brain tumors; neverthe-
less, the differences between our methods and the ground truth are minimal. For each set 
of image data, we determine the median tumor volume. After arithmetically averaging all 
the slices, the volumes are determined by multiplying the number of tumor voxels by the 
voxel volume [56]. The resulting units are cubic millimeters. The volumes of the tumors 
that have been appropriately segmented are then computed, and the results are compared to 
the true values to assess the degree of agreement. Calculations show that the BRATS data-
set’s similarity between the tumor volume retrieved from the ground-truth pictures and the 
suggested approach is 94.63%. Table 5 displays the tumor volume analysis as mean values 
compared with the ground truth results in tabular form.

4.3.2 � Figshare dataset analysis

The robustness of the proposed improved K-means-median filtering segmentation process 
is analyzed using the open-source figshare brain tumor dataset [57]. The figshare brain 
tumor collection is a compilation of medical imaging data focused on brain tumors. It 
encompasses a total of 3,064 T1-weighted Contrast-Enhanced Magnetic Resonance Images 
(CEMRI) showcasing three primary categories of brain tumors: glioma, meningioma, and 
pituitary tumor. Each image entry within the collection contains crucial information essen-
tial for medical analysis, including the class name (indicating the type of tumor), patient 
ID, raw image data, tumor borders defined by x and y coordinates outlining various points 
on the tumor’s boundary, and a binary tumor mask representing the segmented tumor area.

Table 6 provides an overview of the initial number of tumor instances for each tumor 
type, aiding researchers and medical professionals in understanding the distribution of 
tumor types within the dataset. This collection serves as a valuable resource for medical 

Table 4   Comparative performance of proposed DNN model

Methodology Accuracy Sensitivity Specificity Precision MCC

SVM + CNN [10] 0.9080 0.9490 0.9053 0.9073 0.9067
U-Net [13] 0.9000 0.9100 0.9500 0.9200 0.910
ResNet-50 [14] 0.8200 0.8400 0.8700 0.8200 0.8000
CapsNet [23] 0.9000 0.8500 0.8700 0.8600 0.7800
GAN [24] 0.9230 0.9115 0.9383 0.9190 0.9170
Alexnet [50] 0.8351 0.8301 0.8400 0.8461 0.8346
VGG-19 [51] 0.8462 0.8258 0.8636 0.8667 0.8432
YOLO + CNN [52] 0.9500 0.8800 0.9700 0.8500 0.8960
EfficientNetV2 [53] 0.9758 0.9798 0.9483 0.9802 0.9450
DenseNet121 [54] 0.9728 0.9477 0.9813 0.9482 0.9477
MobileNet [55] 0.9475 0.9035 0.9642 0.9163 0.9020
Proposed 

DNN + K-means + Median 
Filtering

0.9795 0.9594 0.9754 0.9799 0.9596
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research, particularly in developing and evaluating algorithms for brain tumor detection, 
segmentation, and classification.

Fig. 14   Segmentation Comparisons (a). Original image, (b). Pre-processed image, (c). Ground Truth (d). 
Segmented tumor

Brain Tumor 

Present

YES category

Brain Tumor 

Absent

NO category

Fig. 15   Br35H dataset images
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The segmentation performance is analyzed using the performance metrics, namely the 
Jaccard coefficient and Dice coefficient, which are represented in Eqs. (6) and (7).

Table 7 shows the comparison of the results between the proposed DNN model and the 
existing frameworks in terms of accuracy, dice coefficient, and Jaccard coefficient. The Jac-
card coefficient score exceeded 0.8724, and the accuracy score is 0.9891, surpassing the 
existing approaches.

4.4 � Br35H dataset analysis

The dataset was created in 2020 by Mikhael Adriel and Pratama Gana [61]. It served as a 
testing platform for efficient brain tumor detection. The dataset includes 3000 brain images, 
of which 1500 images are classified as YES category (Tumor present) and 1500 images are 
classified as NO (Tumor absent) category. Figure 15 displays the sample images available 
in the Br35H dataset.

(6)DiceCoefficient =
2TP

2TP + FN + FP

(7)Jaccard Coefficient =
TP

TP + FN + FP

Table 5   Tumor volume analysis

Dataset Ground Truth
Segmented Volume

Predicted Value
Segmented Volume

Similarity Percentage

BRATS 1.884 1.783 94.63

Table 6   Figshare data collection
Glioma 1426 slices
Meningioma 930 slices
Pituitary 708 slices
Label 1 for meningioma, 2 for 

glioma, 3 for pituitary tumor
patient ID PID
tumorBorder [× 1, y1, × 2, y2,…]
tumorMask Binary mask 1 for tumor region

Table 7   Segmentation analysis

Technique Accuracy Dice Coefficient Jaccard Coefficient

DeeplabV3 [58] 0.9810 0.9684 0.8305
Multi-task CNN [59] 0.9750 0.9684 0.8305
FCNN [59] 0.9500 0.9650 0.8600
Ensemble U-Net [60] 0.9000 0.8602 0.8469
Proposed DNN model 0.9891 0.9711 0.8724
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Table 8 shows the performance comparison of the proposed modified DNN model aided 
with the K-means algorithm and median filtering with convolutional architectures. From 
the result, it is evident that our model performed well compared to existing models.

4.5 � Time complexity analysis

Analyzing the time complexity of a proposed DNN model involves considering various 
factors, including the number of layers, the number of neurons in each layer, the size of 
the input data, and the computational operations performed during training and inference. 
In each convolution layer, a set of filters (also known as kernels) is applied to the input 
feature map to produce output feature maps. There are N convolution layer with M filters 
each in our proposed model. Therefore, the total time of complexity of the convolution lay-
ers is calculated as O(N ×M) . Max-pooling layers downsample the feature maps obtained 
from convolutional layers by selecting the maximum value within each pooling window. 
The time complexity of applying max-pooling to a single feature map is approximately 
O
(

K2
)

 , where K is the size of the pooling window. There are L max-pooling layers in 
our model and hence the total time complexity for max-pooling layers is O

(

L × K2
)

 . The 
overall time complexity of the DNN with convolutional and max-pooling layers is the sum 
of the time complexities of all convolution and max-pooling layers. It is approximated as 
{O

(

K2
)

+ O
(

L × K2
)

}.
Additionally, the computation process of median filtering and improve k means algo-

rithm is also included in calculating the overall time complexity of the proposed DNN 
model. The time complexity of median filtering depends on the size of the input image 
and the size of the kernel used for filtering. The size of the kernel determines the number 
of elements considered for computing the median value. The kernel size for our model 
is define as K × K and the number of comparisons required to find the median value is 
proportional to the number of elements in the kernel. For a kernel size of K × K , the num-
ber of comparisons is O

(

K2
)

 . The dimensions of the input image are denoted as (N ×M) , 
where M is the number of rows and N is the number of columns. For each pixel in the input 
image, the median filtering operation is applied. The time complexity of median filtering 
can be expressed as O(N ×M).

Finally, the time complexity of the improved K-means algorithm is primarily deter-
mined by the number of data points (N), the number of clusters (K), the dimensionality of 
the data (d), and the convergence criterion. The algorithm iteratively assigns data points 
to clusters and updates cluster centroids until convergence, with a time complexity that 
scales linearly with the number of iterations and the size of the dataset. Thus, the time 
complexity of improved K means algorithm is represented as O(N ∙ K ∙ d) . Eventually the 
overall time complexity of the proposed DNN model with median filtering and improved 

Table 8   Performance comparison 
with Br35H

Model Precision Recall Accuracy

Random Forest [62] 0.8520 0.8300 0.8600
R-CNN [63] 0.8890 0.8725 0.9166
SVM [64] 0.9160 0.9200 09710
BGF-YOLO [65] 0.9190 0.9260 0.9740
Proposed 

DNN + Kmeans + Median
0.9250 0.9160 0.9825
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K means algorithm is the sum of all individual operational complexity. It is represented in 
Eq. (8). By applying the upper bound rule, the final time complexity of the proposed model 
is shown in Eq. (9).

Table  9 represents the comparative analysis of the proposed model and other exist-
ing approaches with respect to time complexity. It is clear that our model has the optimal 
time execution even though there are complex segmentation and simplified deep training 
processes.

4.6 � Discussions

Tumors in MRI scans are often difficult to distinguish. Thus, it’s essential to boost those 
areas for better segmentation. However, accurate localization is essential for tumor 
enhancement since this will ensure that the segmentation is only applied where needed. 
To improve the localization of previously unclear tumors, we first used a median filtering 
approach to pinpoint their locations based on the most salient features of the brain images. 
Segmentation errors for individual tumors in high-contrast images are reduced with the use 
of the suggested filtering approach by making the tumorous region’s pixel values match 
those of the background. As a result, fuzzy pixels caused by tumors are made clearer, while 
the backdrop is kept intact, all at a modest computational cost (0.0025 s).

Also, the DNN design benefited from the addition of an improved K-means technique, 
allowing it to extract features more effectively and carry out segmentation with greater 
precision. As a result of the filtering and feature selection method, the proposed DNN 
model is now occupied mostly with enhanced and aesthetically better tumorous areas. This 
improved the DNN segmentation by a factor of 0.04 for the BRATS dataset. The findings 
demonstrated that modest image pre-processing considerably improves learning models’ 
segmentation capabilities without requiring any changes to the models’ core architecture. 
When compared to the earlier research [23, 46], the training time for the DNN architecture 
is reduced and datasets are trained without using any data augmentation approach. The 
proposed filtering and improved K-means techniques improved the segmentation compe-
tence of the DNN architecture (dice score on BRATS set = 0.9485) by 3% while decreas-
ing training time and computational cost. From the above discussions, the proposed DNN 
model can greatly improve brain tumor segmentation outcomes and reduce the computa-
tional costs mentioned above for future research.

Multiple pixel-fuzzy tumorous patches in images serve as a benchmark for the proposed 
system’s limitations. The proposed system predicted tumor because the tumor is a singular 

(8)O(N) = O
(

K2
)

+ O
(

L × K2
)

+ O(N ×M) + O(N ∙ K ∙ d)

(9)O(N) = O(N ×M)

Table 9   Time complexity analysis

Model SVM CNN VGG19 Alexnet U-Net SVM + CNN Proposed DNN

Time Com-
plexity

O
(

N
2 × d

)

O(N ×M) O(N ×M) O(M × N) O(C × N) O(N ×M) + O(N × d)O(N ×M)
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area. However, this restriction might be addressed in the future by adapting the algorithms 
to identify numerous areas. The study also has several gaps, such as the suggested methods 
for tumor segmentation not being tested using additional modalities to segment tumors as 
multi-class and FLAIR images alone being used for comprehensive tumor segmentation.

The primary drawback of the proposed algorithm lies in its prolonged processing time 
attributed to additional optimization steps. Furthermore, its efficacy diminishes notably in 
identifying minute lesions, particularly in instances where the dataset lacks representative 
instances. Augmenting the dataset with synthetic images featuring small lesions, guided by 
medical experts’ insights, holds promise in diversifying the dataset and exposing the model 
to uncommon scenarios. Integration of predictions from multiple detection models trained 
on distinct data subsets can bolster overall detection accuracy, particularly in scenarios 
with varying lesion dimensions. Active engagement of medical professionals in iteratively 
annotating and selecting training samples can prioritize the inclusion of challenging cases 
with small lesions, progressively refining the model’s proficiency in their detection.

5 � Conclusions

This research has demonstrated a comprehensive approach for identifying brain tumors in 
BRATS dataset through segmentation utilizing an improved K-means algorithm, comple-
mented by median filtering, and subsequent classification employing a deep neural net-
work. Through the integration of these techniques, we have achieved promising results in 
accurately delineating tumor boundaries and classifying tumor types. The refined K-means 
algorithm coupled with median filtering has enhanced the precision of segmentation, effec-
tively isolating tumor regions from healthy brain tissue. Furthermore, the utilization of a 
deep neural network for classification has enabled robust categorization of tumor types, 
contributing to clinical decision-making processes. On the benchmark BRATS datasets, the 
proposed method achieves an accuracy of 0.9795, 0.9485 dice score, 0.8572 Jaccard index 
value, and 0.9896 MCC score, respectively, for segmenting entire brain tumors, demon-
strating its exceptional segmentation ability. Overall, this integrated methodology presents 
a promising avenue for improving the efficiency and accuracy of brain tumor identification, 
potentially enhancing patient outcomes and facilitating personalized treatment strategies 
in clinical settings. Further validation and refinement of this approach hold considerable 
potential for advancing the field of medical image analysis and improving patient care in 
neuro-oncology.
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