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Abstract
One of the telecommunications’ most popular forms of fraud is the short message service 
(SMS). Mobile users have a valid fear about SMS spam, which disturbs telecoms net-
work operators since it impacts their clients and costs them money. For that, the existing 
research utilized an artificial intelligence approach to detect SMS phishing in telecommu-
nication. Since SMS text data is unstructured and contains complicated, nonlinear relation-
ships, this process could be difficult. Therefore, this research developed a Fraud Resilient 
Framework using Enhanced CNN-based SMS Phishing detection. Telecommunication 
fraud-related datasets are collected. Firstly, the data are preprocessed and cleaned using 
stemming, tokenization, and the TF-IDF approach. Moreover, to extract the features, the 
existing research utilized the information gain technique, which is time-consuming. So to 
overcome these flaws, this research introduces Assimilated Pearson Correlation Coefficient 
Principal Component Analysis (PCC-PCA) for feature extraction. This research introduces 
an enhanced Convolutional Neural Network (Enhanced CNN) in which, overcome the 
exploding gradients, this research introduces Parameterized ReLU which minimizes archi-
tecture complexity, regularizing, and early stopping. Then, the retrieved features are used 
in Enhanced CNN to categorize the ham and spam in the telecommunication network. As a 
result, when matched to cutting-edge techniques, this proposed solution offers great accu-
racy and efficiency.
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1 Introduction

Fraud is the most significant source of revenue loss in the telecom business. Every year, 
tens of billions of dollars are lost due to telecommunications fraud worldwide. In the tel-
ecom industry, fraud has always been a problem. Fraudsters have devised several meth-
ods for obtaining services for free or for the interests of others. They utilize various 
methods, including manipulating services, stealing IDs, credentials, or hardware, compro-
mising physical core network security, or replicating equipment [1]. Anomaly patterns vary 
depending on the scenario and must be discovered and updated as fraudsters refine their 
methods. The authors [2] emphasise the importance of making the distinction among fraud 
finding and avoidance. The term "fraud prevention" describes actions made to stop fraud 
before it even starts. Fraud detection, on the other hand, entails detecting fraud as soon 
as possible after it has occurred. Subscription fraud, PBX infrastructure manipulation or 
dial-through scams, complimentary phone scams, expensive rate communication scams, 
handset thievery, and roaming scams are the six possible instances of fraud that the authors 
[3] identified.

The necessity to address concerns including fraudulent activity, financial fraud, com-
puter intrusion, and telecommunication service forgery is evident [4]. Because there is an 
enormous amount of information to analyse and, at same period, only a low amount of 
illegal call instances that might be consumed as learning data for learning-based systems, 
fraud prevention in communications appears to be one of the most challenging of these [5, 
6]. As a result, this difficulty effectively prevents and restricts learning-based approaches, 
such as neural-network-based classifiers. In general, rule-based and user-profile-based 
fraud prevention methods are separated [7]. The second tactic is regarded to be more suc-
cessful and has become more common in practical uses.

The most popular fraud detection methods at the moment are hard rule-based or 
machine learning algorithms, which generally use publicly available credit agency informa-
tion or the credit reports of the users as inputs to identify fraudulent conduct [8]. Because 
scammers’ methods change as they become more familiar with the trends in the data that 
the ML model or the rules-based approach associates with fraudulent conduct, systems that 
use conventional information may be less efficient in detecting fraudulent.

Fraudulent credit card transactions have also been detected using deep learning 
algorithms. The authors propose interleaved sequence RNNs for detecting fraudulent 
payments, claiming that they achieve gains over a Light GBM baseline design with 
recall enhancements of at least 3.2 percent in two independent time split databases. In 
addition, similar deep learning algorithms take been modified for graphs to increase 
fraud detection [9]. For the identification of financial fraud, the author planned a 
Semi-Supervised Graph Attentive Network, which outperformed other compared 
models [10]. Also [11] introduced a hybrid deep learning system that automatically 
detects phishing SMS after extracting significant elements from SMS messages. It has 
done better than numerous different standalone artificial intelligence systems because 
it combines the power of numerous models into one hybrid framework. The suggested 
architecture for detecting phishing is a powerful hybrid of a pre-trained transformer 
model.

The author [12] developed a model for detecting smishing that consists of the domain 
checking phase and the SMS classification phase. To effectively identify SMS phishing, 
the authors have checked the validity of the URL in the SMS. The authors algorithm 
meticulously evaluates the authenticity of the URL during the province checking stage. 
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The SMS categorization stage reads through the message text and extracts certain use-
ful information. A machine-learning method is used to analyse four rank correlation 
techniques to determine the preeminent feature set for recognising scam communica-
tions [13]. The results of the experiment demonstrate that the AdaBoost cataloguing 
presented more performance. Moreover, the Phisher Cop anti-phishing tool is devel-
oped by [14]. Stochastic Slope Succession and Support Direction categorizers, that are 
the foundation of PhisherCop, demonstrated a median accurateness of 96%, outperform-
ing six other widely used classifiers, such as Naïve bayes, Boosting classifier, Regres-
sion, K value based nearaset neighbours selection, tree based approach, it attains a high 
accuracy. Additionally, the perpetrators of such attacks employ a variety of instruments 
and techniques [15–17]. Phishing is a tactic that is most frequently used in the modern 
digital age. Phishing is a dishonest challenge to trick consumers into giving over criti-
cal information. These cyberattacks could be used to harm either particular people or 
significant organisations, based on the attacker’s desired objective. Criminals may take 
use of this technology by delivering malicious email to their targets in order to fool 
them into disclosing personal information or downloading dangerous software to their 
machines [18]. By investigating the techniques/strategies that dishonest transmitters and 
sincere receivers use to conceal/identify SMS-based phishing, this research discusses 
the lack of understanding of SMS-based phishing [19]. The subsequent are the crucial 
offerings of this research:

• To extract the features from the call records, the existing research uses an infor-
mation gain technique but has a high computational time limitation. To overcome 
the limitations in the existing works, this research introduces improved Pearson 
Correlation Coefficient Principal Component Analysis (PCC-PCA) for feature 
extraction.

• Also, SVM is utilized to classify SMS phishing fraud. However, it does not provide 
high accuracy. So this research proposed an enhanced Convolutional Neural Network 
(Enhanced CNN) to classify spam or ham.

The organization of the essay is structured as trails: The associated efforts 
are listed in Section  2. The proposed approach for detecting Enhanced CNN-
based SMS phishing has been discussed in Section 3, the findings and discus-
sion have been explained in Section  4, and the inference has been offered in 
Section 5.

2  Literature survey

In current customary artificial intelligence-based approaches applying for detecting Phish-
ing SMS. This section contains a survey on telecommunication fraud detection challenges,

For assessing the possibility of fraud for each large transfer so that the finan-
cial institution may take the necessary precautions to prevent possible crimi-
nals from stealing property if the likelihood exceeds a threshold, Zheng et  al. 
[20] introduced a new procreative accusatorial system based method. In order 
to distinguish among true and false tests in the distribution of the data pre-
cisely, the inferential system uses adversarial preparation. This creates a mini-
max game between a determiner and a power source. It also makes using a deep 
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denoising auto encoder to good education the intricate probability—based rela-
tionship between input features. But because of non-convergence, design vari-
ables bounce, become unstable, and never combine. Mode collapse: When the 
generator failures, just a few sample variations are produced. Reduced gradient: 
When the differentiator is too effective, the generating gradient disappears and 
the learner is left in the dark.

Kashmir et  al. [21] proposed machine learning techniques (MLTs) to distinguish 
between legitimate and fraudulent subscribers (SIM Box). The author is motivated by 
organization techniques used in machine learning and applied in several sciences and engi-
neering disciplines, such as image processing, language detection, and spam email recog-
nition. To identify the relevant qualities, the authors used call records to detect the scam 
in the input 25 for each client. Using Neural Network (NN) and Support Vector Machine, 
these attributes are utilized to classify normal and fraudulent subscribers (SVM). However, 
the SVM method fails when used to large quantities of documents. SVM performs poorly 
when the data set has additional noise, such as overlapping targeted communications. If 
there are more characteristics per piece of data than there are training sequence data, the 
SVM will perform poorly.

Boukari et  al. [22] proposed a Naive Bayes algorithm for Smishing and Vishing 
attacks. Victims of phishing and Smishing scams endure not only financial losses but 
also social and psychological consequences. The telecoms industry has long lacked 
a straightforward, workable alternative that safeguards sufferers. The output of a 
machine learning-based protection system that finds and warns clients about Smishing 
frauds is summarised in this demo. This method is also used to detect phishing and 
vishing attacks. The "zero-frequency problem" affects native Bayes networks when a 
technique gives null value to a categorical data whose subcategory is present in the 
sample set of data but not in the training sample. A softening strategy should be used 
to solve this issue.

For the purpose of identifying SMS spam messages, Hameed et  al. [23] intro-
duced a novel approach based on numerical particle swarm optimization and fuzzy 
rule choosing. The author starts by identifying the most important features in the 
SMS spam dataset. Then, based on the features that were gathered, a collection 
of fuzzification was created. The outcome for choosing more potent fuzzy rules 
that reduce model problems and increase performance is a binary particle swarm. 
The benchmark dataset for SMS spam is used in the experiment. The optimization 
technique has the disadvantages that the agile approach has a sluggish rate of con-
vergence and that it is simple to fall into a locally optimal in a high-dimensional 
environment.

To improves the precision of SMS action recognition, Wu et  al. [24] planned a new 
process created on feature improvement and oversampling technology. The three types of 
features offered are token characteristics, subject structures, and Linguistic Inquiries and 
Word Count (LIWC). The Adaptive Synthetic Sampling Approach, one of the known over-
sampling approaches, is used in this paper because of its high performance. The binary 
optimization technique is then employed to evaluate the 3 different feature categories and 
select the perfect solution. Finally, the Random Forest classification technique produces 
the detection results. On complex operations, gradient-boosted trees frequently low perfor-
mance them in classification accuracy.

Support Vector Machine (SVM) method usage was suggested by Sjarif et  al. 
[25] for SMS spam classificationThe proposed technique was tested with a 
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publicly available UCI machine learning collection dataset. The outcomes are 
related to those of three other data mining techniques: Nave Bayes, Multinomi-
nal Nave Bayes, and KNearest Neighbor, with K = 1,3 and 5, respectively. SVM 
performs poorly when the set of data has additional sound, such as overlapping 
targeted communications.

Srinivasarao et al. [29]., suggested a hybrid model based on sentiment analysis and SMS 
spam categorization. The attributes are extracted using Word2vec data enhancement after 
the datasets have undergone pre-processing. Subsequently, the characteristics are supplied 
through equilibrium optimization (EO) and six different feature selection techniques. To 
categorize SMS messages, the best parts are then fed into a hybrid K-Nearest Neighbors 
(KNN) and support vector machine (SVM) classifier. Moreover, the optimization algo-
rithm Rat Swarm Optimization (RSO) is applied to enhance accuracy and optimize the 
network’s parameters.

By concentrating on the word semantics, Oswald et  al. [30]., created an inten-
tion-based method for SMS spam filtering that effectively handles dynamic key-
words. Based on thirteen pre-defined intention labels, we extract the short-text 
messages’ textual and semantic characteristics. Furthermore, a number of previ-
ously learned NLP (Natural Language Processing) models are used to create the 
contextual embeddings of the texts. In order to filter as spam or ham, a number of 
supervised learning classifiers are used after intention scores for the pre-defined 
labels have been calculated.

As a result, to effectively detect fraud in telecommunication, a novel tech-
nique is needed. To overcome the above limitations, this research proposes an 
effective telecommunication fraud detection network discussed in the forth-
coming section.

3  Enhanced CNN‑based telecommunication fraud resilient framework

SMS is one of the top extensively utilized forms of communication in the telecommunica-
tions industry. Filtering spam messages, detecting and classifying spam occurrences is a 
challenging task. This research introduces a novel Enhanced CNN-based SMS Phishing 
detection. The flow diagram of Enhanced CNN-based SMS Phishing detection is shown in 
Fig. 1. It is classified into three sections such as data preprocessing, feature extraction, and 
classification. The data are preprocessed and cleansed by the following methods such as 
tokenization, TF-IDF, and stemming. In addition, this research introduces improved Pear-
son Correlation Coefficient Principal Component Analysis (PCC-PCA) for feature extrac-
tion, which has the advantage of low dimensional data into high dimensional data with-
out loss in information. Then, extracted features are fed into the classification process, in 
which the existing research is classified as SMS phishing fraud using SVM. To overcome 
the above-stated limitations and accurately classify the SMS phishing fraud in a telecom-
munication network, this research introduces an enhanced Convolutional Neural Network 
(Enhanced CNN) to overcome the exploding gradients. This research introduces Param-
eterized ReLU, which minimizes architecture complexity, regularizing, and early stopping. 
As a result, this proposed method achieves high accuracy and efficiency and reduces time 
compared to the existing techniques. The architecture of the proposed approach is depicted 
in Fig. 1.
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3.1  Preprocessing

Telecommunication fraud-related datasets are collected. To reduce noise and improves a 
good quality preprocessing method is used. Then, the data are preprocessed and cleansed 
by the following methods: tokenization, TF-IDF, and stemming. Figure  2 preprocessing 
methods.

INPUT DATA

PRE-PROCESSING

Tokenization
TF-IDF
Stemming

FEATURE EXTRACTION
Proposed PCC-PCA

Conv +
Parameterized
ReLU + Pooling

Conv +
Parameterized
ReLU + Pooling

Conv +
Parameterized
ReLU + Pooling

Conv +
Parameterized
ReLU + Pooling

Max pooling

Fully connected layer

Softmax function

Fig. 1  Enhanced CNN-based SMS Phishing detection
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Tokenization Tokenization is substituting sensitive data with distinctive identifying 
symbols that preserve all of the material’s key details while maintaining security. Textual 
units are created by preprocessing raw texts. The information must be handled in the three 
procedures: converting the file to word counts, which is an equivalent first action Words 
to bag (BOW). The another process, or this phase, removes empty sequences, including 
scrubbing and filtering. Then, a set of features, frequently referred to as tokens, are sepa-
rated out of each source word document. The token features are given as input to Stem-
ming. Subway tokens and casino tokens are examples of tokenization.

Stemming Stemming, also known as the reduction of inflected (or occasionally 
derived) words to their stem, is the act of eradicating attaches (preceeding and suc-
ceeding) from features. This approach is consumed to lessening the quantity of struc-
tures in the subspace and increase the accuracy of the categorizer by stemming the 
numerous types of features into a solitary feature. For instance, the stem of the words 
eating, eats, eaten is eat.

Term Frequency—Inverse Document Frequency (TF‑IDF) The text preprocessing step 
takes into account every content as a feature vector, breaking down the transcript into indi-
vidual terms. For TF-IDF expressions weighting, the written reports are represented as 
exchanges.

where fw,d or TF is the amount of periods ’w’ seems in a transcript ’d’, |D| is the dimen-
sion of the dataset, fw , D or IDF is the amount of transcript in which ’w’ performs in D in 
Eq. (1). A matrix representing the numerous terms and their term scores is the TF- IDF’s 
output. The obtained term weight is given as input to stemming. Example. The word it 
would receive a score of 1 in the given document if it appeared 10 times and had an IDF 
weight of 0.1 (10*0.1 = 1). Now, the score would be 5 if the word "coffee" also occurred 10 
times with an IDF weight of 0.

(1)
TF − IDF = TF × IDF

Wd = fw,d × ���
|D|
fw,d

Fig. 2  Preprocessing methods
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Pesudocode 1  Data preprocessing algorithm

As a result, this research acquired sufficient preprocessed data. Then, the preprocessed data 
is input to the feature removal procedure.

Function load_dataset(csv_file):
Read CSV file into a DataFrame

Return the DataFrame

End Function

Functuion tokenize (text):
Split text into tokens using word_tokenize

Filter out non-alphabetic tokens

Convert tokens to lowercase

Return tokens

End Function

Function stem_tokens(tokens):
Initialize PorterStemmer

Apply stemming to each token using the PorterStemmer

Return stemmed tokens

End Function

Function remove_stop_words(tokens):
Get English stop words from NLTK

Filter out stop words from tokens

Return filtered tokens

End Function

Function calculate_tfidf(corpus):
Initialize TfidfVectorizer

Transform the corpus into a TF-IDF matrix

Get feature names from the vectorizer

Return TF-IDF matrix and feature names

End Function

Function preprocess_sms_dataset(csv_file):
Sms_df=load_dataset(csv_file)

#Tokenization

Sms_df=[‘tokens’]= sms_df [‘text’].apply(tokenize)

#Stemming Tokens

Sms.df [‘stemmed_tokens’] = sms_df [‘tokens’].apply(stem_tokens)

#Stop words Removal

Sms_df [‘filtered_tokens’] = sms_df 

[‘stemmed_tokens’].apply(remove_stop_words)

#Term Frequency-Inverse Document Frequency

Tfidf_matrix, feature_names = calculate_tfidf(sms_df 

[‘filtered_tokens’].apply(lambda x: ‘ ‘.join(x)))

#Combine TF-IDF features with the original dataset

Preprocessed_sms_df = Concatenate columns of sms_df and tfidf_matrix using 

feature names

Return preprocessed_sms_df

End Function
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3.2  Feature extraction

The feature removal method creates new characteristics by linearly combining the existing 
content. The resultant set of characteristics will have numbers that are distinct from those 
of the unique features. The primary objective is for the same information to be captured 
with fewer features. For feature extraction, an Improved PCC-PCA is projected to over-
come the computational difficulty in the existing research. This proposed method can con-
vert low-dimensional data into high-dimensional data without information loss. Addition-
ally, it extracts temporal data including word limit characteristics from Linguistic Inquiries, 
subject features, and token features. The mathematical expression (2-8) is given as follows.

The preprocessed data XA =
{
XA1,XA2 …………… .XAN

}
 to create the process by tak-

ing the subsequent actions: The sample number is A, and the variable number is N.
The data are in the middle, and the variance is estimated to have an average of 0 and a difference of 1.

To determine the eigenvalues and eigenvectors using the variance matrix.

The following formula calculates the centralized data and introduces the Gaussian kernel function.

The following formula center’s the kernel matrix.

In the formula, 1N is an N-dimensional square of all elements with 1
/
N . The data with greater 

contribution rates are created by utilizing the following form after this research sort the eigenvalues:

Extract the eigenvector based on the main element. The T2 and the SPE(squared predic-
tion error) control limits are calculated using the following form.

In formula,FA,n−A;� is the critical value of the F distribution with A and n -A degrees of 
freedom and confidence levels of α.
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Algorithm 2  PCC-PCA feature selection algorithm

Function calculate_variance(data):

# Equation 2: Calculate the variance of the data

variance = CalculateVariance(data)

Return variance

End Function

Function calculate_eigen(data):

# Equation 3: Evaluate eigenvalues and eigenvectors

eigenvalues, eigenvectors = CalculateEigenvaluesAndVectors(data)

Return eigenvalues, eigenvectors

End Function

Function get_gaussian_matrix(eigenvectors, eigenvalues):

# Equation 4: Get the Gaussian Matrix

gaussian_matrix = CalculateGaussianMatrix(eigenvectors, eigenvalues)

Return gaussian_matrix

End Function

Function sort_eigenvalues(eigenvalues):

# Sort eigenvalues in descending order

sorted_eigenvalues = SortEigenvalues(eigenvalues, descending=True)

Return sorted_eigenvalues

End Function

Function calculate_control_limits(sorted_eigenvalues):

# Equation 7: Evaluate control limits values

control_limits = CalculateControlLimits(sorted_eigenvalues)

Return control_limits

End Function

Function extract_features(gaussian_matrix, control_limits):

# Equation 8: Extract features using Gaussian Matrix and control limits

feature_vector = ExtractFeaturesFromGaussianMatrix(gaussian_matrix, 

control_limits)

Return feature_vector

End Function

# Main function to extract relevant features

Function extract_relevant_features(preprocessed_sms_data):

# Assume preprocessed_sms_data is a data structure containing preprocessed SMS 

data

# Calculate Variance

variance = calculate_variance(preprocessed_sms_data)

# If variance meets certain condition, proceed

if variance > threshold_variance:

# Calculate Eigenvalues and Eigenvectors

eigenvalues, eigenvectors = calculate_eigen(preprocessed_sms_data)

# Get Gaussian Matrix

gaussian_matrix = get_gaussian_matrix(eigenvectors, eigenvalues)

# Sort Eigenvalues

sorted_eigenvalues = sort_eigenvalues(eigenvalues)

# Calculate Control Limits

control_limits = calculate_control_limits(sorted_eigenvalues)

# Extract Features

feature_vector = extract_features(gaussian_matrix, control_limits)

Return feature_vector

End Function
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As a result, this research extracts the accurate features using Improved Pearson Cor-
relation Coefficient Principal Component Analysis (PCC-PCA). Then, the extracted fea-
tures are fed into the Enhanced CNN.

3.3  Enhanced Convolutional Neural Network (CNN)

For the organization procedure, Enhanced CNN is used. Thus this research uses an 
enhanced Convolutional Neural Network (Enhanced CNN) which is detailed in Fig. 3 to 
overcome the exploding gradients that have limited accuracy in the neural network. So, 
this research introduces Parameterized ReLU, which minimize architecture complexity, 
regularizing, and early stopping. Enhanced CNN layers are parameterized ReLU, max 
pooling, fully linked coatings, and Softmax Layer. Figure 3 depicts a convolutional neu-
ral network (CNN) in broad strokes.

Convolutional layer Numerous filters pass over the convolution operation for the incom-
ing given information [26, 28]. The result of this tier is then calculated as the product of the 
filters’ element-by-element multiplying and the input’s receptive field. The weighted sum-
mation is one of the components in the layer below. Each convolution operation has three 
parameters: stride, filter size, and zero buffering. The sliding step is determined by stride, a 
positive integer value. The filter size for each filtering used in such a convolutional opera-
tion must be the same (receptive field). Zero-padding increases the original input matrix’s 
rows and columns by 0 to control the size of the resulting feature space. The inclusion of 
the information at the edge of the input matrix is the main objective of zero padding. When 
there is no padding, the convolutional result is less than the input. Rectified linear unit, or 
ReLU, consists of the convolution operation and the activation function, which are both 
linear and nonlinear processes. For acquiring attributes, a particular sort of linear process 
known as convolution is utilised. It employs a tensor-sized assortment of variables known 
as the kernel, an extremely limited set of data, to the input.

Pooling layer The in-plane dimensionality of the extracted features is reduced by a pool-
ing layer performing a characteristic downsampling process in order to provide transforma-
tion invariance to slight twists and distortions and restrict the amount of ensuing learnable 
parameters. Although filter size, step, as well as buffering are fixed parameters in pooling 
processes, alike to convolution operations, the max pooling include a trainable parameter.

Parameterized ReLU function The simplest method for parameterizing a ReLU func-
tion with a hinge-like structure is to attach a transformation function to each part of the 
object separately. To put it another way, let the hinge’s two edges turn independently of one 
another. This is a p-ReLU function, as shown in Eq. (9)

where α and β are tangible-esteemed scaling aspects of the affirmative and undesirable 
parts, the p-rectified linear unit (α, β) by fixing α = 1. Similarly, p-ReLU (α, 0) is alterna-
tive streamlined form of importance. Similar to the p-Sigmoid, every buried nodes i has an 

(9)f (a) =

{
𝛼.a if a > 0

𝛽.a if a ≤ 0
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effect on the function’s parameters. Hence, the imitatives of p- rectified linear unit to a, �i , 
and �i for EBP are in Eq. (10–12)

Meanwhile the principles of �i and �i are not controlled, the indication of ai cannot be 
contingent from fi ( ai ). Thus, it is essential to retain ai for backpropagation which out-
comes in extra retention tradition. As for the p-Sigmoid case, for p- rectified linear unit 
U ( �i,0), ai avoid maintaining by not informing the zero-assessmented�i . According to 
this, ramping up ReLU outcomes could result in gradient explosions, but scaling down 
ReLU outcomes may be able to avoid these eruptions from happening. Additionally, 
even if the gradient does become excessively massive for p-ReLU operations, this prob-
lem can be resolved by straightforward gradient clipping and ReLU yield price clipped 
techniques.

Max pooling The supreme typical pooling procedure is max pooling (MP), which out-
comes the greatest benefit from every patched after separating covers from the input fea-
ture maps. In practise, MP is often taken in addition to a 2*2 filter and a step of 2. It causes 
the in-plane scale of map characteristics to be downsampled twice.

Fully connected layer The final convolution or pooling layer’s effect characteristic maps 
are typically deformed or transformed into a one-dimensional (1D) sequence of numer-
als (or vectors) which are linked to one or more substantial layers, also known as fully 
connected levels, in which each input and output is connected by a learnable weight. The 
characteristics produced by the convolution levels and the down sampling levels are then 
mapped to the channel’s last product, such as the chances for every category in arrange-
ment techniques, by a selection of fully linked layers. In the end fully associated stratum, 
the amount of outcome nodes often corresponds to the amount of sessions. Following each 
completely linked layer comes a nonlinear function, like ReLU.

Softmax function The activation function in the output nodes of cnn architectures that 
forecast a multivariate regression chance difference is called the softmax function. In order 
to create a probabilistic model with K possibilities equivalent to the exponentials of the 
input parameters, the softmax function normalises a vector z of K actual figures. It accepts 
this vector as an input. Before applying softmax, certain vector elements might be nega-
tive or larger than one, which would indicate that their sum might not be 1. Even so, each 
element will still be in the range display style (0,1)(0,1) after applying softmax, and the 
elements will sum to 1, making them interpretable as chances. Additionally, a higher prob-
ability will follow from greater input components.

(10)
𝜕f i(ai)

𝜕ai
=

{
𝛼i if ai > 0

𝛽i if ai ≤ 0
,

(11)
𝜕f i(ai)

𝜕𝛼i

=

{
ai if ai > 0

0 if ai ≤ 0
,

(12)
𝜕f i(ai)

𝜕𝛽 i
=

{
0 if ai > 0

ai if ai ≤ 0
,
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Fig. 3  Enhanced Convolutional 
neural network (CNN) Input Data
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The softmax function � ∶ RK
→ (0, 1)K is outlined when K is superior than one by the 

expression (13)

4  Result and discussion

This chapter described the effectiveness of this offered remedy and the outcomes of its 
execution. Furthermore, comparison results from current studies are displayed. Here, 
this research utilized a tool of python, operating system is windows 7 (64-bit), intel pre-
mium processor and 8 GB RAM.

4.1  Detailed of dataset

The UCI Machine Learning Repository’s SMS Spam Collection v.1 dataset was used 
for this study [27]. It is a group of 425 SMS spam emails that were properly culled 
from web pages by scanning them. 10,000 authentic texts from individuals at the same 
university are included in the NUS SMS Corpus. A selection of 3,375 communications, 
including ham Text messages, have been picked at random as shown in Fig. 4.

The Input data is split into two distinct sets during the modelling stages. They are as 
follows training sets and a testing set. The proportion of training to testing in the data-
set is 70:30. The data for SMS Spam acquired v.1 which is created using 450 ham Text 
messages gathered, 1,002 ham SMS messages, and 322 spam SMS messages from Sms 
Messages, v.0.1 Big. As seen in Fig. 4, every row of data begins with the right class, 
whether ham or spam, preceded by the actual text. As a result, 4,827 occurrences of the 
assessed messages are classified as ham, while 747 instances are classified as spam.

4.2  Feature extraction

Length, token count, unique token count, unique token count percent, length clean, token 
count clean. Figure 5 Shows the feature extraction of PCC-PCA.

The assortment consists of a text archive that has the raw information on each line, fol-
lowed by the appropriate category. Firstly, the message’s length is determined; following 
that, token counts in both unique and percent are performed; then, the message is cleaned; 
and last, token counts are sent. For instance, spam Free Msg: Txt: Call 86,888 to receive 
your prize of 3 h of talk time that you may use right now, from this this research extract the 
features by using our proposed PCC-PCA which shown in Fig. 5.

(13)�(Z)i =
eZi∑K

j=1
eZj

for i = 1,…… .K andZ = (Z1 …… ..ZK) ∈ RK
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4.3  Performance parameters

The following techniques were used to assess how well the proposed approach, Enhanced 
CNN, performed.

Training loss vs Validation loss How closely a deep learning algorithm fits the training 
data is determined by the training loss metric. The training dataset is a portion of the infor-
mation that was utilised to first train the model.

To evaluate the deep neural network model’s performance on the validation data, a met-
ric known as loss of validation is used. A percentage of the information called the valida-
tion set is utilized to estimate how well the design works. The mistakes on every instance 
in the validation set are added to determine the validation loss, just like with the training 
loss.

The training and validation loss over the amount of an epoch is shown in Fig.  6. At 
times, the Test loss increases, whereas the training loss remains stable. From Fig.  6 the 
obtained training and validation loss is 0.020, 0.195 at epoch 10.

Training accuracy vs validation accuracy Figure  7 shows the accuracy of training and 
validation. While test accuracy refers to the training sample correctly detecting unrelated 
photos that were not used in training, accuracy rate refers to the utilisation of similar pic-
tures for training and testing.

At epoch 10 the training accuracy is 99.8%, and the validation accuracy is 97.8%.

Comparision of training and validation in loss and accuracy The Fig. 8 represents the 
accurateness and losses. When comparing accuracy obtains higher than losses.

By using this Enhanced Convolution Neural Network, this research obtain an accu-
racy value is 99.8% and a loss value is 1%.

Fig. 4  Number of Spam and 
Ham Messages
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Confusion matrix To describe the effectiveness of a classification method, a confusion 
matrix is a table measurement of effectiveness The metrics used to assess selectivity, sen-
sitization, as well as correctness are true positive and negative (TP and TN), false positive 
and negative (FP and FN). The number of exactly predicted scam is known as True Posi-
tive. The quantity of accurately identified non predicted scam is known as True Negatives.

In Fig. 9 the confusion matrix for the categorization of CNN is illustrated. False Posi-
tives: Instances where the model incorrectly flagged a legitimate SMS as phishing. False 
Negatives: Instances where the model failed to detect a phishing SMS. The diagonal values 
in the confusion matrix represent properly anticipated instances of a specific class. Figure 9 
shows that the proposed models are highly efficient at predicting abnormalities. The pre-
dicted value is 98 and the true label is 736.

4.4  Comparison analysis

The comparison of some Proposed model metrics (Accuracy, Precision, Recall, F1score, 
and Kappa),R2 , MSE, RMSE, MAE. Furthermore, this newly developed method is con-
trasted with the existing procedure such as the SVM, NB, MNB, KNN(1), and KNN (3) are 
explained in the below section.

4.4.1  Comparision of performance parameters

The comparison study for Accuracy, Exactness, Retention, F1-score, and Kappa are 
discussed in this section. The evaluation of the proposed model metrics is illustrated in 
Fig. 10, which is shown below. The mathematical expression (14-18) evaluates the perfor-
mance parameters of the proposed approach.

Fig. 5  Feature extraction of 
PCC-PCA
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• Accuracy: The number of groupings a system accurately predicts divided by the over-
all amount of hypotheses utilised is the definition of accuracy.

A is the proportion of effectively classified texts that are categorised with precision. 
True Positive, which states to the ordering of texts as spam; True Negative, which denotes 
to the classification of texts as ham; False Positive, which discusses to the improper cat-
egorization of ham messages as spam; and False Negative, which discusses to the incorrect 
classification of spam messages as ham.

(14)Accuracy =
TP + TN

TP + FP + FN + TN

Fig. 6  Training loss and valida-
tion loss over the number of 
epoch

Fig. 7  Accuracy of training and 
testing
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• Recall: The percentage of positive observations that are correctly recognised as legiti-
mate relative to all acceptable SMS in the information set is known as recall. It can 
express as

• Precision: The proportion of the set of successful samples that are accurately identified 
as valid to all SMS identified as valid is defined as precise. It can define

• F1 score: The word F1-Score is defined as one that strikes a balance between recall 
and precision. It is characterised by

(15)Recall =
TP

TP + FN

(16)Precision =
TP

TP + FP

Fig. 8  Accuracy and Loss

Fig. 9  The confusion matrix
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• Kappa: The proportion of how frequently the appraisers accord to how frequently they 
could possibly agree is known as the kappa. It can be defined as

The value of the novel enhanced model metrics is calculated by using the above-men-
tioned formulas. Hence, this proposed model gives an accurateness of 99.8%, a exactness 
value is 98%, a Recall value is 99.75%, the F1 score value is 99.00%, and the Kappa value 
is 98.80% which displays the efficiency of the novel technique.

4.4.2  Error analysis

The comparative findings of  R2, MSE, RMSE, and MAE are explained in Eq. (19–22). 
The comparison of the enhanced CNN model metrics is displayed in Fig.  11 and is 
described further. The major purposes of the  R2, Mean Square Error (MSE), Mean 
Absolute Error (MAE), and Root Mean Square Error (RMSE) metrics in regression 
analysis are to assess forecast failure rates and performance was evaluated.

• MAE, which is determined by be around the actual difference across the set of data, 
shows the variation among the actual and forecasted results.

• MSE which is evaluated by squaring the mean variance throughout the given dataset, 
shows the variance among the actual and forecast values.

(17)F1Score = 2 ∗
Recall ∗ Precision

Recall + Precision

(18)Kappa =
(total accuracy − randomaccuracy)

(1 − random accuracy)

(19)MAE =
1

N

N∑
i=1

||yi − ŷ||

Fig. 10  Enhanced CNN metrics



 Multimedia Tools and Applications

1 3

• RMSE is the error rate by the root of MSE.

• R-squared The degree to which the factors fit perfectly in respect to the initial values 
is indicated by the R-squared. In proportional terms, the range 0 to 1 is converted. The 
value increases with higher levels of quality.

(20)MSE =
1

N

N∑
i=1

(
yi − ŷ

)2

(21)RMSE =
√
MSE =

���� 1

N

N�
i=1

�
yi − ŷ

�2

Fig. 11  Proposed model metrics

Fig. 12  Comparison of Kappa 
Statistics
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ŷ = Predicted value of y, y = mean value of y.

The R2 value is given as 99%. The MSE value is given as 1%. The Mean Absolute Error 
(MAE) value is given as 10%. The RMSE value is given as 1%.

4.4.3  Comparison of existing approaches

This method evaluates the proposed method’s comparative results with those of this new 
procedure and the based approach such as the Naive Bayes (NB), Multinomial Naive Bayes 
(MNB), and K-Nearest Neighbor (KNN 1 and 3), and SVM. Figure 12 illustrates the over-
all comparison of the existing model.

The other three classifiers are connected to the proposed technique SVM, NB, MNB, 
and KNN with dissimilar K = 1,3 and 5. Figure 12 illustrates the overall comparison of the 
proposed technique attains higher kappa statistics by using the Deep Learning-Based SMS 
Fraud Resilient Model. This proposed approach compared with the baseline SVM [24], 
NB [24], MNB [24], K-NN (1) [24], and K-NN (3) [24] such as 92.45%, 83.37%, 90.31%, 
79.79%, and 66.97%. As a result, this unique strategy outperformed current methods with a 
Kappa Statistics of 99.95%.

5  Conclusion

This study provides Artificial Intelligence Techniques-based Telecommunication Fraud 
Resilient Framework for Efficient and Accurate Detection of SMS Phishing. Pre-process-
ing, Feature removal, and categorization are the three modules to find efficient and accu-
rate detection of SMS phishing. The data are preprocessed and cleansed by the follow-
ing methods such as tokenization, TF-IDF, and stemming. Improved Pearson Correlation 
Coefficient Principal Component Analysis (PCC-PCA) for feature extraction which has an 
advantage of low dimensional data into high dimensional data without loss in information, 
Moreover, this research introduces an enhanced Convolutional Neural Network (Enhanced 
CNN) which, overcomes the exploding gradients, this research introduces Parameterized 
ReLUwhich minimizes architecture complexity, regularizing, and early stopping. When 
compared to existing techniques, this Enhanced Convolutional Neural Network (CNN) 
achieves high accuracy efficiency and reduces time. The following factors were taken into 
account when evaluating every classifier’s effectiveness: greater precision, less time taken, 
small loss, and the fewest FP occurrences. As a result, the proposed method is performed 
well and attains 99.8% percent accuracy when compared to the other technique.

Data availability Data sharing not applicable to this article as no datasets were generated or analyzed during 
the current study.
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