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Abstract
Huge amount of internet data are produced and consumed by internet users, where most of 
the data are in natural language and they express their feelings, emotions and thoughts on 
social media. It is the responsibility of the social media provider to provide healthy com-
munication system among users. It is very challenging job to detect revenge from the social 
media text due to long sentences where semantic relation dissolves between tokens. Due to 
that, the social media providers did not provide any attention towards identifying the users 
spreading revenge. This article propose a novel model named as CatRevenge which identi-
fies both active and passive revenge. This model preprocess with Slangzy internet slang 
meaning dictionary to detect revenge text more efficiently. CatRevenge assigns impact 
weight on each of parts of speech in the sentences based on its relevance and TF-IDF score 
of the words. The novel CatRevenge model also considers the paragraph embedding model 
for contextual semantic analysis of revenge text. In addition, this research applies gradi-
ent boosting CATBoost classifier with categorical features to reduce model overfitting. 
This feature ranking method can able to reduce the dimensionality of data by ranking the 
most significant feature. This research considers the revenge posts English language dataset 
from the Reddit social media where it evaluated with binary and multiclass classification. 
Results demonstrate achievable performance with a 6—10% increase in binary and a 2.5 
-5% increase in multiclass with weighted F1 metric.
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1  Introduction

The rapid growth of information technology and communication network brings various 
changes in industries, societies and various other sectors. In 2022, 94 zettabytes of internet 
data were produced [1] and consumed by 5.07 billion internet users and they share their 
feelings, emotions and thoughts through social media [2]. Nowadays, social networks like 
Facebook, Twitter, Reddit and MySpace are popular platforms that play significant role 
for users. Users spend ample time on social media platforms where people interact with 
others, update their status, share personal experiences, and defame other members [3]. The 
bright side of social media platforms comes with various negative consequences such as 
work-life conflicts, anxiety, revenge, depression, aggression, and hate crimes [4]. Various 
online activities and exposures provide threats for common users. This situation motivates 
to consider techno-regulation approaches that safeguard society and people. It supports 
legal norms using technological tools or devices [5]. The two ways to support cyber secu-
rity norms are nudge and techno-regulation, where nudge push common users to safeguard 
their future action and techno-regulation forcefully removed the riskier content that harm 
common users [6]. This techno-regulation comes under various social media research area 
like privacy, child protection, cybercrime, cyber-security, revenge detection and many oth-
ers. Revenge is also a root cause of cyberstalking, cybercrimes, and sexting [7].

Revenge is an act of human aggression that harms any person or group of persons in 
response to a perceived provocation or grievance. Cyber revenge via social media includes 
various forms of aggression (cyber defamation, cyberbullying, cyber trolling/stalking, 
revenge porn, and cyber dating abuse) and occurs through email, tweets, social media 
posts, and text messages [8]. Social media revenge is an almost fresh research direction 
where some author has implemented revenge porn detection [9, 10]. Interpersonal context-
based social media revenge is the new research path and is yet to get due attention. One 
recent attempt [11] has extracted a dataset from Reddit social media to show the difference 
between active and passive revenge. Along with that another vengeful or revenge content 
detection research also considers text from social media, terrorist activity based on reli-
gious and school shooters datasets [12]. Revenge posts are increasing because this is easier 
for users to take revenge through social media. Social media revenge may receive various 
consequences like job loss, suicide, and lawsuit [8].

Reddit is a popular social media platform where 223 million users are from the United 
States [13]. It is a controversial social site that contains various communities named Sub-
reddits. Numerous Subreddits from the Reddit website have been banned due to abusive 
and controversial content [14]. In 2020, most of the data removal requests (Reddit) by the 
Russian Government and the South Korean Government are 89% and 60% respectively 
[15]. Various Subreddits represent malicious posts as passive revenge and active revenge. 
Active revenge consists of petty and pro revenge. Petty revenge is not like criminal revenge, 
but pro revenge is a more grievous offense than petty revenge.

In Fig. 1, all five posts present revenge stories where two are pro revenge post, two 
are malicious compliance, and one is petty revenge content. The first malicious compli-
ance post shows an employee’s reaction against his boss for daily 14 h of working time. 
The user wants to defame his boss and share demands through social media. Another 
malicious post shows an employee’s reaction against the manager for her behavior. The 
malicious post presents passive revenge stories. The petty revenge post shares a per-
sonal experience with one women’s behaviors, and the user takes active revenge against 
her. This revenge is not like a criminal offense. Two pro revenge posts indicate bullying 
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or aggressive behaviors against some person. As per the recent literature, cyberbullying 
considers an act of active revenge [16]. All posts are long and contain various sentences. 
Contextual analysis of paragraph-like contents and intensity of aggressive behaviors 
are significant features of revenge posts. All posts include no offensive terms but show 
malicious or revenge expressions. Revenge is part of complex human behavior and emo-
tion analysis. Several authors have classified emotions [17], abusive [18], aggression 
[19], hate [20, 21], cyberbullying [22] content with NLP models, and revenge detection 
also relates to all these fields. The availability of fewer datasets is the primary concern 
for this field. It also observes that contextual analysis for implicit revenge content detec-
tion requires more NLP research.

With contemplating revenge text research limitations, this study contributes a novel 
revenge detection model (CatRevenge) for binary and multiclass. The proposed model 
symbolizes “CatRevenge” where “Revenge” is for feature vectors of revenge post, and 
“CAT” is for the categorical feature-based CATBoost classifier. This research develop and 
analyze a novel revenge classification model with the Reddit English social media dataset. 
It consider paragraph embedding for contextual semantic analysis of paragraph-like con-
tents and POS tag-based impact weight analysis to find the intensity of aggressive behav-
iors. The contributions of this research are given below in concise form:

•	 This is the first literature work on revenge posts detection with a combination of syn-
tactic, lexical, and semantic features – POS tag based impact weight, TF-IDF, and para-
graph embedding respectively.

•	 It is the one revenge text detection research where the paragraph embedding model 
considers for contextual semantic analysis of English revenge stories.

•	 This research is the first revenge text detection research that considers the impact 
weight analysis of each POS tagger for each revenge post and that considers the total 
corpus.

•	 This is the first revenge text detection research that preprocesses all reviews with 
Slangzy, internet slang words meaning dictionary.

•	 It includes an efficient gradient boost classification model CATBoost classifier that con-
siders categorical features of revenge text.

r/PettyRevenge
a_women_stood_over_my_wife 

We were sitting by a pool once, and a women stood over my wife 

and started spraying sunscreen all over herself and my wife. We 

asked her nicely to please move and she ignored us and kept 

spraying. When we left, I took one of her flip flops with me. 

r/ProRevenge
tire_off_the_highway

I'm a 28 years old man i live in Arizona and work at an small company 

that fixes car. on my shift i get an 2019 bmw it is a nice car but the 

owner is not. he uses offensive names to me and my buddy's he needed 

an tire change we did but i did not finish on till he came out and said 

git out my way and he drives off he tire came on the highway.

r/MaliciousCompliance
aspire_to_be_a_micromanager_huh

My boss is the epitome of a psychopath micromanager.  She must be in control at all times and takes on way too much work and then makes us look bad when she can't 

accomplish her tasks.  Every time she sends out a new compliance concern, she is sure to tell us that it doesn't apply to her when she completes the same work.  She takes 

off work once a week for counseling, which doesn't seem to help. Any who, today we get notice from her boss that she is to be included on every single email, and we can 

include him if wanted.  Ok.  I'll send half of the data in one and then send another email.  I'll confirm it through the system, which will send you another email, and then I 

will send you an email with the confirmation.   And copy in the boss on all of it.  In the long run, it won't matter because her control issues will cause her to rework the 

project anyway.

Fig. 1   Sample Revenge Posts from Reddit with ProRevenge, PettyRevenge and Malicious Compliance Sub-
reddits (https://​www.​reddit.​com/)

https://www.reddit.com/
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The remainder of the research is prepared as follows: Section 2 illustrates the existing 
social media research and text-based applications with gradient boosting classifiers. The 
CatRevenge model architecture and methodology with all features and classifiers are pre-
sent in Section  3. Section  4 shows the experimentation setup with results and findings. 
Finally, the last section concludes with future research directions for revenge post-detection 
works.

2 � Related research

This related research work mainly illustrates two sections – Social media text analysis, and 
text classification with gradient boosting classifiers. With various social media text classi-
fication research, revenge text detection is an almost new research direction. So, this study 
describes various existing social media text research that is related to revenge text analysis. 
Along with that, this work consider gradient boosting classifiers-based text classification 
research to portray the existing research path to the readers.

Several terminologies are applied in NLP research to detect negative and harmful text 
from social media. Active revenge text is the expression of complex human behavior and 
that related to various NLP research areas like – emotion detection [17], cyber aggression 
detection [19, 23], abusive language detection [18], hate content detection [21, 24], cyber-
bullying and stalking detection [22]. Classification of abusive content is also related to 
malicious content and active revenge. Revenge detection is a fresh NLP research domain, 
one author has implemented revenge content detection model with POS tagging, word2vec 
embedding and AdaBoost, KNN classifier [12]. This model has applied three dataset but 
this model considers short sentence based text and it also not able to detect the importance 
of each tokens. Both the above models not able to detect slang or offensive words from 
text. The related work section illustrated various existing research works in the above areas.

Various machine learning, and deep learnings models are applied to the above stud-
ies as supervised, unsupervised, semi-supervised, and deep learning models. Most of the 
studies employed various classification models like – SVM [18], Logistic Regression 
[21], Random Forest [22], MLP [23], Bert [19, 25], LSTM [17, 26] and CATBoost [24]. 
One recent emotion detection study [17] has applied the Glove embedding model with 
the LSTM classifier to detect feelings from the text. Another very recent emotion detec-
tion research detects negative emotional text from patients who suffer from mental health. 
This model also applied the Glove embedding model and bi-directional LSTM classifier 
along with the CNN model. This study mainly detects negative emotions like stress, anxi-
ety, depression, addiction and shows achievable performance for WebMD and Healthtap 
datasets [26]. Aggression detection research has employed various Bert models to tackle 
cyber aggression [19]. One aggression detection study has employed the MLP classifier 
and deep neural network which achieved 92% accuracy. This study also established that 
aggression and hate are related to cyber harassment and bullying [23]. Along with emotion 
and aggression text, one study has detected cyberbullying [22] with the Random Forest 
classifier which achieved 0.90 F1. Cyberbullying detection has also been explored with 
sentiment and emotion features that have created a code-switch corpus. The Bert and Vec-
Map based two embedding techniques have outperformed the cyberbullying baseline mod-
els [27]. Hate text detection with emotion informed has explored multitask and multi-target 
approaches. This study has applied sentic computing models, hate speech lexicons, and the 
BERT model to achieve remarkable performance compared to the baseline models [25]. 
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Hate speech detection research has applied Multinomial logistic regression that achieved 
87.68% accuracy [21]. The CATBoost classifier with various features for multiclass hate 
text classification has also achieved the best performance compared to other machine learn-
ing and deep learning classifiers [24]. Abusive language detection is also another NLP 
research domain that is related to revenge detection employing linear SVM classifier with 
polarized and generic embedding [18]. Abusive text detection with variations of CNN and 
LSTM models has also achieved remarkable performance for native and code-switch lan-
guage [28]. Spam message detection with sentiment analysis has also employed hybrid 
machine learning classifiers SVM and hybrid KNN algorithm. It has also applied optimiza-
tion approach to enhance the accuracy of spam message detection and it achieved 99.82% 
accuracy considering three benchmark datasets [29]. Another sentiment analysis research 
considered efficient feature selection approach with meta-heuristic genetic algorithm for 
online customer reviews along with various machine learning classifiers like AdaBoost, 
XGBoost, Gradient Boost, Random Forest and many more. This approach achieved 77% to 
78% accuracy with various benchmark datasets of sentiment classification task [30].

The above social media research works show that revenge text detection is a fresh 
research path and that needs more findings and analysis. Along with active and passive 
revenge, pro and petty revenge classification is also a difficult task and needs contextual 
semantic analysis. This study considers contextual text analysis for improved accurate 
classification of revenge posts. The proposed work considers paragraph embedding model 
for revenge text detection that also have applied in various NLP applications. Information 
retrieval considered PV-DBOW model where it observed that language estimation perfor-
mance improved for paragraph embedding [31]. Paragraph embedding model also achieved 
improved performance for social network computation that efficiently approximate close-
ness centrality measure [32]. Paragraph embedding model also shown effective perfor-
mance for sentiment analysis domain. Both the models PV-DBOW and PV-DM achieved 
more than 75% accuracy for sentiment text classification [33]. Along with paragraph 
embedding model, many NLP application also considered combination of lexical and 
semantic features that shows effective performance in present state of the art for various 
NLP applications. In short text classification, top n different words based on each category 
considered for lexical feature computation and word map with their specific weight con-
sidered for semantic feature. The combination of both feature helps to detect right topic for 
short text classification [34]. Another NLP application for question classification employed 
combination of semantic, syntactic and lexical features where it considered hypernyms and 
question category as semantic feature, question pattern and headwords as syntactic feature, 
and word n-gram and word shape as lexical feature. It was also observed that combination 
of all approach improved the performance of question classification [35]. Grading system 
of automatic short answer is another NLP application where combination of lexical and 
semantic feature was employed and that shows improved performance [36]. Performance 
of different NLP application with combination of various features motivate this research to 
consider combination features.

Boosting algorithm is mostly applied to boost weak learners and classifiers to achieve 
a higher accuracy of the classifier [37]. The most popular boosting model is the Adaptive 
boosting or Adaboost algorithm. It emphasizes on the misclassified samples where high 
accuracy based weak classifier have high weight [38]. In very recent research, three ensem-
ble gradient boosting methods [39] show competitive state of the art classification results 
– XGBoost or extreme gradient boosting [40], Light GBM or light gradient boosting [41] 
and CATBoost or categorical feature based boosting [42].
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This related research section presents the performance of existing gradient boosting 
based text classification research to show the significance of CATBoost classifier in 
this research. One recent research has applied Light GBM classifier for large recom-
mendation dataset with 160 M tweets. Author has considered various engagement of 
tweets with Bert training model. As per the research, Light GBM text classification 
model is well oriented and fast for large tweet dataset [43]. Another online sexism and 
harassment detection research has employed XGBoost and CATBoost classifiers with 
LSTM model. This research shows improved performance with XGB classifier and 
CAT Boost classifier for social media text classification [44]. Light GBM classifier has 
also shown achievable performance for sentiment short and natural text classification 
where it considers domain free data [45]. This research also considers slang words as 
a feature. Another sentiment based prediction for fluctuation of crypto currency price 
has considered tree ensemble XGBoost classifier where that also accomplished good 
performance with tenfold cross validation [46]. Along with above text classification 
research, another social media aggression detection has employed CATBoost classifier. 
This research detects aggression and misogyny contents from social media data with 
TF-IDF and bag of words feature [47].

The CATBoost is a recently developed gradient boosting classifier but it already 
shows its efficiency in various textual applications as well as other applications. Most 
of the gradient boosting classifiers show effective performance but CatRevenge con-
siders categorical features based CATboost that reduce overfitting problems for vari-
ous text datasets.

3 � CatRevenge methodology

This proposed CatRevenge model consists of five main tasks where the preprocessing of 
raw revenge text is an initial task. After preprocessing of text, next part is feature extrac-
tions. This model considers three feature extraction approaches to enrich the model effi-
ciency. The three feature extraction approaches are – impact weight analysis with syntac-
tic feature, lexical feature with TF-IDF vector, and last is semantic feature with Paragraph 
Embedding. POS tagging impact analysis converts data as a sparse row matrix and con-
catenate with TF-IDF vector. After that, stack paragraph embedding vector in horizontal 
sequence with above feature matrix. These all feature extraction methods help to analyze 
the text in depth level where as feature selection methods generally considers to find the 
subset of existing features. Analysis of text is important part to find actual context. Using 
various feature selection methods it can removes the important words that contain contex-
tual meaning of text. In existing approach, this research considers three important feature 
extraction approaches where it considers the relevant importance of word and semantic 
similarities of text. With feature selection methods the existing long text can remove many 
important words that effect the model performance. So, final feature matrix considers for 
classification with CATBoost classifier.



Multimedia Tools and Applications	

1 3

Both binary and multiclass classification follows same model structure. Figure  2 
describes the model architecture for revenge text classification and all the steps to detect 
revenge text illustrates below. Algorithm 1 presents complete flow of CatRevenge model 
with all five steps – cleaning and preprocessing, POS tag based impact weight, TF-IDF, 
Paragraph Embedding and CATBoost classifier.

3.1 � Cleaning and preprocessing

This study employs various cleaning and preprocessing steps for social media revenge posts. 
Analysis of complex human behavior from social media posts initially removes author infor-
mation columns, symbols, and punctuations. It also removes irrelevant columns and null rows 
from the dataset. This research removes stopwords using NLTK python library [48]. Elimi-
nation of stopwords means removing noise that helps to enhance the speed of processing 
time. This research also considers slang word meanings from the fuzzy logic based slangzy 
dictionary to include significant information about tokens for revenge text [49]. Preprocess-
ing steps also combine two columns for more accurate detection of revenge posts. In this 
analysis, title column and post column considers as a single post column.

ina�on

Revenge 

Post

Preprocessing

Remove @UserName, URLs, 

symbols, punctuations

Remove stopwords

Considers post as a 

combination of title and text

Pre-processing with Slangzy, 

internet slang words meaning 

dictionary

Remove irrelevant and null 

rows 

POS Tag 

Impact Weight

TF-IDF 

Vectorization

Paragraph Embedding

(Doc2vec)

Concat

Stack
CATBoost 

Classifier

Features Exploration

Classification

Active Revenge

Passive Revenge

Pro Revenge

Petty Revenge

Malicious Compliance

Binary Classification

Multiclass Classification

Fig. 2   Revenge text detection framework
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Algorithm 1   Revenge Text classification algorithm 

3.2 � Impact Weight Analysis with syntactic feature

This research implements syntactical features-based impact weight analysis where it con-
siders POS tagging. Parts of speech tagging classification system reveal the role of a term 
in a particular context. The English language considers eight POS tags – verb, noun, adjec-
tive, adverb, pronoun, preposition, interjection, and conjunction. POS tag is a significant 
approach for text analysis that helps to show the sentence and word relations. Grammar 
checking, text to speech, and word sense disambiguation of words are important POS tags 
applications in text analysis. NLTK python library supervised learning approach to deter-
mine POS tag [50]. NLTK POS tagger uses 35 POS tags.

Input: Revenge Posts , , , …… . ,

Output: Revenge Posts Binary Classifica�on (Ac�ve/Passive), Revenge Posts Mul�class Classifica�on 
(Pro/Pe�y/Malicious Compliance)
Value Ini�aliza�on: vector dimension = 300, 

window size k = 2
Step 1: Preprocessing of Revenge Posts

Combine �tle and posts column(R)
For each post { = , , , …… . , } do

= cleaning( )
= remove stopwords( )
= remove irrelevant and null posts ( )
= Slangzy ( )

Return posts({ = , , , …… . , })
Step 2: POS Tag Impact Weight computa�on

, , , …… . , = Tokenize( )
For each term { = , , , …… . , } do

= POS tag ( ) 
For each post { = , , , …… . , } do     

= impact weight ( , p) by equa�on (1)
Return impact weight ( , , … . , )

Step 3: Term Frequency and Inverse Document Frequency computa�on
For each post { = , , , …… . , } do

= TF-IDF( , p) by equa�on (4)
Return TF-IDF vector ( , , … . , )

Step 4: Paragraph vector for Revenge Posts
For each post { = , , , …… . , } do

= Paragraph Embedding( , p) by PV-DM
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Traditional POS tag does not represent the numerical impact weight analysis of each 
tag. This study considers the POS tag syntactic feature and computes the impact weight 
of each tag in a post. Noun, verb, adjective, and adverb POS tags assign for impact weight 
analysis. It computes the significance of a tag in the corpus. Syntactic feature like POS tags 
can able to obtain hidden information from textual data. It also extracts the canonical form 
of a term that helps to analyze syntactical information from a post [50].

where, |tagij| is a denoted as a total number of frequencies for each POS tag i for each 
tagged corpus j. |tagj| denoted as a total number of frequencies for all POS tags and for 
each tagged corpus j. POS − TAGij is set of POS tag vectors for each tag in tagged corpus 
j. The POS − TAGij vector finally converts into a compressed format of sparse row matrix 
that considers a syntactic feature.

3.3 � Lexical feature with TF‑IDF

Lexical feature analysis is an important NLP process that intuits the importance of key-
words, meanings, context, and the relation between terms. Keywords and terms represent 
significant content from documents and sentences that enrich the classification task.

TF-IDF is a statistical-based important keyword or term extraction approach that effec-
tively extracts keywords and terms from documents. It consists of two methods: Term fre-
quency or TF and Inverse Document Frequency or IDF. TF computes the frequency of 
keyword or term occurrence for a particular document. Variation of document lengths can 
directly change keywords frequency. So, TF measures the ratio of term frequency and doc-
ument length.

where frequency of term i is tij and term available in document j. IDF computes the rel-
evance of keywords because TF considers all terms with equal importance. So it requires to 
measures the importance of keywords. IDF considers log value to cut down the weight for 
less important keywords.

where the total documents number is denoted as |D| and the total documents number with 
term i is |Di| . So, TF-IDF is a combination of term frequency measures and inverse docu-
ment frequency measures.

The revenge post categorization research applies the TF-IDF feature to extract the 
relevance and occurrence of each word in a context. Numeric representation of a corpus 

(1)POS − TAGij =
|tagij|
|tagj|

(2)TFij =
tij∑
k tkj

(3)IDFi = log
|D|

1 + |Di|

(4)TF − IDF = TFij ∗ IDFi =
tij∑
k tkj

∗ log
�D�

1 + �Di�
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shows characteristics of textual data where TF-IDF represents numeric representation of 
occurrence. This feature normalizes word occurrence based on document size as well as 
the contribution of words in the corpus. TF-IDF vectors empower NLP models and have 
enormous applications in the NLP domain [51].

3.4 � Semantic Feature with Paragraph Embedding

Along with syntactic and lexical features, this research requires a suitable semantic fea-
ture to extract similarities from revenge text. This research could have applied syntactic 
and lexical features for classification but to enhance further refinement, it applied semantic 
features to compute the comparative distance between each term in the revenge context. 
Paragraph embedding learns vector representations to plot each term in such a manner that 
it can compute numerical distances between each term based on the context. With lexical 
and syntactical features, revenge detection model efficiently extracts the semantic meaning 
of active and passive revenge text to represent the context of each term.

In existing research, various semantic embedding approaches have been applied to several 
text analysis research. Word2Vec and Paragraph Embedding represent low dimensional vec-
tors for each word or document. Word2Vec model [52] represents high semantic similarities 
of terms in continuous space whereas the Paragraph Embedding model [53] uses distributed 
memory model to represent terms and paragraphs as low dimension vectors. This research 
also implemented the Word2Vec model for semantic embedding features but the Paragraph 
Embedding model shows better results compared to the Word2Vec model. Along with that 
BERT is also an efficient embedding model for text analysis. Various NLP research in text 
analysis including hate speech detection [25], cyberbullying detection [27], short answer 
grading [36] has utilized BERT embedding model and it has shown improved contextual 
analysis compared to the other embedding model. This research considers paragraph embed-
ding model due to the long text and each post shared as a paragraph with various connected 
sentences. In future research, long revenge stories will evaluated with various other embed-
ding models including BERT embedding model to explore the contextual analysis more.

Revenge 

Document

Revenge 

Text Word1

Revenge 

Text Word2

Revenge 

Text Wordn

Missing 

Word

OUTPUT LAYER

HIDDEN LAYER

INPUT LAYER

CONCAT

Fig. 3   Paragraph Embedding model with Revenge text
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The revenge detection framework employs the Paragraph Embedding vector model 
that can able to learn semantic relatedness from revenge posts describes in Fig.  3. The 
semantic embedding Paragraph Embedding model aims to analyze semantic similarities 
between various terms in the revenge context. The Paragraph Embedding model represents 
low dimension vectors for text data and that learn token vectors with distributed memory. 
It considers Distributed Memory Vector or PV-DM to recall missing words in a related 
context. In comparison with the PV-DBOW or distributed bag of words model, the PV-DM 
model performs better in revenge text classification context. It maps each post and word to 
a unique vector.

Along with the above details of paragraph embedding, this research analyzes vector 
dimensions and window size value, especially for revenge text classification research. Win-
dow size value 6 is applied for broader contents whereas 2 is used for smaller and more 
focused contents. k = 2 considers w-2, w-1, w + 1, w + 2 context words for target term w. 
The Smaller window size with focused revenge text contains shows better performance. 
This research experimented with various window sizes k = 2, 3, 5, 6 and vector dimen-
sions 50, 100, 200, 300, 600, and 800. The best performing parameter values are k = 2 and 
dimension 300.

The Revenge detection model considers three features with various models like Paragraph 
Embedding, impact weight with POS tagging and lexical feature with TF-IDF. The proposed 

Fig. 4   CatRevenge Model workflow with sample example
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model considers revenge text from social media. Figure 4 shows the flow of sample revenge 
text with all feature exploration that considers concatenation between POS tag impact weight 
and TF-IDF vectorization. It also considers stack with paragraph embedding vectors. “Con-
cat” or concatenation method mainly considers for concatenating data frames of TF-IDF vec-
tors and value of POS tag impact weight along with the column axis. This combine feature 
stack with paragraph embedding vectors by considering sequence of arrays in horizontal man-
ner to make single array.

3.5 � CATBoost classifier

The proposed study considers one gradient boosting machine learning classification algo-
rithm to detect categories of revenge text. Gradient boosting models can efficiently handle 
learning problems with noise data and heterogeneous features for various NLP research. 
Generally, gradient boosting considers decision trees for base prediction. Numerical fea-
tures are convenient for decision trees but various datasets consider categorical features 
to improve prediction. Categorical features are discrete value sets and not comparable to 
each other. Generally, categorical feature converts into numeric before training. Gradient 
boosting effectively accelerates the classification tasks and also reduces the consumption 
of memory.

The CATBoost classifier [54] is a new non-linear, tree-based gradient boosting algorithm 
that can effectively handle categorical features [55]. Generally boosting algorithms build new 
tree to compute the model gradients where CATBoost classifier enhance the existing model 
by reducing overfitting problems. There are several advantages of the CATBoost algorithm 
like it supports categorical features, it uses a new schema to reduce model overfitting, and it 
predicts faster and shows good performance for heterogeneous data. The CATBoost classifier 
shows achievable performance compare to the Light GBM, XG Boost algorithms for various 
applications [39].

Categorical boosting or CATBoost aims to reduce the shift in the training phase. This shift 
arises because gradient boosting applies the same instances for gradient and model estimation 
to minimize gradients. CATBoost provides the solutions for this shift problem where it esti-
mates gradients by applying sequences of base models and it excludes that particular instance 
from the training set. CATBoost model considers various hyper parameters for classification 
tasks – learning rate, depth of the tree, iterations for leaf estimations, and regularization coef-
ficient. This study considers latest optimization tool Optuna for experimentation and improve-
ment of CatBoost model.

Preliminary revenge text research has only implemented some machine learning classi-
fiers, but this research experiments with various deep learning and gradient boosting algo-
rithms. Gradient boosting improves training efficiency and classification accuracy for revenge 
text. This study considers two classes for binary classification and three classes for multiclass 
classification. The two classes for binary classification are defined as y ϵ {0, 1} where y = 0 
for active revenge and y = 1 for passive revenge. The three classes for multiclass classifica-
tion defined as y ϵ {0, 1, 2} where y = 0 for Malicious compliance, y = 1 for pro revenge and 
y = 2 for petty revenge. This research considers this data for training and testing purpose {(
X1, y1

)
,
(
X2, y2

)
…… .

(
Xi, yi

)
,……

(
Xn, yn

)}
 , where Xi is the final feature vectors and yn 

is the target class.
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4 � Experiments, results, and findings

This section initially presents the experimentation setup with dataset details, baseline 
model, and evaluation metrics for this research. Along with that, the next part of this 
research presents results and findings with various experimentations – impact analysis for 
various features, performance with paragraph embedding, comparison with other classi-
fiers, and baseline model.

4.1 � Experimentation setup

This section initially presents the dataset details and after that it presents the brief of state 
of the art models and evaluation metrics for comparisons.

4.1.1 � Dataset

This study considers one revenge dataset to analyze complex human behavior. The revenge 
Reddit (social networking site) dataset considers for this research with subreddit (class) 
of active revenge and passive revenge for binary class and malicious compliance, petty 
revenge and pro revenge for multiclass. The dataset is extracted from a specified location1 
in csv file format with all details of dataset. It considers three subreddits or topics that 
pulled the most recent 550 days of data. After preprocessing, the dataset contains 11,189 
English posts and task A considers binary classification and task B considers multiclass 
classification. Both binary and multiclass classification approaches are related to each 
other. This Reddit dataset is already labeled and to solve any discrepancy, this research 
appointed two subject matter experts for accurate labelling process.

4.1.2 � State‑of‑the‑art model

The revenge text classification is a fresh research direction, so this work can able to con-
sider one State-of-the-art models for this research.

Vengeful Text  This study considered Adaboost classifier, POS tag and Word2Vec embed-
ding. KNN classifier with same features also considers as a baseline model [12].

4.1.3 � Evaluation Metrics

This revenge detection study applies four important evaluation metrics – Accuracy, 
Weighted F1 (F1), Precision (P) and Recall (R). Accuracy and weighted F1 metrics con-
sider for best analysis of various classification models and baseline implementation.

(5)P =
TP

TP + FP

1  https://​github.​com/​ebsie​gs/​subre​ddit_​nlp/​blob/​main/​data/​subre​ddit_​data.​csv

https://github.com/ebsiegs/subreddit_nlp/blob/main/data/subreddit_data.csv
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where TP denoted as true positives, TP denoted as false positives, TP denoted as true nega-
tives and TP denoted as false negatives.

This revenge detection model implements with various python libraries. Reddit dataset 
collected from Github location and that already specified in dataset details section. The 
experimentation section considers 25% of data for testing in a stratified fashion. The result 
section is divided into two tasks – the first section shows the performance of the active and 
passive revenge classification model and the second section analyzes the performance of 
malicious compliance, petty and pro revenge classification model.

4.2 � Results and Findings

This results and findings section analyze the performance of the CatRevenge model. It 
studies the impact analysis with various features along with CATBoost classifier. In next 
part it compares various machine learning and deep learning models with a combination of 
CatRevenge feature set. The final part represents the performance improvement compare to 
the baseline model.

4.2.1 � Impact Analysis for Features

Feature extraction from social media text is an important part for textual analysis. The 
CatRevenge model consists of various features where this section shows the impact analy-
sis of various features and feature set. This study analyzes the impact of the CatRevenge 
feature sets with other features for both binary and multiclass classification models. To 
compare with various other features and feature set this study considers – Bag of Words, 
Word2Vec, Paragraph Embedding, count vector + TF-IDF, POS tag impact weight + Para-
graph Embedding, TF-IDF + Paragraph Embedding, and proposed CatRevenge feature set 
POS tag impact weight + TF-IDF + Paragraph Embedding. All features and combinations 
of features consider the CATBoost classification algorithm and (Table 1) presents the com-
parison with P, R, and F1 evaluation metrics. It also shows the performance of features and 
feature sets with binary and multiclass classification.

Table  1 shows the performance of the CatRevenge feature set outperformed com-
pared to any feature and feature set. Apart from the CatRevenge feature set, POS tag 
impact weight + Paragraph embedding feature combination shows a better F1 score 
compared to other features and feature sets. It was identified that POS tagging based 
analysis helps to analyze the importance of relevant word in text. It was also observed 
that semantic analysis with paragraph embedding model achieved better F1 score com-
pare to word2vec embedding model for both cases. In Reddit revenge dataset each post 
contain long sentences and paragraph like contents, so analysis between sentences 
and words are more effective with paragraph embedding model. So, the combination 

(6)R =
TP

TP + FN

(7)F1 = 2 ∗
R ∗ P

R + P

(8)Accuracy =
TP + TN

TP + FP + TN + FN
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between POS tag impact weight analysis and contextual semantic analysis are effective 
in long paragraphs like posts and that enrich better F1-score. Along with above feature 
extraction methods, CatRevenge considered TF-IDF feature to improve efficiency of 
the model more.

4.2.2 � Performance with paragraph embedding

This CatRevenge model shows the performance of paragraph embedding vectors with 
various dimensions in Fig.  4 and Table  2 shows two types of paragraph embedding 
model performance – PV-DM and PV-DBOW. It was observed that the change of 
dimensions reflects the CatRevenge model efficiency. It was also observed that the per-
formance of the PV-DM model performs better compared to the PV-DBOW model for 
the revenge text dataset. As PV-DM model contextually analyzes the contents and is 
able to find the missing terms. This unsupervised approach can efficiently analyze the 
text and context of the word. CatRevenge model considers PV-DM that outperformed 
other classifiers with the same feature set.

With the experimentation of various dimensions, Fig.  5 presents a clear compari-
son for binary and multiclass classification where 300 vector dimension shows better 
performance for long text. The CatRevenge model considers model dimension 300 for 
better results.

Table 1   Impact analysis of various features and feature set

Sl. No Features Revenge Detection
(Binary Classification)

Revenge Detection
(Multiclass classification)

P R F1 P R F1

1 Bag of Words 0.65 0.58 0.59 0.64 0.67 0.64
2 Word2Vec 0.70 0.67 0.67 0.72 0.72 0.72
3 Paragraph Embedding 0.79 0.77 0.79 0.76 0.77 0.77
4 Count vector + TF-IDF 0.76 0.77 0.77 0.75 0.76 0.76
5 POS tag + Paragraph Embedding 0.84 0.83 0.84 0.75 0.76 0.76
6 TF-IDF + Paragraph Embedding 0.82 0.82 0.82 0.78 0.77 0.78
7 POS tag + TF-IDF + Paragraph 

Embedding (CatRevenge feature set)
0.87 0.87 0.87 0.80 0.81 0.80

Table 2   Comparison with both Paragraph Embedding Models

Sl. No Paragraph Embedding Model Revenge Detection
(Binary Classification)

Revenge Detection
(Multiclass classifica-
tion)

P R F1 P R F1

1 PV-DBOW CatRevenge 0.81 0.80 0.81 0.73 0.74 0.73
2 PV-DM 0.87 0.87 0.87 0.80 0.81 0.80
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4.2.3 � Comparison with Other classification models

This work compare the CatRevenge model with seven machine learning and deep learn-
ing models – SVM, Random Forest, MLP, Logistic Regression, XGB Boost, Naïve Bayes, 
and LSTM. The machine learning and deep learning models are considered the combi-
nation of three feature sets for comparing proposed model’s performance. Along with 
that LSTM model considers epoch size 5, batch_size 64, ’crossentropy’ loss function and 
’adam’ optimizer. MLP classifier considers Relu activation function, ’adam’ optimizer, and 
epoch number is 300. XGBBoost classifier considers learning rate 0.05, and max depth of 
a tree 5. Other all classifiers consider default parameter values. These all machine learning 
and deep learning models consider to evaluate the performance of proposed CatRevenge 
model.

Table  3 presents this comparison and considers the CatRevenge feature set with 
various classifiers. It is observed that Gradient boosting algorithms (XGB Boost and 
CATBoost) perform better compare to other models. It considers P, R and F1 for evalu-
ation measures and Table  3 shows the comparison for binary and multiclass classifi-
cation. The CatRevenge model with CATBoost algorithm outperforms all the machine 

Fig. 5   Paragraph embedding vec-
tors with various dimensions

Fig. 6   Accuracy comparison 
with all other machine learning 
and deep learning classifiers
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learning and deep learning classifiers. Figure 6 shows the clear evaluation line plot of 
CatRevenge model with all other machine learning and deep learning classifiers. Here, 
CATBoost classifier achieved 0.87 F1-score for binary revenge classification. In same 
manner, CATBoost classifier also achieved 0.80 F1-score for multiclass revenge text 
classification.

Along with above binary and multiclass revenge post classification results table and 
bar plots, it also plot two heatmap classification reports. In Fig. 7 (a), it is observed that 
testing data contains almost equal numbers of active and passive revenge. F1-score is 
0.88 for active revenge and precision, recall metrics also show better value for active 
revenge. In Fig. 7 (b), it is observed that testing data contains more malicious compli-
ance revenge posts compared to the pro and petty revenge posts. F1-score is 0.87 and 
recall is 0.91 for malicious compliance. Both the multiclass and binary revenge post 
classification shows achievable performance with CATBoost classifier.

Figure 8 and Fig. 9 present ROC curves for binary and multiclass classifiers. ROC 
curve shows the comparison between false-positive rates and true positive rates. Fig-
ure 9 represents ROC for three class where class 0 denotes pro revenge, class 1 denotes 
petty revenge and class 2 denotes malfigicious compliance. AUC values for both binary 
and multiclass classification show achievable performance of CatRevenge model.

Table 3   Comparison with various Machine Learning and Deep Learning classifiers

Sl. No Classification Algorithms Revenge Detection
(Binary Classification)

Revenge Detection
(Multiclass classification)

P R F1 P R F1

1 SVM 0.75 0.74 0.74 0.65 0.58 0.59
2 Random Forest 0.82 0.82 0.82 0.70 0.67 0.64
3 Multi-Layer Perceptron (MLP) 0.82 0.82 0.82 0.75 0.75 0.75
4 Logistic Regression 0.81 0.81 0.81 0.73 0.74 0.73
5 XGB Boost 0.86 0.86 0.86 0.79 0.77 0.78
6 Naïve Bayes 0.76 0.77 0.77 0.75 0.76 0.76
7 LSTM 0.82 0.82 0.82 0.78 0.78 0.78
8 CATBoost (CatRevenge) 0.87 0.87 0.87 0.80 0.81 0.80

Fig. 7   Classification Reports for CatRevenge Model with (a) Binary Classification (B) Multiclass Classifi-
cation
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4.2.4 � Performance analysis of CatRevenge models with sample text

The analysis of some example dataset is considered to show the performance of proposed 
CatRevenge model for binary and multiclass classification. Each of the post from Reddit 
dataset are very long, so we considered three.

examples in Table 4 and there annotated labels. Along with that Table 4 also shows the 
predicted labels of this posts. It was observed that some samples are wrongly classified by 
proposed model. In Table 4, second post is wrongly classified by proposed model. It was 
also observed that some of the posts are wrongly classified for binary and multiclass clas-
sification. Long text contains various contextual information and this may effects in model 
performance.

4.2.5 � Comparison with machine learning models and baseline model

This CatRevenge model compare with other models and state-of-the-art model in Table 4 
with considering revenge text dataset. This is the fresh research area, so any standard data-
sets is not available for evaluation. This research considered other machine learning mod-
els with count vector and TF-IDF feature set. It considered two machine learning models 
Naïve Bayes classifier and Random Forest classifier.

This research also considered one baseline model vengeful text identification [12] with 
POS tagging, word2vec embedding and KNN, AdaBoost classifiers. This comparison table 
considered the standard revenge text dataset to evaluate the performance of machine learn-
ing models and baseline model Table 5.

This research considers weighted F1 as main metric, it is observed that the CatRevenge 
model increases 6—10% weighted F1 compared to the baseline model for binary classifica-
tion. Binary and multiclass classification of revenge post shows achievable performance 
with Gradient boosting classifiers with all three features. It is observed that the CatRevenge 
model increases 2.5—10% weighted F1 compared to the baseline model for multiclass 
classification

In order to evaluate the statistical significance of proposed CatRevenge model, this 
research considers McNemar’s test [56] to analyze the paired observation. This research 

Fig. 8   ROC Curve – Binary clas-
sification
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analyzed revenge text classification results for each post before and after considering base-
line method in consideration with McNemar’s test. This test can check the differences in 
error rates between two models with statistical analysis. The McNemar’s test is mainly 
based on �2 and this is one of the best test for error rate analysis. This research considers 
McNemar’s test because it shown low type 1 error. In experiment 1, proposed model com-
pared with baseline model where it considers AdaBoost classifier [8] and it shown �2 = 
32.33 and p value < 0.001. In experiment 2, proposed model compared with baseline model 
where it considers K-NN classifier [12] and it shown �2 = 30.13 and p value < 0.001. Both 
the experiments with McNemar’s test show that, statistically significant change is observed 
in error rates for both methods.

Along with statistical test, the hyperparameter optimization method is considered for 
proposed CatRevenge model. This research considers latest hyperparameter optimiza-
tion tool Optuna for experimentation and improvement of CatBoost model [57]. Optuna 
tool optimize tree based search for hyperparameter and it considers method TPEsampler. 
Optuna can also able to set superparameter. It can able to find the best hyperparameter. 
Total number of finish trials is considered as 100, and experimentation also shows the best 
parameters values for CatBoost classifier.

Above Fig. 10 shows the values with hyperparameter optimization. This research con-
siders this hyperparameter values for k-fold cross validation.

The K-fold cross validation approach is considered for assessing the proposed model 
performance especially for machine learning classifiers [58]. This research considered 2, 
5 and tenfold cross validation for binary and multiclass classification. Table 6 presents the 
detail results of K-fold cross validation approach. In binary classification, tenfold cross val-
idation outperformed with achieving 0.859 accuracy, compared to the 2 and fivefold cross 
validation. In same manner, this research also evaluate multiclass classification with 2, 5 

Fig. 10   Values with hyperparam-
eter optimization

Fig. 9   ROC Curve – Multiclass 
classification
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and tenfold cross validation. It also outperformed for tenfold cross validation with achiev-
ing 0.809 accuracy. After considering all validation and testing, the proposed model shows 
achievable performance compare to other baseline model.

The automatic revenge text detection model is beneficial for society and social structure. 
Evaluation of proposed CatRevenge framework exhibits the improved performance for 
revenge text detection compare to the other state of the art strategies. It was observed that 
efficient classification of active and passive revenge can help to block the strong revenge 
from social media. The proposed framework also able to detect grievances and revenge sto-
ries from paragraph but some text suffers from misclassification. Revenge text consists of 
long sentences and long paragraphs. Revenge categorization is a challenging task based on 
long text, as complete paragraph shows mixed categories and ambiguous meaning. It was 
also observed that some of the revenge text consists of emojis that contain hidden informa-
tion about revenge. In future research revenge text detection will consider emojis for more 
accurate classification.

5 � Conclusion and Future Scope

The experimentation of the CatRevenge model revealed that the binary and multiclass 
revenge text detection accomplished satisfactory performance. This research successfully 
investigated the revenge posts detection approach with contextual semantics and the impact 
weight of each POS tagger for the English language. This CatRevenge model also consid-
ered gradient boosting classifier CATBoost and evaluated the performance with lexical, 
syntactical, and contextual semantic feature sets.

The result revealed that contextual semantic analysis with paragraph embedding is sig-
nificant to categorize active revenge for long text. It also observed that Distributed Mem-
ory vector critically influenced the performance of the CatRevenge model. The results also 
indicated that impact analysis of each POS tag enhanced the classification accuracy and 
weighted F1 for long revenge text. Analysis of revenge posts with NLP, contextual seman-
tic similarity extraction with paragraph vector is significant to produce meaningful classi-
fication results. Thus, this work considered a paragraph embedding model that creates vec-
tors for each paragraph to reflect the contexts of revenge terms. Finally this work achieved 
6% improvement for binary class and 2.5% improvement for multiclass revenge text clas-
sification with the weighted F1 score compared to the baseline model.

Research with revenge datasets is fewer, so the future path is vast. This study is 
restricted to a single English language revenge dataset, but the CatRevenge model can be 
used with diverse textual datasets from different sources and languages. Future work may 
implement negative emotion boundaries to detect implicit active revenge more efficiently. 
Emotion analysis can able to detect positive and negative emotion along with degree of 
negative emotion in text. Analysis of emotion level may help to categorize the revenge 

Table 6   K-fold cross validation 
with revenge text dataset

Sl No Model K-Fold Accuracy of 
Binary Classifi-
cation

Accuracy of 
Multiclass Clas-
sification

1 CatRevenge 2 0.856 0.801
2 5 0.857 0.806
3 10 0.859 0.809
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text in depth level. It was observed that some long revenge stories contain humor contents 
that misclassified the revenge text. So sarcasm detection or humor detection from long text 
may improve the misclassification error. In future research, long revenge stories will evalu-
ated with various other embedding models including BERT embedding model to explore 
the contextual analysis more. Emoji is a symbol that contain hidden information about 
the complete text and it can also contain hidden expression. Analysis of hidden emotions, 
sentiments and information from emojis can also enhance the classification performance 
for revenge text detection. Revenge text in social media may also contain code-mix lan-
guages with other low resource languages. So in future, analysis and processing of code-
mix revenge text may enhance the performance of revenge text detection model. Minimi-
zation of misclassification errors can also enhance the model accuracy. Furthermore, it is 
acclaimed that the CatRevenge model may improve the efficiency of various aggressive, 
hate, and cyberbullying detection research.
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