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Abstract
Accurate liver and lesion segmentation plays a crucial role in the clinical assessment and
therapeutic planning of hepatic diseases. The segmentation of the liver and lesions using
automated techniques is a crucial undertaking that holds the potential to facilitate the early
detection of malignancies and the effective management of patients’ treatment requirements
by medical professionals. This research presents the Generalized U-Net (G-Unet), a unique
hybridmodel designed for segmentation tasks. The G-Unet model is capable of incorporating
othermodels such as convolutional neural networks (CNN), residual networks (ResNets), and
densely connected convolutional neural networks (DenseNet) into the general U-Net frame-
work. The G-Unet model, which consists of three distinct configurations, was assessed using
the LiTS dataset. The results indicate that G-Unet demonstrated a high level of accuracy in
segmenting the data. Specifically, the G-Unet model, configured with DenseNet architecture,
produced a liver tumor segmentation accuracy of 72.9% dice global score. This performance
is comparable to the existing state-of-the-art methodologies. The study also showcases the
influence of different preprocessing and postprocessing techniques on the accuracy of seg-
mentation. The utilization of Hounsfield Unit (HU) windowing and histogram equalization
as preprocessing approaches, together with the implementation of conditional random fields
as postprocessing techniques, resulted in a notable enhancement of 3.35% in the accuracy of
tumor segmentation.
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1 Introduction

In 2020, 905,700 individuals worldwide were diagnosed with liver cancer, and 830,200 died
from it [30]. Liver cancer is one of the top three causes of cancer deaths in 46 countries. The
number of new cases and fatalities from liver cancer might rise by more than 55% by 2040.
Many malignancies are detected in their advanced stages, when there are few therapeutic
treatments and the prognosis is poor. Early cancer identification leads to more effective ther-
apy and much improved survival rates. However, 50% of cancers are still detected after they
have progressed significantly. Improved early cancer detection has the potential to consid-
erably increase survival rates. Recent advances in early detection have undoubtedly saved
lives, but more advances and the development of early cancer detection systems are essential.

Medical professionals commonly employ contrast-enhanced computed tomography (CT)
as a diagnostic modality for the detection of cancer. Abdominal CT scans are employed
in cases of hepatocellular carcinoma. The manual segmentation of liver tumors from CT
images in the early stages poses significant challenges due to the subtle distinctions between
normal and malignant tissues. There are numerous sizes and configurations of liver tumors,
and the appearance of each case can vary considerably. The density and contrast enhance-
ment patterns of liver tumors may resemble those of the adjacent healthy liver tissue. The
aforementioned resemblance poses a visual impediment in differentiating the tumor from the
healthy liver parenchyma, especially when utilizing early-phase or non-contrast CT images.
An additional consequence of employing contrast in CT images is the amplification of noise
levels. The utilization of manual demarcation may introduce human limitations that compro-
mise the accuracy of segmentation. Expert judgment, on the other hand, relies on the skill and
experience of the individuals involved. The presented visual representation in Fig. 1 depicts
a cross-sectional view of a CT image, wherein the liver region is demarcated using the color
green, while the liver tumors are demarcated using the color red.

In order to tackle these challenges, software tools and computer-assisted techniques have
been devised to aid radiologists in the delineation of hepatic tumors. These instruments can
segment tumors based on their density, texture, and other characteristics using sophisticated
algorithms, producing more objective and consistent results. Moreover, by reducing the like-
lihood of human error and accelerating the procedure, these automated methods can improve
the precision of liver tumor detection in CT images.

Fig. 1 CT image showing liver part in green and tumor part in red
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Deep learning-based algorithms have made substantial progress in liver tumor segmenta-
tion fromCT scans by improving accuracy, consistency, and efficiency. Deep learningmodels
utilizing convolutional neural networks (CNNs) have demonstrated the ability to learn about
intricate patterns and characteristics found in CT images, which traditional image processing
approaches have struggledwith. Operating in real-time or surgical environments, they furnish
surgeons with instantaneous feedback throughout the course of procedures. Models capable
of deep learning are adaptable to image quality, patient anatomical, and tumor-specific varia-
tions. Their capacity to acquire knowledge from a variety of datasets renders them practical in
an extensive spectrum of clinical situations. To mitigate the requirement for large annotated
datasets, deep learning methodologies, including semi-supervised and weakly supervised
learning, have been implemented. When labeled data is insufficient, deep learning models
for hepatic tumor segmentation can be trained more easily using this method. As additional
data is acquired and algorithms progress, it is possible to consistently enhance and update
the models. This adaptability guarantees that the models remain current with the most recent
insights and developments. Deep learning has fueled research in liver tumor segmentation,
resulting in the development of new architectures and approaches that continue to push the
field forward. Potentially, these developments will enhance liver cancer patient care, treat-
ment planning, and prognoses.

Despite the extensive body of research undertaken in this domain employing many deep
learning architectures, the bulk of these models exhibit complexity, necessitating substantial
computing resources and prolonged training durations. There exists a significant possibility
for enhancement in terms of precision and accuracy. The applications of this study include a
wide range of medical modalities, including MRI, ultrasound, X-ray, PET, etc. This research
will be useful for applications that need similar image segmentation.

Numerous investigations have been conducted over the last few decades to explore the
application of automated and semi-automatic techniques for liver tumor segmentation using
CT images. Prior research has indicated that conventional image processingmethods, such as
statistical form models, region-growing models, graph-cut models, and similar approaches,
exhibit limited efficacy when used to segment CT images. In recent times, there has been a
notable emergence of deep learning models that rely on fully convolutional neural networks
(FCNs) for various tasks, including classification and segmentation. These models, such as
AlexNet, SegNet, U-Net, Residual Networks (ResNets), and Densely Connected Convolu-
tional Neural Networks (DenseNets), have demonstrated significant potential and yielded
promising outcomes in their respective domains.

Most traditional segmentation techniques, which depend on image processing and basic
machine learning algorithms, require prior knowledge and information on tissue qualities.
Consequently, these strategies exhibit a lack of reliability in achieving precise segmenta-
tion. A wide range of deep learning models, including AlexNet, SegNet, U-Net, ResNet,
DenseNets, FCNs, DenseUnets, MA-Net, and their derivatives, have been used for liver
tumor segmentation. The segmentation accuracy of some models does not meet the expected
standard. Somemodels exhibit amultitude of layers, resulting in a complicated network struc-
ture that involves a significant number of parameters. This necessitates a significant amount of
training time and computing capacity. Therefore, an effectivemodel that is parameter-efficient
and demands a tolerable amount of processing power is still needed for autonomously seg-
menting liver tumors from abdominal CT images.

This work employs a combination of successful models to develop a hybrid model capable
of precisely and autonomously segmenting liver cancers. The proposed G-Unet model has
the capability to accommodate U-Net, ResNet, and DenseNet models with few adjustments.
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The key contributions of the investigation are as follows:

• In this study, we provide a novel and versatile model known as the G-Unet model, which
has been meticulously developed with a modular approach. With a few adjustments, the
G-Unet has the capability to be set as a conventional Convolutional Neural Network
(CNN), ResNet, or DenseNet. The architectural structure will stay consistent with that of
a typical Convolutional Neural Network (CNN). The ResNet architecture incorporates
identity mapping by utilizing shortcut connections that perform element-wise addition of
features. Each layer in DenseNet gets feature maps from all the preceding layers and adds
features element by element. Since each layer contributes to the same set of channels,
the feature map size stays constant since summation is utilized rather than concatenation.
The model that is obtained exhibits both parameter and computational efficiency.

• We experiment with the LiTS dataset to evaluate the performance of different G-Unet
setups with CNN, ResNet, and DenseNet.

• In this study, we examine the impact of various preprocessing and postprocessing
approaches on the performance of the G-Unet architecture.

This paper is organized as follows: In Section 2, a comprehensive review of the existing
literature is presented, focusing on the deep learning methodologies as well as the prepro-
cessing and postprocessing approaches employed in the context of liver tumor segmentation.
Section 3 gives a detailed discussion of the proposed approach. Section 4 discusses the exper-
imental plan and findings. The conclusion is presented in Section 5.

2 Literature review

Image segmentation tasks have become extremely efficient because of advances in machine
learning techniques, the emergence of convolutional neural networks, and CNN-based deep
learning models. Deep learning algorithms have also gained prominence as a result of pub-
licly available datasets. ISBI 2017 conducted a liver lesion segmentation competition named
LITS in conjunction with MICCAI 2017. The majority of current research on liver lesion
segmentation is based on the LITS challenge. This section describes the various deep learn-
ing techniques employed for liver tumor segmentation, as well as the preprocessing and
postprocessing techniques used to enhance segmentation accuracy.

2.1 Deep learning-based segmentationmethods

Some of the earliest segmentation techniques were based on convolutional neural networks
and fully convolutional neural networks (FCNs). The authors in [10] presented the most
significant earlier research on liver tumor segmentation, which relied on cascaded fully con-
volutional neural networks (CFCN) for segmenting liver tumors from CT images. The U-Net
architecture [29], which is appropriate for pixel-wise prediction, was implemented at two
levels. As a postprocessing phase, dense 3D conditional random fields with spatial coher-
ence are used to enhance segmentation accuracy. Using a similar technique, [11] segmented
liver tumors fromMRI images. Both of these approaches utilized Hounsfield unit adjustment
and contrast enhancement as preprocessing steps.

The U-Net [29] rose to prominence in biomedical image segmentation applications.
Numerous researchers have used variants of the U-Net model to segment CT images. The
authors of [9] proposed a technique based on a two-dimensional U-Net architecture and a
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random forest classifier as a postprocessing step. The technique was able to obtain 0.65 dice
coefficient accuracy. To prevent the obscuring of image features caused by U-Net’s skip
connection, Seo et al. [31] proposed modifying U-Net to include a residual path in the skip
connection. Another similar model based on U-Net was proposed in [3], which used class
balancing to improve segmentation accuracy by removing slices without lesions. Li et al. [21]
proposed a U-Net that focuses specifically on bottleneck feature vectors to prevent informa-
tion loss during training. Another architecture based on U-Net and 3D FCN was proposed
in [39]. Additionally, they employed the level set method and fuzzy C-means clustering to
enhance the segmentation accuracy. Tran et al. [36] Un-net is another U-Net-based model
in which the convolution block is redesigned to retrieve more features and employs dilated
convolution to detect wider output features while preserving spatial information. Kushnure
and Talbar [19] HFRU Net is also based on the U-Net design with modified skip connections
to improve high-level functionality. In the skip connections, squeeze and excitation networks
are used to improve feature extraction. The study in [33] presents a U-Net-based level set
model that aims to automatically separate the liver from CT images. A level-set framework
receives the segmented images transmitted by the initial U-Net. The proposed multi-phase
level set formulation successfully segmented large and intricate images in a shorter amount
of time. Song et al. [34] proposed amodel based on spatial and temporal convolutional neural
networks that aids in the exploration of contextual data from CT images. The method was
only capable of segmenting tumors with an accuracy of 0.688 Dice coefficient. The primary
drawbacks of these methods are the lengthy training period and less precise segmentation.

Residual networks have demonstrated high efficiency in applications related to image
recognition and segmentation. In their study, the authors [15] introduced a novel deep convo-
lutional neural network architecture that combines theU-Net andResNet [16]. The utilization
of long-range U-Net connections and ResNets’ skip connections resulted in an enhancement
in the model’s performance. These techniques had prolonged training periods and poor preci-
sion. Cascaded deep residual networks were also utilized by Bi et al. [5] to enhance learning;
however, segmentation accuracy was quite poor.

In [28], the researchers employed a hybrid approach by integrating the U-Net and ResNet
models. Meanwhile, in [2], the ResNet-50 network was utilized in conjunction with the
YOLOV3 model. However, the sample size in both investigations was insufficient to yield a
generalizable outcome. Eres-UNet++ is a residual network-based model that builds upon the
UNet++ architecture as its foundation. It enhances feature extraction and addresses uneven
sample distribution by incorporating a channel attention module within the residual block.
However, the model has an undersegmentation issue.

The architecture of the Residual Multi-Scale Attention U-Net proposed in [18] consists
of two main components: a residual block and a multiscale attention block. The utilization
of multiscale attention blocks facilitates the effective capture of both multiscale and spatial
elements. Tumor segmentation accuracy was 0.76 dice score using the approach. SAA-Net
[38] is an architectural framework that leverages theU-Netmodel as its foundational structure
and incorporates scale attention and axis attention techniques to enhance the precision of
segmentation. In [17], a 3D Fully Convolutional Network (FCN) was introduced, utilizing
the Attention Hybrid Connection Network (AHCN) architecture. The approach demonstrates
the utilization of attention processes in order to localize the liver and tumor. The model
demonstrated a reasonable level of accuracy in segmenting tumors, as indicated by a dice
global value of 0.591.

RIU-NET [25] is a network that has been created by integrating U-Net, ResNet, and
InceptionV3. This approachworks in 2.5D to identify spatial information and employs Incep-
tion convolution to reduce the number of parameters. The model’s dice accuracy for tumor
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segmentation was 73.79%. The approach employed in the study was based on multichannel
fully convolutional networks [35]. The three distinct stages of contrast-enhanced CT images
underwent processing using three separate Fully Convolutional Networks (FCNs) that were
trained with different settings. Additionally, a feature fusion layer was employed to merge
the extracted features. In their study, the authors [6] employ a methodology that involves the
utilization of two consecutive deep encoder-decoder convolutional neural networks. These
networks are specifically designed for the purpose of detecting liver and liver cancers and are
built around the SegNet model. The performance of the model was not able to get a level of
accuracy that is equivalent in the task of liver tumor segmentation. In a previous study [1], a
comparable approach utilizing SegNet was investigated, but with minimal enhancements in
terms of accuracy.

The architectural design proposed in [4] comprises a 3D U-Net model utilized for liver
segmentation, a fractal residual structure employed for liver tumor segmentation from CT
images, and amulti-scale candidate generation technique employed for creating tumor candi-
dates. Themodel demonstrated amodest accuracy of 0.67 dice. Fan et al. [14] Themulti-scale
attentionnetwork employedposition-wise andmulti-scale attentionblocks to effectively iden-
tify spatial and channel-wise information, representing a unique approach in this domain.
The liver tumor segmentation model achieved a dice score of 0.749.

In [23] the model proposed has a high-resolution backbone composed of deep convolu-
tional layers, which are responsible for extracting multiscale information and then fusing
them. Additionally, the model has a self-attention module to effectively capture and consider
long-range contextual data. The liver tumor segmentation dice score attained by the model
on the LiTS dataset was 58.49+-27.83.

Different versions of DenseNet have demonstrated encouraging outcomes in the domain
of semantic segmentation challenges. Chi et al. [8] TheX-Netmodel is a variant of theDense-
Unet architecture that incorporates an additional deconvolution operation. This modification
enhances the effectiveness of tumor segmentation while improving efficiency. Addition-
ally, a loss function based on active contours is employed to compare contour areas. The
model successfully attained a dice score of 76.4% for tumor segmentation. Li et al. [22] The
H-DenseUNet architecture is a hybrid composition consisting of the U-Net and DenseNet
designs. Additionally, the model has a hybrid feature fusion layer that takes into account
both intra-slice and inter-slice information while performing the segmentation process. In
a previous study, a comparable model known as U-ADenseNet was introduced [40]. This
model incorporates U-Net as a first step, followed by the use of ADenseNet for the purpose of
fine segmentation. Despite the high accuracy exhibited by both models, the training process
was time-consuming.

Chen et al. [7] TKiU-NeXt is an enhanced version of the 3D KiUNet framework, com-
prising two distinct components known as TK-Net and UNext. TK-Net is a kite-net that uses
a transformer-based architecture to acquire knowledge from compact structures, whereas
UNext is a model that specializes in capturing the structural characteristics. The complexity
of the model demands a substantial amount of time for training. The TD-Net architecture,
as described in [12], is constructed by combining a U-shaped convolutional neural network
(CNN) with a Transformer module. This design allows for the retrieval of comprehensive
global contextual information. The segmentation performance did not meet the expected
standard. In [24], the authors put forward a network based on Generative Adversarial Net-
works (GANs) with the aim of creating synthetic lesions. Incorporating the created synthetic
lesions into the training dataset increased segmentation performance by 4-5

In our earlier investigation, the liver and liver tumor were segmented on CT images using
a modified version of the U-Net architecture [13]. The methodology employed in this study
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consisted of employing two distinct U-Nets for the purpose of performing segmentation tasks.
Thefindings of the studydemonstrate that theU-Netmodel, despite its straightforward design,
is capable of achieving exceptional levels of accuracy in the task of segmentation.

2.2 Preprocessing and postprocessing techniques

In addition to employing deep learning architectures, numerous studies have incorporated
preprocessing and postprocessing techniques as a means to enhance the accuracy of liver
tumor segmentation. Hounsfield Unit (HU) windowing is the preprocessing method that is
most frequently employed. The process involves altering the Hounsfield Unit (HU) values to
selectively display the liver and its associated tissues. Histogram equalization is a frequently
employed preprocessing method [6, 10, 11, 27] that aims to enhance the contrast of a image
by redistributing the intensity values of its pixels.

Several studies [17, 18, 20] have employed data augmentation methods, such as geometric
transformations (e.g., clipping, shifting, flipping, scaling) on CT slices, to enrich the training
data and enhance the network’s ability to generalize. The MinMax normalization procedure,
also known as feature scaling or min-max scaling, is a commonly used technique for trans-
forming the pixel intensity values of CT scans to a predefined range [17, 21]. The application
of this normalization technique enhances the ability to compare pixel values across different
images.

A Gaussian filter has been employed in some research [40] to minimize image noise
and smooth out minute variations in pixel values. Several studies [15, 37] have utilized
statistical methods to preprocess data by removing the mean energy. This strategy aims to
mitigate the inconsistencies observed in the dataset. Morphological filters are commonly
employed for the purpose of filling gaps or low-intensity regions within a image [5]. The
study in [32] introduces an adaptive local variance-based level set (ALVLS) framework for
the segmentation of medical images. The ALVLS model is utilized to differentiate between
noise points and object edges, thereby enhancing the accuracy of segmenting medical images
that exhibit intensity inhomogeneity and noise.

The application of many post-processing approaches can enhance the segmentation out-
comes obtained by diverse deep learning algorithms. It has been discovered in many studies
[10, 11, 40] that conditional random fields (CRFs) are very effective in incorporating geo-
graphical context and encouraging smoothness in segmentation results. Active contour
models, often known as snakes, are widely utilized in the domain of image segmentation
to precisely delineate object boundaries inside images [4]. The utilization of these methods
is of great importance in the task of segmenting objects that display irregular shapes and do
not have well-defined boundaries. Consequently, they play a crucial role in improving the
segmentation of CT images. The segmentation results obtained from previous segmentation
approaches may be improved and refined by including a Random Forest classifier [9, 40] as
a post-processing tool in the context of segmenting CT images.

According to the findings of the literature review, U-Net, ResNet, and DenseNet architec-
tures have demonstrated notable efficacy in the context of medical image segmentation tasks.
Many of these models’ modifications have produced cutting-edge outcomes, but their design
is quite complicated, training takes a long time, and they use a lot of resources. Additionally,
the models exhibit a significant constraint in terms of their ability to generalize. The funda-
mental objective of this research is to provide a framework forCT image segmentation that can
modularly accommodate different models without requiring a redesign of the architecture.
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The work also aims to investigate the impact of preprocessing and postprocessing methods
on segmentation.

3 Methodology

The overall structure comprises a liver segmentation and lesion segmentation network, which
is built using the LiTS dataset and a conventional U-Net architecture. The network has been
structured in a modular fashion to facilitate the implementation of various network designs.
Due to its modular architecture, any convolution block inside the pipeline may be employed
as a conventional convolutional network, a residual network, or a dense convolution neural
network.

3.1 Preprocessing

The training dataset comprises 200 abdominal CT scans in the NIfTI (Neuroimaging Infor-
maticsTechnology Initiative) format, obtained from theLiverTumorSegmentationChallenge
(LiTS). TheNIfTI file format is widely utilized in the storage of neuroimaging data, including
magnetic resonance imaging (MRI) and CT scans. The Python library known as nibabel is
utilized for the purposes of reading, writing, and manipulating NIfTI files. Subsequently, a
NumPy array file is generated for each CT slice. Each slice is transformed into a 512 by 512
pixel image and transmitted to the framework.

Based on a review of the literature and experiments, Hounsfield Unit (HU) windowing
and histogram equalization were discovered to be particularly successful in emphasizing
features and boosting segmentation accuracy. As a result, HU windowing was performed as
a preprocessing step before submitting the CT images to the G-Unet, followed by Historgram
equalization.

Within the area of CT imaging, the practice of HU windowing, sometimes referred to as
CT windowing or just windowing, entails the manipulation of the visual representation of
CT images in order to effectively visualize designated intervals of Hounsfield Unit values.
The Hounsfield unit is a quantifiable metric employed in CT imaging for the purpose of
expressing the radiodensity of various tissues or substances present in the human body. The
scale is established using water (HU = 0) and air (HU = -1000) as reference points, with other
substances positioned along this scale according to their radiodensities. The radiodensity of
the liver is often characterized by a certain range of HU values. By correctly changing the
window width (WW) and window level (WL), it is possible to precisely highlight the liver.

The windowwidth (WW) refers to the range of HU values that are visually represented on
the grayscale image. A WW covering the HU values related to the hepatic tissues is selected
in order to see the liver. TheWW needs to be large enough to encompass not just the liver but
also its blood vessels and other liver-related components. The selection of the appropriate
WW for liver imaging is dependent upon several factors, including the individual CT scanner
model, patient dimensions, and acquisition settings. However, it is generally observed that a
WW range of around 200 to 400 HU is commonly employed in this context.

Themiddle gray on the display is represented by the HU value, known as theWL. For liver
imaging, the WL is commonly set to the average HU value of the liver tissue. This technique
guarantees that the liver is shown as a shade of gray that is neither too light nor too dark
in the image, hence facilitating its differentiation from surrounding anatomical components.
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Since liver tissue often falls between 40 and 60 HU, the WL for liver imaging is typically set
in this range.

Through the implementation of these specific window settings, the liver tissues will be
effectively emphasized and exhibited with optimal contrast, hence facilitating the deep learn-
ing framework in accurately discerning hepatic structures as well as detecting any potential
anomalies or lesions. Although the surrounding tissues and organs may appear in various
tones of gray, they won’t be as noticeable as the liver.

Histogram equalization is a widely employed method in image processing that aims to
improve the contrast of images. It can be challenging to discern between key details or
characteristics when using CT imaging since the data that is acquired may have a broad
range of intensity values, and certain portions of the image may look overly dark or bright.
Histogram equalization can solve this issue and improve image quality by shifting intensity
levels in a way that increases contrast.

The initial procedure involves calculating the histogram of the CT image. The histogram
provides a visual representation of the frequency distribution of intensity values over the
entirety of the image. The data shown illustrates the number of pixels associated with
each respective intensity level. The Cumulative Distribution Function (CDF) is obtained
by deriving it from the histogram and serves as a representation of the cumulative probability
associated with each intensity value. The value is derived by aggregating the probability of
pixel occurrences across all intensity levels. The subsequent phase involves the development
of a transformation function. In order to create a more even and contrast-enhancing image,
this function essentially redistributes the pixel values by mapping the original intensity val-
ues to new intensity values. The transformation function is systematically applied to each
individual pixel within the CT image, resulting in the conversion of the initial intensity values
to their respective new values. This method expands the spectrum of intensities, leading to an
image that exhibits enhanced contrast. After histogram equalization, normalization is carried
out to make sure that the improved image’s intensity values fall within the acceptable range.

The histogram equalization procedure improves contrast by maximizing the available
intensity range. The lower range is increased to accommodate dark places, while the higher
range is expanded to accommodate bright areas. Consequently, the visibility and differen-
tiation of features in both dark and bright regions are improved, resulting in an image that
exhibits higher contrast as well as improved visual quality.

Equation 1 is used to create the transformation function that maps the initial inten-
sity values to the new intensity values, where L represents the maximum intensity level,
CDF(Original_Intensity) denotes the cumulative distribution function value associated with
the original intensity value, M represents the total number of rows in this image, and N rep-
resents the total number of columns in the image. The CT slices that have been preprocessed
are used to train the proposed G-Unet framework.

New_I ntensi t y = (L − 1) ∗ CDF(Original_I ntensi t y)

(M ∗ N )
(1)

3.2 G-Unet framework

G-Unet is a variant of the conventional U-Net design. The modular design of the G-Unet
architecture enables it to incorporate regular convolution neural networks, residual networks,
and densely connected convolution neural networks with minimal modification. G-Unet can
therefore be adjusted to operate with various settings and compare the results based on the
type of input data. Figure 2 illustrates the G-Unet architecture.
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Fig. 2 G-Unet Architecture

Overall, the G-Unet architecture is comparable to the U-Net architecture. It comprises
a network of encoders and decoders. The encoder network is accountable for capturing
the context and characteristics of the input image while simultaneously reducing its spatial
dimensions. It is termed the “contracting path” because the spatial resolution progressively
decreases while the number of feature channels increases. After each convolutional block, the
number of feature channels is doubled, allowing the network to capture increasingly intricate
features as it proceeds deeper. The goal of the decoder network is to generate a segmenta-
tion mask by progressively upsampling the feature maps to the size of the original image.
Convolutions are used to accomplish the upsampling. These procedures increase spatial res-
olution while decreasing the number of feature channels. To preserve spatial information, the
feature maps from the contracting path (encoder) are concatenated with their corresponding
upsampled feature maps in the decoder. Between the contracting path and the expanding
path, the architecture includes skip connections. These connections enable the decoder to
access low-level feature information from the encoder, enabling the upsampling process to
preserve fine-grained details.

Modularity is provided by convolutional modules. As shown in Fig. 3, each convolution
block can be configured to operate as a conventional convolutional neural network, residual
network, or dense network. Each residual block in ResNets comprises a shortcut link that
adds the input to the output, thereby learning the residual difference between the input
and the intended output. The residual connections include the element-wise addition of a
residual block’s input and output. In DenseNets, each layer receives additional inputs from all
preceding levels and transmits its own feature maps to all subsequent layers in a feedforward
manner. DenseNets are also designed to employ element-wise addition of previous layer
feature maps rather than concatenation to minimize model complexity.
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Fig. 3 Convolution block in G- Unet Architecture

Each convolution block in Fig. 2 consists of a group of four convolution layers connected
by a batch normalization layer, a feature dropout layer, and a leaky ReLU activation function.

The process operates on two distinct levels with the same architecture but distinct hyper-
parameter configurations. The first level segments the liver from the input CT image, and the
second level segments the liver tumor from the first level’s masked CT image.

3.3 Convolution block as normal convolution neural network

A convolution block may be set up to function like a typical CNN. In conventional CNN
design, a convolutional block often denotes the fundamental unit employed in both the
encoder and decoder components. This block usually includes two or more convolutional
layers, followed by normalization layers and activation functions. The primary function
within a convolutional block involves the implementation of one or more convolutional lay-
ers. Each layer of the convolutional neural network is responsible for learning and extracting
distinct feature mappings from the input data. The feature maps in question serve to collect
a multitude of patterns and information that are inherent within the input image. The appli-
cation of Leaky ReLU activation functions is performed in an element-wise manner on the
feature maps. Activation functions play a crucial role in introducing non-linear characteris-
tics to the model, hence enabling it to acquire a deeper understanding of intricate interactions
between the input and output variables. Batch normalization is used to speed up and stabilize
the training process. Batch normalization is a technique that standardizes the activations of
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the preceding layer, resulting in enhanced network stability and less sensitivity to the initial
weight selection. Instead of maxpooling, strided convolution is employed.

3.4 Convolution block as ResNets

In G-Unet, a convolution block may alternatively be set up as a ResNet. ResNets may be
used efficiently for liver tumor segmentation tasks to improve model accuracy and handle
complicated and intricate tumor shapes. ResNets are capable of addressing challenges such
as the presence of small or irregular tumors, variations in tumor morphology and intensity,
and the need for precise pixel-level segmentation. ResNets excel at learning hierarchical and
abstract characteristics from CT scans. In ResNet, every layer is designed to acquire more
features, and the inclusion of skip connections enables the seamless propagation of gradient
information, hence enabling the successful training of extremely deep neural networks. This
feature facilitates the model’s ability to grasp the delicate intricacies and subtle patterns
present in liver tumor images.

ResNets leverage the inclusion of residual blocks to enable the development of deep neural
networks while mitigating the adverse effects of the vanishing gradient problem. This depth
helps the model learn intricate tumor representations, increasing segmentation precision.
The skip connections in ResNets permit the direct propagation of features from one layer
to the next, thereby creating shortcuts for gradient flow during backpropagation. This helps
to maintain minute details while also preventing data loss as it travels through the network.
Liver tumors can manifest diverse characteristics, including differences in their form, size,
and visual attributes. ResNets provide the capability to effectively adapt to the inherent
unpredictability in data by simultaneously collecting high-level global context and low-level
local information. The residual blocks allow the model to concentrate on discovering the
disparities, or residuals, between tumor regions and the adjacent healthy liver tissue.

Let X represent the input CT image and Y denote the ground truth segmentation mask for
liver tumors. A residual block is composed of a sequence of convolutional layers and skip
connections. The calculation of the residual block can be formally stated as shown in (2).

Z = Conv (Xi {Wi }) + Activation(BatchNorm (X)) (2)

In this context, the symbol Z denotes the intermediate feature map that is derived subse-
quent to the application of convolutional layers and activation functions within the residual
block. The convolution process is denoted by “Conv”, the learnable parameters are repre-
sented by “Wi”, the Leaky Relu activation function is denoted as “Activation”, and batch
normalization is represented as “BatchNorm”.

The difference between the input and the intermediate feature map is computed by the
residual function F(X ,Wi ) as shown in (3).

F (Xi {Wi }) = Z − X (3)

The residual block’s output, which establishes a shortcut connection, is the sum of its
input and residual function as given in (4).

Yresidual = F (Xi {Wi }) + X (4)

The residual block’s output is represented by Yresidual . ResNets allow the network to
learn the residual mapping between the input image and the required segmentation mask,
allowing for enhanced feature learning, adaptability to variances, and accurate liver tumor
segmentation.
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3.5 Convolution block as DenseNets

The convolution block inside the G-Unet architecture may also be customized to function
as a DenseNet. DenseNet is a form of neural network in which each neuron in a given
layer is connected to each neuron in the succeeding layer. In contrast to convolutional or
recurrent neural networks, which have skipped connections, the connections are dense in
this network. During the process of forward propagation, the input data is sequentially sent
across the many layers of the neural network. The input values are multiplied by the relevant
weights assigned to each connection, and the resulting products are aggregated to generate
an intermediate value for each neuron. Subsequently, a non-linear activation function is
employed to introduce non-linearity, resulting in the output of the activation function serving
as the output of the given neuron. To add non-linearity, element-wise leaky Relu activation
functions are applied to the intermediate values in the neurons. This non-linearity enables
the network to represent complicated relationships in data and to learn and approximate non-
linear functions. The learnable parameters of the dense network are the weights and biases
associated with the connections between neurons. Throughout the training procedure, the
weights undergo updates using gradient descent in order to minimize a loss function that
measures the disparity between the anticipated output and the true target output. DenseNets
create a more complex connection structure that iteratively concatenates all feature outputs
in a feedforward manner. Consequently, the output of the layer l is as shown in (5).

xl = Hl([ xl−1, xl−2, . . . , x0]) (5)

Here, the concatenation of feature maps is represented by […]. In this particular case, the
architecture of H comprises a batch normalization layer, a rectified linear unit (ReLU) acti-
vation function, a convolutional layer, and a dropout layer. The aforementioned connection
topology facilitates the reutilization of features and guarantees that all levels of the architec-
ture get supervisory signals directly. The output dimension of each layer has k feature maps.
K, commonly referred to as the growth rate, is frequently set to a small value. Hence, the
number of feature mappings in DenseNets exhibits a direct correlation with the network’s
depth. Thus, after l layers, the input [ xl−1, xl−2, . . . , x0] will have l x k feature maps.

The DenseNet architecture incorporates the concatenation of feature maps from previous
layers, resulting in a substantial increase in parameters and the formation of a complex
network structure. In this model, the operation of concatenation is replaced with summation,
specifically element-wise addition. This modification enhances the model’s efficiency and
accelerates the learning process.

Furthermore, DenseNets offer improved training capabilities because of their increased
parameter efficiency as well as enhanced information and gradient flow. The gradients of
the loss function and the initial input signal are directly accessible to each layer, resulting in
automatic deep supervision. This facilitates the training of network topologies that exhibit
higher levels of complexity.

3.6 Hyperparameter settings

The same G-Unet model is employed at two different levels: liver segmentation and
liver tumor segmentation. However, the hyperparameter values vary for each level. The
hyperparameters employed in this model exhibit uniqueness in the context of a hybrid model
of this nature and have the potential to enhance the accuracy of CT image segmentation.
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LeakyReLu is preferred toReLUbecause it is computationally cheaper, rapidly converges,
and activates the network sparsely. By allowing the contextual feature information gained in
the encoder blocks to be utilized, skip connections help in the construction of the segmentation
map. The purpose is to generate a feature map from the encoder blocks’ high-resolution
features. The use of a very modest slope parameter α that takes into account negative value
information, as seen in (6), prevents negative values from being sent to zero.

f (x) = max (α ∗ x, x) (6)

The initial level employs a 3X3 filter size. Initialization of the weights is performed via
Kaiming Initialization [16]. Kaiming devised a robust initialization technique through metic-
ulous simulation of the non-linearity shown by Rectified Linear Units (ReLUs), enabling the
convergence of models with significant depth. This methodology effectively mitigates the
issue of vanishing and inflating gradients by ensuring that gradients do not become too small
or huge.

The output of each convolution layer can be described using the (7).

yl = Wlxl + bl (7)

yl , xl and bl are vectors. xl is a, nl * 1 vector of activations from the previous layer yl
-1 using activation function f represented as xl = f (yl -1). Here nl represents the number
of activations of layer l. Wl is a dl * nl weight matrix between l − 1 and l layers. dl is the
number of channels. Layer l biases are represented by bl .

Equation 8 suggests layer l weights to be initialized with zero mean gaussian distribution

and a standard deviation of
√

2
nl

.

1

2
nlV ar [wl ] = 1 , ∀l (8)

Where Variance is represented by Var .wl represents each weight element inWl . Kaiming
Initialization gives the initialized weights as shown in (9).

wl ∼ N
(
0,

2

nl

)
(9)

To prevent overfitting, the first-level configuration has an L2 regularization value of
0.00001. When the complexity of the model increases, regularization effectively increases
the penalty. The regularization term lambda (λ) penalizes all parameters besides the intercept,
ensuring that the model adequately generalizes the data and does not overfit. L2 regulariza-
tion is useful when there are interdependent features. L2 regularization (R) is represented by
(10). The weight matrix is represented by W with i and j as indexes.

R (W ) = λ
∑
i

∑
j

W 2
i, j (10)

In order to mitigate the issue of overfitting, the initial level also incorporates a dropout
rate of 0.2. The dropout technique is a form of regularization in neural networks that aids in
reducing interdependencies among neurons during the learning process.

The segmentation model’s performance is measured using multi-class cross-entropy loss,
which returns a probability value between 0 and 1. The cross-entropy loss grows when
the anticipated probability and actual label diverge. The multi-class cross-entropy loss is
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represented by L in (11). y is the target value, ŷ is the projected value, and y(k) is a value
between 0 and 1 depending on the correct prediction.

L
(
ŷ, y

) = −
K∑
k

y(k) log ŷ(k) (11)

The utilization of the batch normalization layer facilitates the independent functioning of
each network layer. The purpose of this component is to normalize the output generated by
the preceding levels. The learning rate is set at 0.00003 in the first level, with 90% of the
dataset being used for training and 10% being used for validation.

The second level also uses an L2 regularization value of 0.00004 and a dropout rate
of 0.2. The employed loss function consists of the multiclass cross-entropy loss, which is
subsequently followed by the multiclass dice loss. In order to mitigate the issue of overfitting,
the experimental setup utilizes a batch size of four along with the implementation of batch
normalization. The training dataset comprises 90% of the CT scans, while the remaining 10%
is allocated for testing purposes. Various data augmentation techniques, including vertical
flipping, horizontal flipping, rotation, and magnification, are employed to expand the size of
the training dataset.

3.7 Post processing using CRF

Based on a comprehensive review of relevant literature and empirical investigations, it has
been established that Conditional Random Fields (CRFs) exhibit a high level of efficacy in
enhancing the precision of segmentation outcomes, particularly in cases where there exists
a discernible correlation among adjacent pixels within CT images. CRFs have demonstrated
notable efficacy in integrating spatial context and promoting smoothness in the outputs of
segmentation. This capability is advantageous as it aids in mitigating segmentation artifacts
and enhancing the overall accuracy of segmentation.

The present work employs CRFs as a postprocessing methodology to enhance the orig-
inal tumor segmentation acquired using the G-Unet framework. The segmentation output
produced by the G-Unet model is utilized as the input for the CRF.

For each pixel in the CT image, intensity values are extracted as features and is represented
as X . For each pixel in the CT image, the label y indicates whether the pixel belongs to the
tumor region (y = 1) or the background (y = 0).

The energy function of the CRF is formulated as shown in (12).

E (Y , X) =
∑
i

ψu (yi , Xi ) +
∑
i j

ψp
(
yi , y j

)
(12)

Where Y is the set of label variables for all pixels y1, y2, ..., yN and X is the set of
input feature variables for all pixels X1, X2, ..., XN .

∑
i ψu (yi , Xi ) is the unary potential

function that represents the compatibility between the label yi and the input features Xi

for pixel i.
∑

i j ψp
(
yi , y j

)
is the pairwise potential function that models the interactions

between neighboring pixels i and j. It captures the contextual information and encourages
smoothness in the segmentation.

The unary potential function
∑

i ψu (yi , Xi ) measures the compatibility of label yi
with the observed features Xi of pixel i as shown in (13). It is determined by the degree of
resemblance between the features and tumor patterns.

ψu (yi , Xi ) = − log(P (yi | Xi )) (13)
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Here, P (yi |Xi ) represents the probability of assigning label yi to pixel i given its features
Xi . The negative log-likelihood is used to convert the probability into an energy term.

The pairwise potential function ψp
(
yi , y j

)
models the interactions between neighboring

pixels i and j as shown in (14). It discourages rapid label changes and promotes nearby pixels
with similar features to share the same label. A common choice is the Potts model:

ψp
(
yi , y j

) = λ ∗ δ
(
yi , y j

)
(14)

Here, λ is a weight parameter controlling the influence of the pairwise potential, and
δ
(
yi , y j

)
is the Kronecker delta function that equals 1 when yi = y j (same label for neigh-

boring pixels) and 0 otherwise.
During the inference stage, probabilistic inference is used to discover the most likely

label configuration Y that minimizes the energy function E(Y , X). The result of the CRF
postprocessing is the refined segmentation in which the pixel labels have beenmodified based
on the learned pairwise potentials and the input features.

4 Experimental setup and results

4.1 Dataset used for training and evaluation

The model was evaluated using 200 NIfTI-format abdominal CT images from the MICCAI
2017 and LiTS challenges (CodaLab Competition). The approach was evaluated using 200
CT images, 130 ofwhichwere utilized for trainingwith ground truthmasks and the remaining
70 without masks. 117 of the 130 samples were used for training, while 13 were used for
validation.

4.2 Metrics used for performance evaluation

Competition organizers typically give ground truths to compare with segmented CT scans.
Many criteria are used to evaluate segmentation accuracy and performance. The most widely
used performance statistic is discussed in this section.

The following are the definitions of the metrics, where S represents the segmented region
and R represents the ground truth.

The computation of Volumetric Overlap Error (VOE) involves the comparison of the inter-
section and union of two sets of segmentations. Values that are close to zero indicate efficient
segmentation, whereas larger scores indicate discrepancies among segmented images. The
formula for calculating the variable of interest (VOE) is shown in (15).

V OE = 100 ∗
(( |S ∩ R|

|S ∪ R|
)

− 1

)
(15)

The dice similarity coefficient is a metric used to measure the level of pixel segmentation
inside a certain region of interest. A DSC (Dice Similarity Coefficient) value of 1 signifies
perfect segmentation, whereas values approaching 0 suggest more discrepancies. The (16)
provides the mathematical expression for computing the DSC.

DSC = 2 |S ∩ R|
(|S| + |R|) (16)
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The Relative Volume Difference (RVD) is calculated as the percentage obtained by divid-
ing the total volume of a segmented region by the total volume present in the ground truth.
Insufficient segmentation is expected to yield negative results, while excessive segmenta-
tion is expected to yield positive values. The formula presented in (17) is utilized for the
calculation of Relative Volume Difference (RVD).

RV D = 100 ∗
((

total volume of S

total volume of R

)
− 1

)
(17)

The average symmetric surface distance (ASSD) refers to the mean value obtained by
calculating the distances between points located on the border of the machine-segmented
region and the corresponding boundary of the ground truth. ASSD is computed as the mean
of all the distances measured using the Euclidean distance formula. A measurement of 0 mm
indicates optimal segmentation.

The Root Mean Square Symmetric Surface Distance (RMSD) is a variant of the Average
Symmetric Surface Distance (ASSD) that incorporates the square root of the ASSD value.
A measurement of 0 mm indicates optimal segmentation. The maximum Symmetric Surface
Distance (MSD) is a modified version of the Average Symmetric Surface Distance (ASSD)
metric. MSD measures the greatest distance between the boundary voxels of a segmented
region and the corresponding boundary voxels in the ground truth. A measurement of 0 mm
indicates optimal segmentation.

Precision and recall are often employed criteria for assessing the accuracy of segmentation
models. Precision is a metric that quantifies the proportion of accurately predicted positive
cases out of all expected positive instances. In the context of segmentation, positive examples
refer to the pixels or voxels that have been categorized as targets by the model. Precision is
calculated using (18).

Precision = (T P)

(T P + FP)
(18)

The metric of recall, sometimes referred to as sensitivity or true positive rate, quantifies
the proportion of properly predicted positive cases out of all actual positive instances by the
model. Recall is calculated using (19).

Recall = (T P)

(T P + FN )
(19)

True positives (TP) refer to the pixels or voxels that have been accurately categorized by
the model as belonging to the target class. False positives (FP) refer to the pixels or voxels
that have been erroneously categorized as the target by the model. False negatives (FN) refer
to the pixels or voxels that have been erroneously overlooked by the model and inaccurately
categorized as not pertaining to the intended class.

The Intersection overUnion (IoU), also known as the Jaccard Index, is a significant statistic
used to assess the accuracy of segmentation. It quantifies the degree of overlap between the
determined segmentation mask and the ground truth mask. Equation 20 is used to calculate
IoU.

I oU = (T P)

(T P + FP + FN )
(20)

IoU has a range of 0 to 1, with 1 denoting a perfect match between the anticipated mask
and the ground truth mask.

The evaluation metric known as precision at 50% overlap (IOU) is commonly employed
in the assessment of segmentation models. This metric is particularly useful in tasks involv-
ing the dense annotation of object instances inside images, since it provides a measure of
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accuracy. The proposed metric is a modified version of the conventional precision metric,
which incorporates the consideration of the intersection between the predicted segmentation
masks and the ground truth masks. Precision at 50% IOU is a specific case of precision,
where a threshold of 50% IoU is considered. The metric quantifies the ratio of accurately
detected object instances (true positives) to the overall predicted instances within the regions
where the predicted and ground truth masks exhibit an overlap of 50% or more. The formula
for Precision at 50% IoU is given in (21).

Precision at 50% I oU = (Number of T Ps wi th I oU ≥ 0.5)

(P)
(21)

Where, (Number TPs with IoU ≥ 0.5) is the number of correctly identified instances for
which the IoU with the corresponding ground truth instance is 50% or higher. Number of
Predicted Instances (P) is the total number of instances predicted by the model. Recall at
50% IoU is a specific case of recall, where a threshold of 50% IoU is considered. The metric
quantifies the ratio of accurately detected object instances (true positives) in relation to the
overall number of ground truth instances inside the regions where the predicted and ground
truth masks exhibit an overlap of 50% or more. The formula for Recall at 50% IoU is given
in (22).

Recall at 50% I oU = (Number of T Ps wi th I oU ≥ 0.5)

(G)
(22)

Where, (Number of True Positives (TP) with ≥ 0.5) is the number of correctly identified
instances for which the IoU with the corresponding ground truth instance is 50% or higher.
Number of Ground Truth Instances (G) is the total number of instances (object instances)
present in the ground truth annotations.

4.3 Training setup

The training procedure was conducted on a Dell R430-E5 server equipped with 128 GB
of RAM and a Tesla P100 16GB GPU. During the training process, the central processing
unit (CPU) usage reached a level of 20 gigabytes (GB), while around 10 GB of graphics
processing unit (GPU) RAM was utilized.

4.4 Liver segmentation training and results

Three alternative configurations, namely Unet, ResNet, and DenseNet, were utilized in the
experimentation of G-Unet. Initially, the training process for liver segmentation was con-
ducted over a span of 55 epochs. Figure 4 displays the training losses associated with various
epochs. Figure 5 displays the accuracy on the training dataset as a function of the dice coeffi-
cient for various epochs. Figure 6 displays the accuracy on the validation dataset as a function
of the dice coefficient for various epochs. The maximum validation dice for the G-Unet setup
as a typical CNN was 0.9598. The maximum validation dice for the G-Unet configured as
ResNetwas 0.9663. Themaximumvalidation dice for theG-UnetwithDensNet configuration
was 0.9786.
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Fig. 4 Liver Segmentation Training Loss during different epochs

4.5 Liver tumor segmentation training and results

The liver CT slices that have been masked during the first phase of liver segmentation are
employed as training data for tumor segmentation. This is accomplished by utilizing G-Unet,

Fig. 5 Liver Segmentation Training Dice during different epochs
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Fig. 6 Liver Segmentation Validation Dice during different epochs

which incorporates various configurations of regular CNN, ResNet, andDenseNet. The train-
ing for liver tumor segmentation was similarly conducted over a span of 55 epochs. Figure 7
displays the training loss values associated with various epochs. Figure 8 displays the accu-
racy on the training dataset as a function of the dice coefficient for various epochs. Figure 9

Fig. 7 Liver Tumor Segmentation Training Loss during different epochs
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Fig. 8 Liver Tumor Segmentation Training Dice during different epochs

displays the accuracy of the validation dataset for various epochs in terms of the dice coef-
ficient. The G-Unet, when built as a conventional Convolutional Neural Network (CNN),
demonstrated a peak validation dice coefficient of 0.7272. The G-Unet, when set as ResNet,

Fig. 9 Liver Tumor Segmentation Validation Dice during different epochs
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demonstrated a peak validation dice coefficient of 0.7349. The G-Unet, when configured as
DensNet, demonstrated a validation dice coefficient of 0.7429 at its peak performance.

4.6 LiTS competition results

The architectural design was assessed by utilizing the set of 70 CT images supplied by the
LiTS competition. The created lesion masks (segmentation output) were uploaded to the
website for the LiTS Competition and received excellent results. Three experimental trials
were conducted using varying configurations of the G-Unet. The liver segmentation findings
are presented in Table 1, whereas Table 2 displays the liver tumor segmentation results.

The findings indicate that the G-Unet model, specifically configured with DenseNet, pro-
duced the most favorable outcomes when compared to the other two setups.

4.7 Preprocessing and postprocessing impact

The utilization of preprocessing and postprocessing techniques has the potential to enhance
the accuracy of segmentation. Based on the findings of the literature research, it was
determined that the most appropriate preprocessing approaches for CT image processing
encompass Hounsfield Unit (HU) windowing, histogram equalization, min-max normaliza-
tion, Gaussian filters, and morphological filters. Numerous trials and a multitude of studies
have demonstrated that the utilization of HU windowing and histogram equalization tech-
niques yields superior results in enhancing CT images and facilitates improved feature
extraction in deep learning frameworks. Therefore, HU-windowing and histogram equal-
ization techniques were used to preprocess the raw CT images from the LiTS dataset.

Active contourmodels, random forest classifiers, and conditional randomfields (CRFs) are
the most often utilized post-processingmethods for CT image processing. Dense Conditional
Random Fields (CRFs) have been found to be highly successful at integrating spatial context
and promoting smoothness in the outputs of image segmentation. This capability is crucial
in mitigating segmentation artifacts and enhancing the overall accuracy of the segmentation
process.

To evaluate the effect of preprocessing and postprocessing techniques, 130 CT images
with ground truths from the LiTS dataset were utilized. 117 of the 130 samples were used
for training, while 13 were used for validation. Table 3 presents the impact of preprocessing
and postprocessing methodologies on the accuracy of segmentation achieved through the
utilization of the G-Unet framework. As a result of using HU-windowing and histogram
equalization, the segmentation accuracy of the liver and liver tumor was both improved by
0.71% and 1.44%, according to the results. The utilization of Conditional Random Fields
(CRF) as a postprocessingmethodology has resulted in a notable enhancement in the accuracy
of liver segmentation by 1.23% and liver tumor segmentation by 1.91%. The use of combined

Table 1 Liver Segmentation Results submitted to LiTS Competition with different configurations of G-Unet

Method Dice per case Dice global VOE RVD ASSD MSSD RMSD

G-Unet with normal CNN 0.913 0.924 0.159 −0.035 2.971 36.522 5.155

G-Unet with ResNet 0.938 0.940 0.116 −0.072 2.084 32.802 3.960

G-Unet with DenseNet 0.937 0.949 0.118 −0.064 2.032 24.755 3.117
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Table 3 Liver and liver tumor
segmentation results based on
preprocessing and postprocessing
techniques

Method Liver Tumor
Dice Dice

G-Unet (DenseNet) 0.9484 0.6721

G-Unet (DenseNet) + HU-Windowing and
Histogram Equalization

0.9555 0.6865

G-Unet (DenseNet) + HU-Windowing and
Histogram Equalization + CRF

0.9678 0.7056

preprocessing and postprocessing strategies substantially boosted the accuracy of liver tumor
segmentation by 3.35%.

4.8 Performance comparison with related work

A comparison of the effectiveness of liver tumor segmentation across several studies using
recognized metrics is shown in Table 4. Furthermore, our previous investigation [13] only

Table 4 Comparison of G-Unet liver tumor segmentation results with other techniques on LiTs dataset

Approach DICE
Global (%)

VOE RVD MSD (mm) ASSD (mm)

Han [15] 67 0.45 0.04 57.93 6.66

Bi et al. [5] 64 − − − −
Chlebus et al. [9] 65 − − − −
Li et al. [22] 72.2 − − − −
Ayalew et al. [3] 63 − − − −
Li et al. [21] 56.9 − − − −
Zhang et al. [39] 72.45 0.407 0.25 4.99 3.04

Fan et al. [14] 74.9 0.21 −0.18 − −
Zhang et al. [37] 84.46 * − −0.045 − 7.52

Song et al. [34] 82.4 * 0.366 −0.072 6.228 −
Li et al. [23] 76.3 − − − −
Chi et al. [8] 84.3 * 0.357 −0.369 5.407 0.969

Tran et al. [36] 73.69 37.8 −15.78 − −
Zhu et al. [40] 74.5 0.353 −0.124 − −
Kushnure and Talbar [19] 61.4 0.384 0.223 7.425 1.245

Lv et al. [25] 73.79 0.368 0.16 8.51 4.55

Manjunath and Kwadiki [26] 89.38* − − − −
Zhang et al. [38] 84.49* − −0.039 − −
Liu et al. [24] 72.1 − − − −
Chen et al. [7] 87.40* 14.72 −0.14 − 0.58

Jiang et al. [18] 76.16 0.37 0.018 − −
Di et al. [12] 73 0.35 0.43 7.88 4.61

Doggalli and Sunil Kumar [13] 73 0.424 0.168 7.782 1.387

G-Unet with DenseNet 79.2 0.429 −0.194 6.363 1.274

* denotes that findings have not been submitted to the LiTs website
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employed theU-Net framework,which yielded aDice global score of 73%.The currentmodel
outperformed our prior model, earning a Dice global score of 79.2%. Table 4 demonstrates
that, within the context of research publications, the suggested technique demonstrates a
greater degree of performance and accuracy across the majority of criteria. In comparison to
the algorithms currently employed, which involve several layers and need significant training
duration, the model proposed in this research demonstrates the ability to achieve outstanding
outcomes with a very short training period. The validation results of the LiTS competition
have been made available on the CodaLab website under the username Deepak [39].

Figure 10 depicts the outcomes of liver segmentation, whereas Fig. 11 depicts the results
of lesion segmentation. The first column represents a CT slice, the second a ground truth
slice, and the third a segmented CT slice. The segmentation results in Fig. 11 show that the
model can distinguish even the smallest tumor tissues.

5 Conclusions and future work

In this paper, we present the G-Unet modular framework for segmenting liver and liver
lesions from abdominal CT images. G-Unet is a hybrid model constructed with the U-Net
model as its backbone that can easily incorporate standard CNN, ResNet, and DenseNet
with minimal configuration changes. G-Unet provides a modular architecture that is readily
reconfigurable to accommodate different types of datasets and applications. The LiTS dataset

Fig. 10 Liver Segmentation sample results
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Fig. 11 Liver tumor segmentation sample results

is used to evaluate the various G-Unet configurations. G-Unet implemented as a conventional
CNN is highly efficient at learning hierarchical features, retaining spatial data, and adapting
to varying tumor sizes. G-Unet configured as ResNet acquires incremental features, and
skip connections facilitate the flow of gradient data without interruption. This facilitates the
model in obtaining images of the liver that contain intricate details and subtle patterns. G-
Unet configured as DenseNet provides numerous benefits, such as dense connection, feature
reuse, gradient stability, parameter efficiency, and the ability to incorporate both local and
global contextual information. The performance of the different configurations of G-Unet
was evaluated using the LiTS dataset, and the results indicate that G-Unet with the DenseNet
configuration was able to achieve an accuracy of 79.2% dice global score for liver tumor
segmentation, which is comparable to the current state-of-the-art techniques. In addition, the
impact of preprocessing techniques such as HU-Windowing and histogram equalization, as
well as postprocessing techniques such as conditional random fields, on the segmentation
performance of G-Unet was evaluated. The application of preprocessing and postprocessing
techniques resulted in a 3.35 % improvement in segmentation accuracy.

The fact that G-Unet with the DenseNet configuration achieved the highest segmentation
accuracy for the LiTS dataset does not preclude the use of the other two configurations.
Depending on the application and data set type, any of the three G-Unet configurations may
be utilized. Consequently, G-Unet can be expanded to incorporate additional medical modal-
ities and computer vision applications. The proposed methodology is applicable for feature
extraction in diverse computer vision applications and may be implemented across numerous
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medical modalities, including MRI, ultrasound, X-ray, PET, and others. Future research
endeavors may delve into various 3D neural network topologies, multi-label methodologies,
and post-processing techniques in order to enhance the accuracy of lesion segmentation.

The huge number of parameters in the G-Unet with the DenseNet model may increase
training time, particularly when working with large datasets. When the size of the training
dataset is restricted, themodel’s extensive parameter countmay additionally increase the like-
lihood of overfitting. The potential scope of G-Unet and DenseNet’s efficacy in segmentation
tasks might be restricted to particular domains or data types. Addressing these constraints
frequently requires striking a careful balance between model complexity, processing power,
and characteristics of the segmentation task at hand.
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