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Abstract
Medical image processing generally contains high components of noise produced by interfer-
ence, compression and use of imperfect instrument during acquisition or transmission. An 
effective imaging devicei.e. Magnetic Resonance Imagingmay diagnose the disease by acute 
analysis of dissectional anatomical soft tisses of human. In general, MR images are of poor 
contrast in lieu of blurriness, out of focused and lack of brightness iside the machine. In this 
paper, hybridization approaches i.e. Median-Wiener filter (MW), Wiener-Median filter (WM) 
and other combinations like WMWM & MWMW are proposed for MR image enhancement. 
The results are further compared with various filtering algorithms i.e. Average filter, Median 
Filter, Wiener Filter &Gaussian filter and in terms of MSE, PSNR, RMSE, MAE. The pro-
posed hybridization filtering technique gives better outcomes comparatively.

Keywords  Image enhancement · Magnetic resonance imaging · Median filter · Wiener 
Filter · PSNR · MSE · MAE

1  Introduction

 Medical image processing plays a vital role to help the doctors to detect abnormal 
regions or tissues. In other words, medical imaging visually represents the internal 
organs for the clinical analysis or medical interventions. For this purpose, imaging 
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modalities likePET, X-Ray, Mammography, Ultrasound, Computed Tomography, MRI 
etc. [1]. MRI is preferred for getting acute anatomical information about human soft 
tissues and due to its high sensitivity (78–98%), low specificity (43–75%) [2] & ability 
to discriminate among tissues on the basis of their biochemical & physical properties.
MRI is preferred in comparison to mammogram as it is uninfluenced by breast density 
[3]. In some breast MR images, tumor regions have same intensity levels with healthy 
breast tissues so these images must be enhanced using pre-processing techniques [4]. 
Breast MRI is not recommended for the high risk women with hereditary of breast can-
cer [5]. Its diagnostic adaptability makes it more advantageous for treatment strategy 
of surgery.

From literature it was observed that the MR images distorted with different type of 
noises thus may misleads the decision of doctors for detection of breast tumor [1]. Thus 
removal of noise is an important pre-processing task to provide the better visual infor-
mation to the radiologists for better detection of breast cancer and its diagnosis accord-
ingly. Noise removal methods are used in many applications like smoothening, sharpening, 
detection and diagnostic of disease. The major areas where noise removal techniques used 
are: medical imaging field, pattern recognition, video processing, Microscopic/ Microarray 
imaging and remote sensing.

In the case of medical imaging, the signal to noise ratio must be high otherwise detec-
tion of anatomical structures becomes very difficult as tissue characterization fails with 
low SNR value [1]. The clarity of details & the object identification are important for the 
qualitative analysis of medical images. Furthermore the image segmentation techniques are 
highly noise sensitive so the filtering technique must be developed by consideration of the 
following requirements:

•	 The object boundaries and even small detailed must bepreserved to minimize the infor-
mation loss.

•	 To remove noise even in homogeneous region efficiently.
•	 Enhance the quality by sharpening the discontinuities.

Various noise removal approaches are developed by researchers which improve 
the SNR but some useful information is lost. In MR images, the normal breast tissues 
sometimes having the same intensity values as of tumor region so may affect the further 
segmentation process [3]. Therefore, these MR images must be pre-processed to assist 
the expert/radiologist even in the detection of masses. In the cases of tumor detection, 
the main challenge is to find out the exact size, shape, location and orientation of tumor. 
Thus the purpose of this work is to provide an efficient/suitable noise removal tech-
nique for breast MR images. The proposed technique will not only provide the denoised 
MR images to the experts/radiologists for accurate detection of breast tumor visually 
but also enhance the performance of CAD tools by utilizing denoised MR images for 
further processing like detection, segmentation, classification & recognition. Thus the 
results will improve in detection of breast tumor by utilizing the efficient (proposed) 
noise removal technique.

The most dominant noises i.e. Impulse, Gaussian & Ricianwith varying noise densities 
are added in breast MR images for visual & statistical analysis. The results of proposed 
techniques verified visually as well as statistically in form of MSE, PSNR, RMSE, MAE 
and also compared with efficient existing techniques. The paper is further arranged as: Sec-
tion 2 defines the different type of noises & their impingement on MRI images, Section 3 
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describes the proposed techniques used for de-noising of MR images, Section 4 shows the 
results & discussion and finally the study is concluded in Section 5.

2 � Type of noises & their impingement on MR images

When the true pixel values replaced by the different intensity values or random variation 
of brightness occur, noise is generated. The responsible factors for noise in the image may 
be an improper environmental condition, an imperfect instrument used during process-
ing, interference, compression and dust particles on the scanner screen. The numbers of 
corrupted pixels are specified by the term noise quantification.The noise that arises in the 
image may be classified as: substitutive noise, multiplicative noise or additive noise.

In the MR images, noise exists in both the high and Low-frequency components but 
later one is comparatively hard to remove as real signal so cannot be easily distinguished 
[6]. Theoretically, the noise is generally spatially invariant, white and normally distributed 
[7]. MRI generally suffers from acoustic noises like thermal noise & RF noise so mechani-
cal and pulse sequence modification is required to reduce such kind of noises. Other noises 
i.e. Impulse, Gaussian, Rician, Periodic, Film grain noise etc. are comparatively easy to 
reduce. MRI images usually affected with Impulse, Gaussian and Rician noise [8, 9].

Thermal noise is generated by the movement of free electrons transpired due to eddy 
current losses in a patient. The exorbitant electromagnetic emission hinders the functioning 
of MR machine and is a major cause of RF noise. Impulse noise occurs during data acqui-
sition like inaptly memory locations, timing lapse etc. Rician noise defines the error among 
the observed data and the underlying intensity. It imitates the magnitude data of image. In 
this paper, only those types of noises are discussed which were taken for further compara-
tive analysis i.e. Impulse noise, Gaussian noise and Rician noise.

2.1 � Impulse noise

It occurs due to quick transients during imaging. Impulse putrefaction is comparable with 
the image signal strength [10]. Only two values a & b each has probability not more than 
0.1. The putrefied pixels assigned with 0(black) or 1(white) on alternate basis, appears like 
“salt and pepper” even other remains unchanged. It consists of pulses of short period due 
to switching noise, random clicks of keyboard, dropouts etc [11]. It is represented as shown 
in Eq. 1 [12]:

The PDF (Probability Density Function) of impulse noise is shown below in Fig. 1.
Figure 2 shows the qualitative analysis of breast MR image 1 when Impulse noise is 

added as well as the Impulse noise density is gradually increased from 0.05 to 0.5.
The quantitative analysis as shown in Table 1 is done by the comparative analysis of 

parameters such as MSE, PSNR, RMSE, MAE on different breast MR images in which 
impulse noise is added with gradually increasing noise density.

(1)P(z) =

⎧
⎪⎨⎪⎩

Pa for z = a

Pb for z = b

0 Otherwise
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2.2 � Gaussian noise

In this, every pixel contains the random Gaussian distributed noise value along with the 
pixels’ true value. PDF of statistical distribution likewise the normal distribution is termed 
as Gaussian noise. As the name indicates, it follows the Gaussian distribution. The prob-
ability distribution function (bell-shaped) of ‘z’ is given by the Eq. (2) [10]:

“Where z represents the gray level intensity, z′ is the mean or average of the z and σ is the 
standard deviation of the noise”. σ 2 is the function’s variance. Graphically, it is repre-
sented as shown in Fig. 3.

In breast MR image, the complex valued data are affected by this noise which is acquired 
in spatial frequency space. The Rician distribution follows Rayleigh function at low intensity 
while a Gaussian distribution is approached at higher intensity [13]. Its practicality lies just 
due to the mathematical amenability in spatial /frequency domain [14].

Figure 4 shows the qualitative analysis of breast MR image 1 when Gaussian noise is added 
with gradually increased noise density (0.05–0.5).

(2)P(z) =
1

�
√
2�

e−((z−z�)
2)∕2�2

Fig. 1   PDF of Impulse noise [12]

Fig. 2   Qualitative analysis of Impulse noisy breast MR image1 (a) Original Breast MR image 1 (b) Breast 
MR image 1 with impulse noise density 0.05 (c) Breast MR image 1 with impulse noise density 0.1 (d) 
Breast MR image 1 with Impulse noise density 0.3 (e) Breast MR image 1 with impulse noise density 0.5
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The quantitative analysis is done on five different images in which Gaussian noise is added 
with gradually increasing noise density as shown in Table 2.

2.3 � Rician noise

This noise exists in MR magnitude image data. Rician noise is signal-dependent so the 
process of noise reduction becomes difficult. Its non zero-mean relies on the images’ 
local intensity. The magnetic resonance signal is in the form of quadrature channels.

The images are formed as magnitude image and then it transforms into a Rician 
noise PDF from PDF of Gaussian noise [15]. Firstly image data must be made Rician 
distributed; only then Rician noise can be added to data as it is not additive type noise. 

Table 1   MSE, PSNR, RMSE & MAE based evaluation of breast MR images (1–5) distorted with Impulse 
noise density (0.05–0.5)

PEP* Performance Evaluation Parameters

PEP* Impulse Noise 
Density

Breast MR Images

1 2 3 4 5

MSE 0.05 1216.92 1265.66 1128.79 1478.27 1253.82
0.07 1688.73 1770.85 1540.98 2022.49 1683.71
0.1 2435.47 2641.52 2326.64 2866.65 2470.00
0.2 4809.61 5235.36 4700.65 5801.58 4846.68
0.3 7136.93 7853.05 7007.19 8628.60 7454.83
0.4 9566.63 10448.2 9400.03 11593.5 9963.65
0.5 11985.9 13019.9 12004.1 14507.2 12344.9

PSNR(dB) 0.05 17.31 17.14 17.64 16.47 17.18
0.07 15.89 15.68 16.29 15.11 15.90
0.1 14.30 13.95 14.50 13.59 14.24
0.2 11.34 10.98 11.44 10.53 11.31
0.3 9.63 9.21 9.71 8.81 9.44
0.4 8.36 7.97 8.43 7.52 8.18
0.5 7.38 7.02 7.37 6.55 7.25

RMSE 0.05 34.88 35.58 33.60 38.45 35.41
0.07 41.09 42.08 39.26 44.97 41.03
0.1 49.35 51.40 48.24 53.54 49.70
0.2 69.35 72.36 68.56 76.17 69.62
0.3 84.48 88.62 83.71 92.89 86.34
0.4 97.81 102.22 96.95 107.67 99.82
0.5 109.48 114.11 109.56 120.45 111.11

MAE 0.05 3.88 4.53 3.38 5.59 4.47
0.07 5.31 6.31 4.47 7.66 5.91
0.1 7.66 9.45 6.88 10.84 8.59
0.2 15.17 18.86 13.66 21.92 16.59
0.3 22.43 27.98 20.86 32.57 25.98
0.4 29.89 37.37 27.61 43.80 34.94
0.5 37.63 46.39 35.69 54.87 42.69
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Figure  5 shows the qualitative analysis of breast MR image 1 when Rician noise is 
added with gradually increased noise density (1.0-2.8).

The quantitative analysis is done again similarly on five different images by adding 
Rician noise with gradually increasing noise density as shown in Table 3.

The quantitative analysis depicted in Tables 1, 2 and 3 verifies the fact that at low 
noise density, the impact of Gaussian noise is higher while at very high noise densities 
both Impulse & Gaussian noise equally affect the breast MR image.

Rician noise impingement on breast MR image is lesser as shown in the qualita-
tive analysis in Fig. 5 & in Table 3 in comparison to Impulse & Gaussian noise. Thus 
analysis of effect of Rician noise on MR images not considered here for further study.

3 � Proposed methodology

Noises like Impulse,Gaussian and Rician affect the MR image quantitatively as well as 
qualitatively. The effect of Gaussian noise is higher, Impulse noise is moderate and Rician 
noise is lower. Thus it impedes the further processing. Blurring as a resultant of image 

Fig. 3   PDF of Gaussian noise 
[12]

Fig. 4    Qualitative analysis of Gaussian noisy breast MR image1 (a) Original Breast MR image 1 (b) Breast 
MR image 1 with Gaussian noise density 0.05 (c) Breast MR image 1 with Gaussian noise density 0.1 (d) 
Breast MR image 1 with Gaussian noise density 0.3 (e) Breast MR image 1 with Gaussian noise density 0.5
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Table 2    Quantitative Analysis on the basis of MSE, PSNR, RMSE & MAE of breast MR images (1–5) 
affected by Gaussian noise (density varies from 0.05 to 0.5)

PEP* Performance Evaluation Parameters

PEP* Gaussian Noise 
Density

Breast MR Images

Image 1 Image 2 Image 3 Image 4 Image 5

MSE 0.05 2304.34 1992.27 2348.58 1836.49 2171.46
0.07 3079.27 2713.54 3084.02 2508.58 2833.66
0.1 4079.22 3635.08 4098.67 3486.97 3892.16
0.2 6764.46 6388.74 6768.54 6351.27 6576.00
0.3 8643.08 8435.59 8750.08 8552.14 8440.27
0.4 10019.3 10090.3 10030.3 10297.1 9882.95
0.5 11059.6 11155.8 11226.3 11635.8 11191.5

PSNR(dB) 0.05 14.54 15.17 14.46 15.52 14.80
0.07 13.28 13.83 13.27 14.17 13.64
0.1 12.06 12.56 12.04 12.74 12.26
0.2 9.86 10.11 9.86 10.14 9.99
0.3 8.80 8.90 8.74 8.84 8.90
0.4 8.16 8.13 8.15 8.04 8.22
0.5 7.73 7.69 7.66 7.51 7.68

RMSE 0.05 48.00 44.63 48.46 42.85 46.60
0.07 55.49 52.09 55.53 50.09 53.23
0.1 63.87 60.29 64.02 59.05 62.39
0.2 82.25 79.93 82.27 79.69 81.09
0.3 92.97 91.85 93.54 92.48 91.87
0.4 100.10 100.45 100.15 101.47 99.41
0.5 105.16 105.62 105.95 107.87 105.79

MAE 0.05 9.58 11.32 8.72 17.06 10.15
0.07 12.18 15.05 10.82 20.81 12.95
0.1 15.54 18.99 14.11 25.66 17.42
0.2 24.34 30.14 22.14 37.51 27.48
0.3 30.28 37.30 28.41 45.52 33.85
0.4 34.54 42.97 31.54 51.53 38.99
0.5 37.64 46.42 34.76 56.07 43.47

Fig. 5    Qualitative analysis of Rician noisy breast MR image 1 (a) Original breast MR image 1 (b) Breast 
MR image 1 with Rician noise density 1.0 (c) Breast MR image 1 with Rician noise density 1.6 (d) Breast 
MR image 1 with Rician noise density 2.2 (d) Breast MR image 1 (e) Breast MR image 1 with Rician noise 
density 2.8
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enhancement process still remains a challenge for the researchers [16]. A number of filters 
like Median, Average, Gaussian, Wiener etc. have been used for pre-processing [17]. This 
manuscript presents the hybridization technique for removal of high frequency compo-
nents and gives high resolution MRI compared with Median, Average, Gaussian and Wie-
ner filter. The proposed approaches are implemented to reduce the effect of the Impulse & 
Gaussian noise but not at the cost of any information loss so kept the boundaries and fea-
tures intact [18]. The categorization of different stages of proposed methodology is shown 
in Fig. 6. It is divided into five different stages.

Stage I: At stage I, different breast MR images [17] are taken out of which five different 
breast MR images shown in Fig. 7a–e.

Table 3    Quantitative Analysis on the basis of MSE, PSNR, RMSE & MAE of breast MR images (1–5) 
affected by Rician noise (density varies from 1.0 to 2.8)

PEP* Performance Evaluation Parameters

PEP* Rician Noise 
Density

Breast MR Images

Image 1 Image 2 Image 3 Image 4 Image 5

MSE 1.0 99.64 100.11 100.18 100.17 99.40
1.3 167.34 168.58 168.95 169.42 170.81
1.6 257.81 254.92 255.03 256.33 257.20
1.9 363.84 362.89 358.45 362.71 359.66
2.2 483.79 482.22 485.88 484.09 485.74
2.5 623.85 634.57 633.51 620.75 627.11
2.8 784.31 783.10 777.94 783.98 783.37

PSNR(dB) 1.0 28.18 28.16 28.16 28.16 28.19
1.3 25.93 25.90 25.89 25.88 25.84
1.6 24.05 24.10 24.10 24.08 24.06
1.9 22.56 22.57 22.62 22.57 22.61
2.2 21.32 21.33 21.30 21.32 21.30
2.5 20.21 20.14 20.15 20.24 20.19
2.8 19.22 19.23 19.26 19.22 19.23

RMSE 1.0 9.98 10.01 10.01 10.01 9.97
1.3 12.94 12.98 13.00 13.02 13.07
1.6 16.06 15.97 15.97 16.01 16.04
1.9 19.07 19.05 18.93 19.05 18.96
2.2 22.00 21.96 22.04 22.00 22.04
2.5 24.98 25.19 25.17 24.91 25.04
2.8 28.01 27.98 27.89 28.00 27.99

MAE 1.0 0.49 0.53 0.50 0.47 0.53
1.3 0.69 0.66 0.60 0.69 0.63
1.6 0.78 0.78 0.83 0.86 0.85
1.9 0.91 0.98 0.96 0.96 1.03
2.2 1.13 1.10 1.05 1.11 1.08
2.5 1.27 1.30 1.21 1.19 1.23
2.8 1.33 1.34 1.36 1.46 1.38
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Stage II: At stage II, different types of noises i.e. Impulse/Gaussian/Rician which 
impinge the MR images are added to breast MR images with varying noise densities as 
depicted in Figs. 2, 4 and 5 respectively for breast MR image 1.

Fig. 6   Proposed Methodology

Fig. 7    Various Breast MR images [17] (a) Breast MR Image 1 (b) Breast MR Image 2 (c) Breast MR 
Image 3 (d) Breast MR Image 4 (e) Breast MR Image 5
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Stage III: After this, the output of stage II were passed through Median Filter, Aver-
age Filter, Gaussian Filter, Wiener Filter & Proposed hybridization filtering techniques 
(MW, WM, WMWM, MWMW) respectively. The detailed description is as below:

3.1 � Median Filter (MF)

It is a sliding window spatial channel, yet in this, the inside estimation of the window is 
supplanted with the median of all pixels esteem in the window [16].

This channel gives noise evacuation yet results in loss of fine points of interest [19]. 
These are generally utilized by specialists on account of its ability to furnish incredible 
noise decrease with less obscuring for different sorts of commotion particularly Impulse 
noise (peripheral qualities either high or low) [16]. These are additionally generally uti-
lized as smoothers for image handling, and in flag preparing and time arrangement prepar-
ing [18, 20]. The middle channel is worthwhile over the mean channel and it’s a non-direct 
sifting method, evacuates noises [21]. So as to safeguard the edge highlights and sharpness 
of the picture, they do well. The median filter can be implemented as per Eq. (3) [21]:

 Where Sxy is the set of co-ordinatesin a m × n size window of rectangular sub-image while 
degraded image shown by g(s,t).

3.2 � Average Filter (AF)

This is the most prevalent and basic sliding window spatial channel which replaces any 
pixel value by the democratic vote of its 3 × 3 rectangular neighbourhood (kernel) around 
all pixels [22]. The primary downside of this channel is that it doesn’t protect the edges 
more effectively as the decreased commotion will bring about obscuring. The average filter 
is given by the Eq. (4) [22]:

The average filtering process gives the average of g(x,y) termed as the corrupted image 
in the area Sxy. The f̂ (x, y) shows the value of the mean computed through the pixels in the 
region Sxy sub-image window of size m × n.

3.3 � Gaussian Filter (GF)

The Gaussian filter is a kind of linear smoothing filters in which the shape of a Gaussian 
function decides the value of weights. It is an efficient filter for reducing the noise drawn 
from a normal distribution. The zero-mean Gaussian function in one dimension as men-
tioned in Eq. (5) [22]:

(3)f̂ (x, y) = median
(s,t)∈Sxy

{g(s, t)}

(4)f̂ (x, y) =
1

mn

∑
(s,t)∈Sxy

{g(s, t)}
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 where σ denotes the standard deviation of the distribution. Gaussian functions are rota-
tionally symmetric in the case of 2-D images.

3.4 � Wiener Filter (WF)

It is an ideal channel used to create a gauge of a coveted irregular process by direct time 
invariant sifting of a watched noisy process with an assumption that signal and (additive) 
noise are stationary linear random processes [23]. Wiener Filter undertakes noise and 
power spectra of an object on prior basis. The prime objective is to reduce the noise pre-
sent in a signal by comparing it with an estimated random process [24]. It also minimizes 
the Mean-Square Error (MSE). Wiener filters are usually applied in the frequency domain. 
Given a degraded image X(x,y), one takes the Discrete Fourier Transform (DFT) to obtain 
X(u,v). The original image spectrum is estimated by taking the product of X(u,v) with the 
Wiener filter G(u,v):

The inverse DFT is then used to obtain the image estimate from its spectrum. The Wie-
ner filter is implemented as the Eq. (7) [25]:

 Where H (u,v) represents the degradation function, while H*(u,v) is complex conjugate of 
the degradation function. |H(u,v)|2 = H*(u,v) H(u,v) and Sη(u,v) & Sf(u,v) is power spectral 
density of noise & un-degraded image respectively. G(u,v) shows the degraded image’s 
transform [22].

3.5 � Proposed Hybridization Techniques

Here, hybridization approaches for effective noise removal for MRI images which contains 
a specific order of cascading are proposed i.e. MW, WM, MWMW & WMWM. The result-
ant of all the previous findings are that the Median filter is the widely used for impulse 
noise removal and Wiener filter gives good results for removal of Gaussian noise. Hybrid-
ization filters are developed & implemented here. In MW, the Wiener filter is cascaded 
with the Median filter while in WM, Median filter is cascaded with Wiener filter. The cas-
caded implementation of these two effective filters improves the results in some manner in 
comparison with other filters under study. It was observed that both give different results. 
Results are described in detail in next section. One hard fact needs to be clarified as this 
study mainly focus on specifying the ordering of the filters as the MW gives better results 
than WM while MWMW is best among all the other ones. So the Median filter is not cas-
caded with Wiener filter to overcome the deficiency of Wiener filter, the prime motive is to 
specify the ordering of these filters in a best manner for the researchers.

(5)P(z) =
1

�
√
2�

e−z
2∕2�2

(6)S(u, v) = G(u, v)X(u, v)

(7)F(u, v) =

[
H∗(u, v)Sf (u, v)

Sf (u, v)|H(u, v)|2 + S�(u, v)

]
G(u, v)
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Stage IV: Here, the performance evaluation of the proposed filtering techniques in com-
parison with the other filters stated above is done with various statistical parameters i.e. 
MSE, PSNR, RMSE and MAE. The qualitative analysis is given in Tables 5 and 6 for 
breast MR image 1 which is affected with Impulse, Gaussian and Rician noise respec-
tively. The evaluated parameters are explained as:

•	 MSE: It is defined as the Euclidian distance between the original images and the 
degraded ones [26] as in Eq. 8:

I(i, j) shows the pixel values of the original image at (i, j) position and in a similar 
manner, the degraded image’s pixel value represented by K(i, j) [27].

•	 PSNR: It gives the ratio of MSE and max{I(i ,j)}2 (the signals’ maximum possible 
power) or L = 2^8 − 1 = 255 [24]. It is measured in decibels. It is given by Eq. 9 [27]:

•	 RMSE: It gives the value of square root of MSE [28] as shown in Eq. 10 which 
gives the unit again as the actual unit. Furthermore it easily interprets the accuracy 
of the given model as compared to MSE.

•	 MAE: It is the average of an absolute difference between the reference image I(i, j) 
and test image K(i, j) [29]. It is given as Eq. 11 [30]:

 where m &n give the number of rows and columns respectively.

Stage V: Output of Stage IV gives the denoised image at stage V as shown in Fig. 8 for 
breast MR image 1 as input.
 
The proposed technique is implemented in MATLAB 2012 (The MathWorks Inc., 
Natick, MA, USA 2012) environment with 2.19 GHz CPU, 3G RAM with Windows XP 
system.

4 � Results & discussion

In this paper, five different breast MR images are degraded by adding different noises i.e. 
Impulse, Gaussian& Rician with varying noise densities. Then the pre-processing is done 
with the proposed hybridization filtering techniques (MW & WM) and the results are com-
pared with the existing filtering techniques discussed in Section 3.

(8)MSE =
1

mn

∑m−1

i=0

∑n−1

j=0

[
I(i, j) − K(i, j)

]2

(9)PSNR = 10log10

⎡⎢⎢⎣
max{(i, j)}2

1

mn

∑m−1

i=0

∑n−1

j=0

�
I(i, j) − K(i, j)

�2
⎤⎥⎥⎦

(10)RMSE =

√
1

mn

∑m−1

i=0

∑n−1

j=0

[
I(i, j) − K(i, j)

]2

(11)MAE =
1

mn

∑m−1

i=0

∑n−1

j=0
|I(i, j) − K(i, j)|
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Some other cascading combinations like MWMW, WMWM etc. are also implemented 
to evaluate the findings in more authentic way and the results clarified the fact that the 
order of cascading must be in a way that the wiener filter followed by the median filter 

Fig. 8    Qualitative analysis of different filters including the proposed ones a  Original breast MR image 
1. b Gaussian noisy breast MR image 1 with noise density 0.3. c  Impulse noisy breast MR image 1 with 
noise density 0.3. d Rician noisy breast MR image 1 with noise density 22. e–g Median filtered breast MR 
image of (b–d)  respectively. h–j Average filtered breast MR image of (b–d)  respectively. k–m Gaussian 
filtered breast MR image of (b–d) respectively. n–p Wiener filtered breast MR image of (b-d) respectively. 
q–s MW filtered breast MR image of (b–d) respectively. t–v WM filtered breast MR image of (b–d) respec-
tively
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rather than the reverse one as MWMW provided good results as compared to WMWM, 
WM and MW.

4.1 � Qualitative analysis

As alone quantitative analysis is not sufficient to ensure the efficiency of proposed tech-
nique so qualitative analysis of the processed images through proposed technique must be 
needed which are further verified by experts/radiologists. Figure 2a–e shows the effect of 
Impulse noise on the original breast MR image as the noise density varies in between 0.05 
and 0.5 and the qualitative analysis of Gaussian noise in Fig. 4a–e depicts that the original 
breast MR image gets more & more degraded as the noise density increases from 0.05 to 
0.5.

Similarly Fig.  5a–e gives the qualitative results of original breast MR image affected 
by Rician noise with gradually increasing noise density ranges in between 1.0 and 2.8. 
Finally Fig. 8 shows the qualitative analysis of proposed hybridization filters i.e. MW, WM 
along with other filters i.e. median, average, Gaussian and wiener for comparing their noise 
removal capabilities with the proposed one. For qualitative analysis Fig.  8a–v shown to 
experts/radiologists. The experts verified the facts that the resultant output images of pro-
posed techniques are visually good in comparison to output filtered images (as shown in 
Fig. 8e–p) by Median, Average, Gaussian and Wienerfilter.

Figure 8a represents the original breast MR image 1. Figure 8b represents the breast MR 
image 1 affected with the Gaussian noise of density 0.3. Figure 8c represents the breast 
MR image 1 affected with the Impulse noise of density 0.3. Figure 8d represents the breast 
MR image 1 affected with the Rician noise of density 2.2. Figure 8e–g depicts the average 
filtered output of breast MR Image 1of Fig. 8b, c & d respectively. Similarly Fig. 8h to j 
represents the output of median filter in respect of Fig. 8b to d. Figure 8k to m represents 
the output of Gaussian filter in respect of Fig. 8b to d. Figure 8n to p represents the output 
of wiener filter with respect to Fig. 8b to d as the input to WF. Figure 8q to s represents the 
output of MW filter in terms of Fig. 8b to d. Similarly Fig. 8t to v represents the output of 
WM filter in respect of Fig. 2b to d as the input.

4.2 � Quantitative analysis

 Tables 1, 2 and 3 shows the effect of noise with various statistical parameters i.e. MSE, 
PSNR, RMSE and MAE. This qualitative analysis verifies the fact that the noise density is 
the deciding factor of the type of noise which is more dominant. Tables 4 and 5 illustrate 
thecomparative analysis of the proposed techniques along with the various filters corre-
sponding to the noisy breastMR images with variable noise density. By this analysis, it is 
concluded that Median filter is best for removal of the salt and pepper noise and Wiener 
filter is best in removingGaussian noise among the existing filters but the proposed hybridi-
zation filters gives the better results as shown in the graphical representations in Figs. 9, 
10, 11, 12, 13, 14, 15 and 16 and their interpretations.

Figure 9 clearly shows that the hybridization technique MWMW gives a higher value of 
PSNR at the higher noise densities (0.3–0.5) as well as approximately equal values at low 
noise densities (0.05–0.2) in comparison with other proposed hybridization techniques as 
well as the existing filters under study.
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The proposed hybridization techniques i.e. MW1, WM1, WMWM & MWMW gives 
comparative values for MSE at low noise density (0.05–0.2) while gives better results at 

Fig. 9   Noise density vs. MSE 
Graph of various existing and 
proposed filters for Impulse noise 
image

Fig. 10   Noise density vs. PSNR 
Graph of various existing and 
proposed filters for Impulse noise 
image

Fig. 11   Noise density vs. RMSE 
Graph of various existing and 
proposed filters for Impulse noise 
image
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higher noise density (0.3–0.5) than other filters as depicted from Fig. 10. But the MWMW 
gives best results among all the approaches on the basis of qualitative analysis.

MWMW gives tremendous results in form of RMSE at very high noise density i.e. 
0.3–0.5 as compared to other ones while proves to be equivalent at noise densities 
(0.05–0.3) as clearly shown in Fig. 11.

Fig. 12   Noise density vs. MAE 
Graph of various existing and 
proposed filters for Impulse noise 
image

Fig. 13   Noise density vs. MSE 
Graph of various existing and 
proposed filters for Gaussian 
noise image

Fig. 14   Noise density vs. PSNR 
Graph of various existing and 
proposed filters for Gaussian 
noise image
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In the case of MAE, MWMW & MW1 gives equivalent results as median filter 
throughout the noise density while WMWM & WM1 proves better than other filters 
except the median filter as clearly indicated by Fig. 12.

 Table 5 illustrates the qualitative analysis of proposed techniques as well as the other 
filters performed only on Gaussian noisy breast MR image 1 with varying noise densi-
ties. Also, the graphical representation of the same is shown in Figs. 13 to 16.

Fig. 15   Noise density vs. RMSE 
Graph of various existing and 
proposed filters for Gaussian 
noise image

Fig. 16   Noise density vs. MAE 
Graph of various existing and 
proposed filters for Gaussian 
noise image

Table 6   Latest research analysis 
for standard parameters

Author SNR PSNR

Aayushi N et al. (2020) [31] 52.6 62.6
More et al. (2021) [32] 59.8 65.1
Nguyen et al. (2021) [33] 56.5 63.4
Thayammal et al. (2021) [34] 57.4 63.7
Zheng et al. (2021) [35] 54.2 62.8
Izadi et al. (2022) [36] 58.7 64.2
Vimala, B.B et al. (2023) [37] 63.8 68.7
Proposed method 64.1 68.9
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Even when the Gaussian noise is considered again the hybridization techniques 
MWMW & MW1 proves better than all other filters at each noise density. Figure  13 
remarks the fact explicitly for proposed techniques.

In Fig. 14, the higher values of PSNR for the proposed techniques again strengthen 
the concept of hybridization. It clarifies the fact that already existing techniques can be 
improved effectively by this approach.

Fig. 17   a Original Breast MRI of eight patients [1–8 (from left to right)] (b) Average filtered images 
(c) Gaussian filtered (d) Wiener filtered (e) Median filtered f MW filtered (g) MWM filtered (h) MWMW 
filtered (i) WM filtered (j) WMW filtered (k) WMWM filtered breast MR Images
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Similarly, the hybridization techniques give better results for RMSE also which 
apparently indicates the improved quality of hybridization with specific sequence as 
shown in Fig. 15.

In this case for MAE, the MWMW & MW1 is equivalent to median filter while WM1 
is better than remaining filter but not good as median filter clearly depicted in Fig. 16.

The comparative analysis of the latest research in this field of MR image enhance-
ment is done in Table 6 for the standard benchmark function for noise removal i.e. SNR 
and Peak signal to noise ratio (dB) to validate the proposed technique.

These proposed techniques are also tested on the breast MRI data collected from Health-
map, PGIMS, Rohtak. The qualitative analysis done on the MR images corrupted with both 
the dominant noises i.e., Impulse and Gaussian noises with noise density (20% and 50%).

The visual test report given in Fig. 17 are validated by the experts/radiologists of Govt. 
as well as private hospitals and proves the fact that the proposed filters are performed well 
and gives the best results among all the state-of–art methods of noise removal.

5 � Conclusion

To ensure the performance of proposed techniques, the qualitative as well as quantitative 
analyses are done. For qualitative analyses the MR images processed with proposed tech-
niques were shown to experts/radiologists while for quantitative analysis various mathemati-
cal parameters i.e. PSNR, MSE etc. were calculated.This paper investigated the fact that 
the Gaussian noise is the most dominant noise in breast MR images at low noise density 
(0.05–0.2) while analysis shown in Tables 1 and 2 indicates that at higher noise densities 
(0.3–0.5), the Impulse as well as Gaussian noise becomes equally dominant. The quantitative 
analysis given in Tables 4 and 5 concluded that the proposed hybridization approaches i.e. 
MWMW & MW1give best outcomes for impulse as well as Gaussian noise removal at higher 
noise densities Similarly,the other proposed techniques i.e. WMWM & WM1 are compara-
tively better amongotherexisting filtering techniques. The comparison of the proposed noise 
removal techniques with the standard techniques used for impulse as well as Gaussian noise 
removal from breast MR images are further validated by the experts which signify its excel-
lent performance and property of preserving the textural features. Through this investigation, 
it has been concluded that the selection of channels for de-noising the MR pictures rely upon 
the sort of noise and in addition the noise density. This identifies the fact that the researchers 
can implement the hybridization combinations of various existing filters in future to enhance 
the scope of further improvements but the order must be specific. This work can be improved 
by implementing various distinguished hybridization approaches in a specific order as per the 
requirement of the particular application.
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