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Abstract

In this paper, we propose a large language models (LLMs) assisted algorithm that uses
ChatGPT to summarize clinical notes and then concatenate these generated summaries with
structured data to predict sepsis. We perform a human evaluation of the summaries generated
by ChatGPT and evaluate our algorithm using an independent test set. Our algorithm achieves
a high prediction AUC of 0.93 (95% CI 0.92-0.93), accuracy of 0.92 (95% CI 0.91-0.92),
and specificity of 0.89 (95% CI 0.88-0.90) 4 hours before the onset of sepsis. The ablation
study demonstrated a 2% improvement in predicted AUC score when utilizing ChatGPT
for clinical notes summarization compared to traditional methods, 4 hours before the sepsis
onset. The experiment results in turn revealed the remarkable performance of ChatGPT in
the domain of clinical notes summarization.

Keywords Sepsis prediction - Large language models - Natural language processing - Deep
learning

1 Introduction

Sepsis is a systemic disease characterized by an impaired immune response to a bloodstream
infection, rendering patients vulnerable to organ damage and mortality [1]. Early prediction
of sepsis is crucial in preventing mortality due to the high level of time sensitivity associated
with sepsis management. Despite significant medical advances in recent decades, sepsis
continues to be a prominent cause of in-hospital mortality. Sepsis imposes a substantial
burden on hospitals and healthcare systems due to its alarmingly high mortality rate [2]. In the
United States, sepsis accounts for over one-third of all inpatient deaths. Sepsis management
in hospitals incurs annual costs of approximately $24 billion, with a significant portion of
these costs attributed to patients who develop sepsis during their hospital stay. These costs
exceed those associated with any other health condition. Furthermore, research has shown
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that delaying the administration of intravenous antibiotics by just one hour can result in a
sepsis mortality increase ranging from 4% to 8% [3]. Hence, early and accurate diagnosis and
treatment of sepsis can improve patient outcomes, reduce the mortality rate, and decrease the
cost of care. The source code of our method can be found at https://github.com/TJU-MHB/
ChatGPT-sepsis-prediction.

The majority of current methods for early sepsis detection solely rely on structured data
from the electronic health records (EHR) system [4-6]. However, research has indicated
that approximately 80% of clinical data in EHR systems comprises unstructured data, which
refers to data stored without a predetermined or standardized format [7]. Free-form text (e.g.,
clinical notes) and images (e.g., radiological images) are common examples of this unstruc-
tured data. Unstructured clinical data contain valuable information, specifically, additional
clinical details that are not captured in the structured data fields of the EHR. Physicians utilize
unstructured clinical data fields to record "free-form" clinical notes since structured data is
intended for storing predetermined discrete data, such as patient vital signs. Furthermore,
physicians rely on unstructured data to review judgments and critical clinical information
inputted by other clinicians, aiming to enhance their understanding of a patient’s condition
and the effects of their treatment [8]. Previous studies have shown that incorporating both
structured and unstructured data can significantly enhance the prediction accuracy of sepsis
[8-10]. Nevertheless, their approach to handling clinical notes is either confined to removing
special characters and stop words [9] or, in some cases [10, 11], lacks a detailed explanation
of the preprocessing applied to clinical notes. Additionally, in some instances [8, 12, 13],
they do not utilize pre-trained natural language processing (NLP) models to obtain a rep-
resentation of clinical notes. These processed notes are then fed into clinical Bidirectional
Encoder Representations from Transformers (Clinical BERT) [14] to obtain document-level
representations, which are later concatenated with structured features and used as input for
sepsis prediction. However, clinical notes often contain various forms of noise, such as abbre-
viations, grammatical errors, misspellings, and irrelevant formatting [15].

The presence of such noise has the potential to adversely affect the model’s performance.
The emergence of LLMs offers a solution to this problem. LLMs have a significantly larger
scale in terms of model parameters and training data compared to previous pre-trained mod-
els, and they differ in that they do not require fine-tuning [16]. LLMs have demonstrated
promising results in zero-shot and few-shot tasks spanning diverse domains [17], which has
generated considerable interest in their potential for automated summarization. The emer-
gence of LLMs, such as ChatGPT [18], has led to a substantial advancement in the accurate
summarization of text, effectively tackling various noise-related challenges within the text.
ChatGPT is a language model that employs reinforcement learning techniques [19, 20] and
showcases robust capabilities in the domain of NLP. Goyal et al. [21] conducted an exten-
sive series of experiments, showcasing that ChatGPT’s summarization ability yields results
comparable to the current state-of-the-art models, BRIO [22] and TO [23] in the field of news
summarization. They also conducted a human evaluation, revealing that human evaluators
preferred the summarization content generated by ChatGPT. This, in turn, has motivated us to
explore ChatGPT’s performance in the realm of clinical notes summarization. Consequently,
we employ ChatGPT to summarize clinical notes with the aim of eliminating noise. At the
same time, to assess both the readability and faithfulness of the generated content to the
original clinical note, we invited two professional doctors for human evaluation. To the best
of our knowledge, we are the first to utilize ChatGPT for the summarization of clinical notes,
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and subsequently, employ ClinicalBERT to capture representations of these summaries for
downstream tasks such as sepsis prediction. In this study, we developed an LLMs-assisted
deep learning algorithm, which comprises a structured data preprocessing pipeline, a clin-
ical notes summarization and representation module, and a sepsis predictive module. This
integrated approach combines NLP analysis of clinical notes with structured data, enhancing
our early predictive capability for sepsis. The contributions of this paper are as follows:

e We employ ChatGPT for the purpose of eliminating non-diagnostic noise from clinical
notes and summarizing the content of these notes. Subsequently, we utilized the resulting
summaries in the early prediction of sepsis. The generated clinical notes summaries are
subject to review by ICU doctors, revealing the performance of ChatGPT in clinical notes
summarization.

e We propose an LLMs-assisted deep learning model that integrates structured and unstruc-
tured EHR data, facilitating early sepsis prediction. We also elucidate several essential
data processing intricacies related to MIMIC-III.

e We performed a comprehensive analysis and comparison of the experimental results. The
doctors expressed great satisfaction with the produced summary report and deemed it
faithful to the original clinical notes. Extensive experiments demonstrate that the proposed
method outperforms traditional methods in early sepsis prediction, specifically at 4 h, 6
h, and 12 h before the onset of sepsis.

The rest of this paper is structured as follows: Section 2 discusses related works, Section 3
describes the methods we use, Section 4 presents the details of data preprocessing and our
approach, Section 5 presents the corresponding experimental results and analysis, and finally,
Section 6 concludes this study.

2 Realted work

Sepsis is a time-sensitive disease, early identification of sepsis following rapid initiation of
antibiotic treatment improves patient outcomes. Furthermore, a delay of 6 h in treatment has
been shown to increase the mortality risk by 7.6% [2]. Unfortunately, sepsis is frequently
subject to misdiagnosis and mistreatment due to the similarity of deterioration and organ
failure in other diseases, which complicates the identification and treatment of sepsis [24].

2.1 Clinical score-based sepsis prediction

The concept of Systemic Inflammatory Response Syndrome (SIRS) was first introduced in
1991 as the initial definition of sepsis [25]. In 2001, the International Sepsis Definitions
Conference revised the definition of sepsis (Sepsis-2), significantly enhancing physicians’
ability to diagnose sepsis directly at the patient’s bedside [26]. In 2016, the Third International
Consensus Definitions for Sepsis (Sepsis-3) were published, introducing a new definition for
sepsis and septic shock [1]. Within the framework of Sepsis-3, the Sequential Organ Failure
Assessment (SOFA) score and the quick Sequential Organ Failure Assessment (QSOFA) score
are recommended as assessment measures for a patient’s organ dysfunction [27]. Through the
utilization of these clinical scoring systems, clinicians can objectively assess the severity of
sepsis, identify patients at high risk, and make well-informed decisions regarding treatment
strategies. However, it is important to note that these systems operate based on rules and the
reliability of the results they provide is limited.
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2.2 Structured data-based sepsis prediction

Machine learning offers a promising methodology to address the complexities related to
interpreting high-dimensional, nonlinear, and longitudinal EHR data, surpassing the limi-
tations of conventional clinical statistical methods. The InSight algorithm, introduced by
Calvert et al. [28], is regarded as one of the pioneering machine learning models for early
sepsis prediction. Subsequently, Desautels et al. [29] and Mao et al. [30] proposed prediction
models based on the InSight algorithm. Yang et al. [31] secured unofficial first place in the
PhysioNet Computing in Cardiology Challenge 2019 [6] and the 2019 DII National Data
Science Challenge using the gradient boosting algorithm. Goh et al. [8] introduced the sepsis
early risk assessment (SERA) algorithm, which combines structured and unstructured data
for sepsis prediction.

Deep learning models have emerged as the predominant solutions for sepsis prediction.
These models specifically utilize neural networks with multiple layers, allowing for the
extraction of valuable insights from EHR through a hierarchical architecture. Michael et
al. [32] employ a temporal convolutional network embedded within a multi-task Gaussian
Process adapter framework (MGP-TCN), allowing for its direct application to irregularly-
spaced time series data. Shashikumar et al. [33] utilized a recurrent neural survival model
called DeepAISE to forecast sepsis onset. DeepAISE successfully decreased the false-positive
rate by capturing predictive features linked to higher-order interactions and temporal patterns
among clinical risk factors for sepsis. Traditional machine learning algorithms face challenges
in effectively capturing the long-term dependencies within medical time series sequences,
leading to suboptimal performance. Furthermore, current deep learning models primarily
depend on structured data for sepsis prediction, failing to fully leverage the unstructured
data, which constitutes 80% of the EHR data.

2.3 Unstructured data-based sepsis prediction

Apostolova et al. [12] identified notes indicating suspected or confirmed cases of septic
infection to establish a system for the identification of signs and symptoms of infection
within unstructured nursing notes. Liu et al. [34] anticipated the occurrence of septic shock
in sepsis patients prior to the fulfillment of established septic shock criteria. This was done
to showcase an approach utilizing features extracted from clinical notes for the prediction
of septic shock. Goh et al. [8] developed an algorithm that uses structured and unstructured
data to diagnose and predict sepsis. Amrollahi et al. [9] employed ClinicalBERT to represent
clinical notes and concatenated these vectors with structured data. They subsequently fed
this combined data into a long short-term memory network for sepsis prediction.

Although these works have yielded remarkable results, these approaches for integrating
structured and unstructured data frequently overlook the presence of noise in clinical notes
during the handling of unstructured data. The introduction of LLMs offers a solution to
this issue. Goyal et al. [21] recently reported that, despite receiving lower Rouge scores
compared to traditional fine-tuning techniques, the summaries generated by GPT-3 were
favored by human evaluators. Zhang et al. [16] conducted a comprehensive comparative
experiment and demonstrated that LLMs summaries are considered comparable to human-
written summaries. ChatGPT has demonstrated remarkable summarizing capabilities in the
news domain. Thus, we tried to leverage ChatGPT’s potential in the medical domain to
mitigate noise in clinical notes and summarize clinical notes, then concatenate with structured
data for sepsis prediction.
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Fig. 1 Schematic diagram of the proposed model, including structured data preprocessing pipeline, clinical
notes summarization and representation module, and sepsis predictive module. The clinical notes summariza-
tion and representation module involves obtaining the contextual embeddings for one patient by averaging the
Clinical BERT embedding representations of notes, which were generated by ChatGPT. "C" denotes concate-
nate, "{m;}" and "{x; }" represent the feature vectors of unstructured data and structured data respectively. The
resulting representations are then concatenated with the structured clinical data and fed into a BILSTM-based
model for early prediction of sepsis. The version of ChatGPT we are using is "gpt-3.5-turbo", and the prompt
we use is "Summarize the following clinical notes"

3 Methods

This study expands upon existing methods discussed for sepsis prediction based on phys-
iological and clinical data by integrating features extracted from clinical notes through a
neural language model. The proposed model offers sequential hourly predictions for sepsis
by utilizing data available at or prior to the prediction time, enabling prospective deploy-
ment. Additionally, LLMs have demonstrated promising results in zero-shot and few-shot
tasks across diverse domains, generating considerable interest for their potential in automatic
summarization.

Therefore, we employ the state-of-the-art model, GPT-3.5-Turbo, to polish clinical notes
and eliminate noise commonly found in clinical notes. Figure 1 illustrates the schematic
diagram of our feature extraction pipeline and model architecture.

3.1 Problem define

We consider the early detection of sepsis in the ICU as a multivariate time series binary
classification task [35]. Specifically, our focus is to combine irregularly sampled multivariate
time series of physiological measurements and corresponding clinical notes for early sepsis
prediction. Figure 2 illustrates the issues. For prediction purposes, we solely utilize previous
clinical data and clinical notes from each time interval. As depicted in Fig. 2, we selected
data from 6 hours prior to the prediction time point as the reference dataset for the early
sepsis prediction.

For each patient i, we can acquire a set of samples X’ = {(x;, m,-)}l’A=l , where X! € R'*4,
Here, x denotes the patient’s structured data, and m denotes the patient’s Clinical notes, and ¢

‘ 6 hours prediction window n hours before sepsis onset
+—p

® ‘ Py »
@ ‘ @ ‘ A 4 >

ICU admission prediction time point ICU discharge

sepsis onset

Fig.2 Problem define. We chose the data of 6 hours before the prediction time point for sepsis prediction. In
this study, n is 0, 4, 6, and 12
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signifies the selection of clinical data 6 hours before the prediction time point. d represents the
selection of d clinical test values per hour. A predictive model for binary classification tasks
can be represented as a mapping that takes inputs and assigns them to one of two categories,
ie.f (X) : R™*4 — {0, 1}, where 0 denotes non-sepsis and 1 denotes sepsis. The entire
N
i=1 ‘
the number of patients. The predictive model is derived from the input data X* to obtain the
output y* = f (X', ), where 6 is the parameters of the model. The primary objective of
our work is to acquire the optimal parameter 6, aiming to minimize the disparity between
the model’s output y; and the true label y;.

sample data set is then denoted as & = {X ‘L yi} where y; is the target label and N is

3.2 Using GPT-3.5 for summarization

Clinical notes in EHR frequently contain issues like disease-independent formats and abbre-
viations from doctors’ personal habits. Such noise can potentially impact the model’s
performance. LLMs have shown promising results in zero-shot and few-shot tasks across
various domains, garnering significant interest due to their potential for automatic summa-
rization. A previous study [21] has shown that GPT-3’s summarization ability in the news
domain is slightly inferior to the best fine-tuned models based on automatic metrics but
significantly better based on human evaluation. Consequently, we utilize the state-of-the-art
LLM, GPT-3.5, to polish clinical notes, mitigate the common noise found within them, and
summarize the clinical notes. Simultaneously, we investigated its performance to summa-
rize clinical notes by doing human evaluation. GPT-3.5 introduces additional features and
parameters to enhance the accuracy and performance of GPT-3 in various NLP tasks, and the
prompt we use is "Summarize the following clinical notes".

The manual entry of each clinical note into ChatGPT individually is undeniably a time-
consuming task. Consequently, we developed a custom code and employed the GPT-3.5
Application Programming Interface (API) to process the notes. It is an NLP tool developed
by OpenAl, capable of performing various tasks such as text completion, summarization,
and translation. Within our system, we utilize the "gpt-3.5-turbo" version of the GPT-3.5
API to generate medical summary reports using a predefined prompt. The developed API
generates a summary by utilizing the given prompt and content. Notably, the length of the
generated report is not limited, as clinical notes encompass varying lengths, ranging from
lengthy physician notes to concise ECG notes. Allowing unrestricted length enables ChatGPT
to effectively capture essential information from the original clinical notes. Subsequently,
we performed a human evaluation of the generated summary reports with two experienced
ICU doctors. The generated reports are subsequently inputted into ClinicalBERT to acquire
contextual embedding representations.

In the area of clinical notes mining, researchers have used NLP mainly to identify and
extract medical events, medication information, and clinical workflow from unstructured data
stored in EHR systems. Among the many language models [36—38] proposed in NLP, BERT
stands out [39]. It performs extremely well and achieves the best performance for virtually
all NLP tasks. Conventional word-level vector representations, such as Word2Vec [40] and
GloVe [41], encode all potential meanings of a word into a single vector representation,
lacking the ability to disambiguate word senses within the surrounding context or account
for negations. The BERT language model resolves this challenge by offering context-sensitive
embeddings for individual words within a sentence, which are valuable for downstream tasks
such as sepsis predictive modeling. Emily et al. [14] introduced Clinical BERT trained on
MIMIC-III notes and showed that ClinicalBERT can successfully outperform prior models
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in several clinical NLP tasks. For representing the note, we leverage the activation levels of
neurons in the final hidden layers of the ClinicalBERT model. A patient-level representation
is computed by inputting all patient notes into the Clinical BERT model and averaging the
resulting note-level representations for each patient.

3.3 Sepsis predictive module and loss function

Subsequently, we combine the ultimate patient-level clinical notes representations m; €
R0*  with their corresponding structured data x; € R?*?1 to derive the ultimate patient
features V; € Riox(do+d1) where i represents the i-th patient, 7y is the time window, and
do and d; are the length of feature. We chose the Bidirectional LSTM (BiLSTM) as our
base network, which exhibits advantages in its ability to capture long-term dependencies
and handle intricate patterns within sequential data, thereby enabling efficient and accurate
predictions, classification, and analysis of time series data:

— - /= - - —
Ki=f (U « Vit W ki + b),ie[l,N]
(D
(k_i:?((ﬁ*v,-—i—(VV*(k_,-H—i—(b_)
- <~ — <~ — <~
where U, U, W,and W are the learnable parameters of our model, b and b represent the
forward bias and backward bias of the model, respectively. N represents the total number of

— <«
patients. Then k; and k; are concatenated and input into a point-wise Multilayer perceptron
(MLP) network and get corresponding classification logits via a sigmoid function:

- <«
hC:MLP(k,-* kl-)
Zc:¢c(hc)

where h € RY*¢, ¢ is the number of categories, ¢, (-) represents the classifier, z denotes
logits. Then we use the binary cross-entropy loss as our target loss:

(@)

! 3 1 1 1
Lels =—ﬁ§yi- og (p (yi) + (1 — y;) -log (1 — p () 3)

by optimizing L, the classifier can achieve its optimal performance.

4 Experiments

We begin by outlining the criteria for selecting sepsis cases. Based on it, we introduce
the preprocessing steps for structured and unstructured data of the study subjects. Finally,
we expound on the baseline models used for comparison and provide detailed information
regarding our model parameters.

4.1 Dataset and sepsis label definition

We utilized the MIMIC-III v1.4 dataset, sourced from the Beth Israel Deaconess Medical
Center (BIDMC) in Boston, MA, spanning the period from 2001 to 2012 [42]. The MIMIC-
IIT database is a freely accessible repository of clinical data that researchers worldwide can
utilize. The database comprises de-identified clinical and physiological data from approxi-
mately 60,000 ICU admissions, along with clinical notes from over 50,000 ICU admissions.
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Like other EHR databases, it maintains comprehensive records of patients’ demographics,
vital signs, laboratory tests, clinical notes, and additional data.

We follow the latest sepsis-3 definition [1], which requires a co-occurrence of suspected
infection (SI) and organ dysfunction. For SI, we implemented the SI cohort based on the rec-
ommendations of Seymour et al. [43]. Singer et al. [1] established that the organ dysfunction
criterion is met when the SOFA score exhibits a minimum increase of 2 points. To ascertain
this, we adopt the recommended approach by Singer et al., which involves a time window of
-48 h to 24 h around the suspected infection. Figure 3 depicts the implementation of Sepsis-3
in our study. Early detection of sepsis is crucial, and accurately determining the onset time
is vital. We followed the recommendation of Moor et al. [32] to establish the Sepsis-3 label
on an hourly basis. If sepsis is determined solely by checking whether a patient meets the
criteria upon admission, only patients who enter the ICU with sepsis would be considered
cases, excluding the potentially more intriguing cases of patients developing the syndrome
during their ICU stay.

4.2 Data filtering
4.2.1 Study cohort

We employed a set of patient inclusion criteria to determine the suitable study cohort. Patients
below the age of 18 and those without available chart data, including ICU admission or
discharge time, are excluded from the study. Additionally, patients without clinical notes
were also excluded. An encounter is classified as a case if a sepsis onset occurs at any
point during the ICU stay. Controls, on the other hand, consist of patients without sepsis
onset (although they may exhibit suspected infection or organ dysfunction independently).
Moreover, controls must not possess any sepsis-related ICD-9 billing code to ensure they are
not patients who recently developed sepsis before admission to the ICU. This study focuses
on early sepsis detection, following the approach of Moor et al. [32], we exclude cases that
manifest sepsis within the first 6 hours of ICU admission due to the limited availability
of physiological indicators. To maintain a realistic class balance of approximately 10%, we
apply this exclusion step after the case-control matching process (refer to the next paragraph).
Consequently, after the data cleaning and filtering process, we ultimately analyzed a cohort
consisting of 659 cases and 6268 controls. The statistical results of characteristics are shown

SOFA score
._/\_._/\_._/ }az2p

1

|
| Sepsis onset | |

] 48h { | 24h I
SI

L J

Y

SI-window

Fig. 3 For each encounter with a suspicion of infection(SI), we extract a 72 h window around the first SI
event (-48 h to 24 h) as the SI window. The SOFA score is then evaluated for every hour. Following the SOFA
definition, to arrive at a SOFA score we considered the worst organ scores of the last 24 h. Figure is modified
from [32]
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Table 1 Characteristics of the
population included in the dataset

Total Sepsis Cases Controls
Total 6927(100%) 659(10%) 6268(90%)
Gender
Male 3924(56%) 393(6%) 3531(50%)
Female 3003(44%) 266(4%) 2737(40%)
Age
18-50 1403(20%) 77(1%) 1326(19%)
51-70 2736(39%) 289(4%) 2447(35%)
71+ 2788(41%) 293(5%) 2495(36%)
Ethic
White 5008(72%) 481(7%) 4527(65%)
Black 648(10%) 55(1%) 593(9%)
Other 1271(18%) 123(2%) 1148(16%)

in Table 1. As illustrated in Table 2, we considered 44 irregularly sampled laboratory and
vital features and 4 demographics followed by the recommendation of Moor et al [32].

Table 2 List of all 48 used clinical variables

Vital signs

Systolic Blood Pressure
Tidal Volume Spontaneous
SpO2 (Pulsoxymetry)
Peak Inspiratory Pressure
Cardiac Output
Laboratory Parameters
Prothrombin Time (Quick)
Troponin T

SO2 Bloodgas

Blood Urea Nitrogen
Calcium (free)

Creatine Kinase
Bicarbonate

Creatinine

Albumin

Hematocrit
Demographics

Gender

First ICU Unit

Mean Blood Pressure

Tidal Volume Set

FiO2 (Fraction of Inspired Oxygen)
Respiratory Rate

Heart Rate

Partial Thromboplastin Time
Bands (Immature Neutrophils)
pCO2 Bloodgas

pH Bloodgas

Potassium

White Blood Cells

Fibrinogen

Glucose

Lactate

Bilirubin

Age

Tidal Volume Observed
Total Peep Level
Diastolic Blood Pressure
Temperature Celsius

02 flow

INR (Standardized Quick)
Platelet Count
Hemoglobin

pO2 Bloodgas

Lactate Dehydrogenase
Magnesium

Creatine Kinase MB
Sodium

Chloride

Ethic

Our analysis incorporates variables with 500 or more observations among the patients satisfying our original
inclusion criteria (659 cases and 6268 controls)
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4.2.2 Case-control matching

Previous studies [32, 44] have indicated that an inadequate alignment of time series between
sepsis cases and controls can result in a trivial classification task. For example, comparing
a time window before sepsis onset to the final window (before discharge) of an ICU stay
for controls makes the classification task significantly easier compared to comparing it to
a reference time within a control’s stay that is more similar. To prevent the classification
task from becoming trivial, we employ a case-control alignment in a matching procedure.
Additionally, to accommodate the class imbalance, each case is assigned to 10 randomly
selected unassigned controls, and the control onset is defined as the absolute time (in hours
since admission) when the matched case fulfills the sepsis criteria.

4.3 Data preprocessing
4.3.1 Structured data

We addressed the irregularity of time series and missing values before inputting each instance
into the model. Firstly, we applied the time bucket technique to handle the irregularity by
aggregating the data into 1-hour time intervals. The raw data was partitioned into consecutive
1-hour buckets, and the measurement values were averaged within each bucket, resulting in a
time series with 1-hour intervals. Subsequently, missing values were imputed using forward
filling during the data imputation phase. If no preceding records were available, missing
values were filled with the mean of the feature within the population. In case a feature had
entirely missing data, it was filled with zero.

4.3.2 Unstructured data

We conducted additional preprocessing on the clinical notes. The clinical notes available in
the MIMIC-IIT V1.4 NOTEEVETS table encompass various types, such as nursing notes,
nursing_other notes, physician notes, radiology notes, respiratory notes, case management
notes, consult notes, discharge summaries, ECG notes, echo notes, general notes, nutrition
notes, pharmacy notes, rehab services notes, and social work notes. However, we excluded
the discharge summary from our analysis as it provides limited value for sepsis prediction
since it pertains to the end of the ICU stay. Furthermore, we specifically utilized clinical notes
recorded prior to the onset of sepsis in patients. See method Section 3.2 for more details about
clinical notes processing.

We perform three iterations of random splitting, allocating 75% of the samples for training
and 15% each for validation and testing. For each random split, the time series were standard-
ized by calculating the z-scores per channel based on the corresponding mean and standard
deviation of the training set. Since the sepsis prevalence in the overall cohort is 10%, we
employed the *WeightedRandomSampler’ method, which is a sampling technique available
in the PyTorch library, utilized to perform a weighted random sampling of data during the
training process in order to achieve a balanced representation.

4.4 Baseline

To assess the improvement in model prediction performance following the ChatGPT sum-
marization of medical texts, we selected several baseline models for comparison. First, we
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compared the performance of our model with other commonly used predictive scoring sys-
tems in clinical practice, including SIRS, SOFA, qSOFA, and modified early warning system
(MEWS) [45], which are standardized scoring systems for sepsis prediction. According to a
meta-analysis study [4], these four scoring systems demonstrate typical performance mea-
sures. The area under the curve (AUC) ranges from 0.50 to 0.78, the true positive rate (TPR)
ranges from 0.56 to 0.80, and the false-positive rate (FPR) ranges from 0.16 to 0.50 when
assessed 4 hours before the onset of sepsis.

Additionally, We selected five existing machine-learning approaches: 1) Support Vec-
tor Machine (SVM): Horng et al. [11] use the SVM model for early detection of sepsis.
2) Residual Network (ResNet). He et al. [46] introduced this highly effective deep learning
framework, which effectively tackles the issue of vanishing/exploding gradients and achieves
excellent performance across various classification tasks. 3) Deep SOFA-Sepsis Prediction
Algorithm (DSPA): Asuroglu and Ogul [47] developed a hybrid deep learning model that
combines CNN and random forest approaches to predict the SOFA scores of sepsis patients.
4) Time-phAsed: Li et al. [48] developed an XGBoost-based method that achieves excel-
lent performance. 5) Multitask Gaussian Process Attention Time Convolutional Network
(MGP-AttTCN): Rosnati et al. [49] employed this TCN-based deep learning model for early
prediction of sepsis occurrence. 6) LSTM: Amrollahi et al. [9] utilized an LSTM model to
integrate clinical notes representations and structured data for sepsis prediction.

4.5 Implementation details

We evaluate the performance of the proposed and baseline methods using 5-fold cross-
validation. The patients and their labels are divided equally into five groups. Four of these
groups are used to train the classifiers, while the remaining group is used for evaluation
purposes. This process is repeated five times to ensure that all data are tested once. The
models are implemented using the PyTorch framework and trained using an NVIDIA RTX
4090 GPU with 24GB memory.

The hyperparameters considered in this study include the mapping dimension of the first
fully connected layer, the dimension of the hidden state, the number of LSTM layers, and
the batch size. Dropout was employed as a regularization technique in order to mitigate
overfitting. It randomly zeros out a portion of neuron activations during training in neural
networks. The model was trained using the Adam optimizer with an initial learning rate of
0.005. Dropout and learning rate values were also treated as hyperparameters. A learning
rate schedule based on plateau [50] is applied during the model training. The hyperparameter
search is conducted using Bayesian optimization [51], which offers the advantage of effi-
ciently exploring the search space by leveraging prior knowledge and adaptively selecting
new points for evaluation. This approach leads to faster convergence and improved perfor-
mance compared to grid search. The loss function employed in this study is cross-entropy.

For feature dimension, we select 44 irregularly sampled laboratory and vital features.
Additionally, we incorporated several demographics, including gender, age, ethnicity, and
type of first ICU unit. We applied the one-hot method to convert these static feature values
into a vector format. Consequently, a structured data features vector of size 58 is obtained.
By concatenating representations from the last hidden layer, we obtained a vector of size 768,
which further expanded to a final feature vector of size 826 after incorporating structured
data features. Subsequently, this vector was inputted into an LSTM-based model for sepsis
prediction. The schematic diagram of the proposed model is illustrated in Fig. 1.
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5 Results

We first conduct a human evaluation to verify the high quality of summaries generated by
ChatGPT. Then, we perform experiments on our dataset to further test our model’s perfor-
mance. Finally, we carried out an ablation study and analyzed the experimental results in
detail.

5.1 Human evaluation

To ensure readability and verify the faithfulness of the content generated by ChatGPT, we
invited the expertise of two professional ICU doctors to conduct a human evaluation of the
generated content. We refrained from utilizing automated metrics for summarization fields
due to previous studies [16, 21] demonstrating their inadequacy in evaluating prompt-based
summaries. Human evaluation is regarded as the most efficient approach to assess the content
generated by LLMs. Figures 4 and 5 present two examples of reports generated by ChatGPT
that summarize clinical notes.

Figure 4 illustrates the generated report by ChatGPT and elucidates the abbreviations
of medical terms found in the original clinical note. Furthermore, Fig. 5 illustrates that the
generated report effectively eliminates a significant amount of extraneous information not
pertinent to the diseases discussed in the original note. Importantly, the generated content
remains highly faithful to the original text, accurately capturing the information within the
clinical notes. To ensure generality, we conducted a random selection of 100 reports gen-
erated by ChatGPT, along with their corresponding original notes, for human evaluation by
ICU doctors. Doctors all expressed satisfaction for the generated reports, affirming that the
summary content provided by ChatGPT effectively encompassed the essential information
found in the original clinical notes.

Furthermore, we examined how limiting the length of content in the prompt affects the
quality of report generation (Fig. 6). Three distinct prompts were chosen, requiring summa-
rization of provided clinical notes within word limits of 15, 30, or 45, alongside an unrestricted
prompt used in our study: "Summarize the following clinical notes". Figure 6 demonstrates
that limiting the generated report to 15 or 30 words resulted in poor quality and omitted
disease-related content. Limiting the generated report to 45 words covers the original con-
tent but lacks an explanation for abbreviations, resulting in poor readability. Not limiting
the length of the generated report allows correct interpretation of abbreviations (e.g., "F" as

Original Clinical Note:

62 F admitted with moderate rt. sided effusion. During thoracentesis on the floor, Pt. coughed up blood, low sats,
transferred to MICU, intubated for airway protection and insertion of endobronchial blocker. Currently wedged in
rt. lower lobe and locked at 52 mark at adpter. DO NOT SUCTION TONIGHT. History of pulmonary HTN.

Fig.4 Example of ChatGPT generated report. "F" and the medical abbreviation "HTN" are correctly interpreted
as "female" and "hypertension"
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Original Clinical Note:

[**2119-6-7**] 5:18 PM

CHEST PORT. LINE PLACEMENT Clip # [**Clip Number (Radiology) 12024**]
Reason: new CV Admitting Diagnosis: HYPOTENSION

[**Hospital 2**] MEDICAL CONDITION: 55 year old woman with shock, renal failure, new L CVL REASON
FOR THIS EXAMINATION: new CVL

WET READ: LLTc WED [**2119-6-7**] 7:29 PM
New left 1J catheter terminating at the upper SVC. Unchanged position of right IJ, ET tube, and OG tube. Slightly
increased pulmonary vascular congestion. Small left pleural effusion.

FINAL REPORT AP CHEST 5:15 [**Initials (NamePattern4) **] [**6-7**]
HISTORY: Shock. Renal failure. New central venous line.

IMPRESSION: AP chest compared to [**6-6**]:

ET tube is in standard placement. Nasogastric tube passes below the diaphragm and out of view. Left internal
jugular line ends in the upper SVC and right internal jugular line in the lower Lung volumes are lower
exaggerating mild pulmonary edema and reflecting or causing increasing bibasilar atelectasis. Pleural effusions
are presumed but not large. No pneumothorax. Healed left posterior rib fractures noted. Heart size normal.

Fig. 5 Example of ChatGPT generated report. The noise in clinical notes, including non-disease related
numbers, times, underscores, and more, is eliminated, and the report generated by ChatGPT is faithful to the
original clinical note

"female," "MICU" as "Medical Intensive Care Unit," and "HTN" as "hypertension"). This
enhances readability and maintains faithfulness to the original clinical note.

5.2 Classification result

The primary performance metric is the AUC score, which evaluates the model’s ability to
differentiate between sepsis and non-sepsis patients. Additionally, metrics such as specificity
and accuracy were employed for further analysis of the model performance. Accuracy quan-
tifies the model’s proficiency in correctly identifying patients, while specificity gauges its
capability to accurately identify patients without sepsis.

Firstly, we conducted a comparative analysis between our proposed method and baselines
for sepsis prediction. The ROC curve of our method, specifically focusing on the early
prediction of sepsis four hours in advance, was plotted against these baselines and clinical
scoring systems. Analysis of the ROC curve demonstrates that our proposed method achieved
the highest AUC value of 0.93 (95% CI, 0.92-0.93) for predicting sepsis onset 4 hours in
advance (Fig. 7). In Fig. 7, the horizontal and vertical coordinates represent the false positive
rate (FPR) and true positive rate (TPR), respectively. These coordinates specifically depict the
proportion of negative samples erroneously classified as positive (FPR) and the proportion
of positive samples accurately identified as positive (TPR). The larger the area between the
horizontal and vertical coordinates on the AUC curve, the better the performance of the model
in the classification task. So it is evident that our method outperformed the baselines and the
accuracy rates typically reported by human-based scoring methods, such as SIRA, SOFA,
qSOFA, and MEWS, as indicated in previous studies [4].
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Original Clinical Note:

62 F admitted with moderate rt. sided effusion. During thoracentesis on the floor, Pt. coughed up blood, low sats,
transferred to MICU, intubated for airway protection and insertion of endobronchial blocker. Currently wedged in
rt. lower lobe and locked at 52 mark at adpter. DO NOT SUCTION TONIGHT. History of pulmonary HTN.

<Prompt>: Summarize the following clinical notes and limit the generated content to 15 words.
Generated report:

62F admitted with right-sided effusion, developed complications during thoracentesis, required intubation and
endobronchial blocker insertion.

<Prompt>: Summarize the following clinical notes and limit the generated content to 30 words.
Generated report:

62-year-old female admitted with moderate right-sided effusion. Complications during thoracentesis required
transfer to MICU, intubation, and endobronchial blocker insertion. No suction tonight.

<Prompt>: Summarize the following clinical notes and limit the generated content to 45 words.
Generated report:

62F admitted with moderate right-sided effusion had complications during thoracentesis, including hemoptysis
and low oxygen saturation. Transferred to MICU, intubated, and received endobronchial blocker. Currently
wedged in right lower lobe at 52 mark on adapter. No suction tonight. History of pulmonary HTN.

Fig.6 Example of the impact of varied prompts on the quality of ChatGPT generated reports

Table 3 displays the AUC score, accuracy, specificity, and sensitivity obtained by our
method and baselines in this experiment for prediction windows of 4 h, 6 h, and 12 h. The
results demonstrate that our method consistently achieves the highest AUC score across all
prediction windows. However, as the prediction window increases in duration, the AUC score

1.0
ey
0.8 o s
e | SOFA
SIRS
206 .
= SOHA
=
w
n SVM (arka = 0.82)
—— Resnet (drea = 0.82)
—— DSPA (area = 0.86)
0.2 ' 7 Time-phAsed (area = 0.87)
MGP-KNN (area = 0.89).
F—— LSTM (area = 0.91)
0.0 I = _Qurs (area=10.93).
0.0 0.2 0.4 0.6 0.8 1.0

1 - Specificity

Fig. 7 ROC curve for 4 h prediction before sepsis onset. The ROCs represent the performance of the early
prediction algorithm at 4 h prior to the onset of sepsis. “qSOFA”, “SIRS”, “MEWS?”, and “SOFA” represent
the TPR and FPR from these methods employed by physicians in prior studies at 0-4 h prior to the onset of
sepsis
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Table 3 The classification result of our model and baselines

Method

AUC(95% CI1)

Acc(95% CI)

Spec?(95% CI)

4 h before sepsis
SVM [11]

Resnet [46]

DSPA [47]
Time-phAsed [48]
MGP-AttTCN [49]
LSTM [9]

Ours

6 h before sepsis
SVM [11]

Resnet [46]

DSPA [47]
Time-phAsed [48]
MGP-AttTCN [49]
LSTM [9]

Ours

12 h before sepsis
SVM [11]

Resnet [46]

DSPA [47]
Time-phAsed [48]
MGP-AttTCN [49]
LSTM [9]

Ours

0.82(0.79, 0.85)
0.82(0.80, 0.83)
0.86 (0.83, 0.89)
0.87 (0.85, 0.89)
0.89 (0.88, 0.90)
0.91(0.91, 0.91)
0.93 (0.92, 0.93)

0.80 (0.77, 0.84)
0.78 (0.76, 0.81)
0.84 (0.83, 0.85)
0.84 (0.83, 0.87)
0.86 (0.86, 0.86)
0.89 (0.87, 0.90)
0.92 (0.92, 0.93)

0.74 (0.69, 0.80)
0.76 (0.74, 0.77)
0.83(0.81, 0.84)
0.82(0.80, 0.83)
0.84 (0.83, 0.85)
0.88 (0.84, 0.89)
0.92 (0.91, 0.93)

0.69 (0.64, 0.75)
0.65 (0.64, 0.67)
0.78 (0.77, 0.83)
0.71 (0.66, 0.76)
0.87 (0.86, 0.89)
0.92 (0.90, 0.92)
0.92 (0.91, 0.92)

0.66 (0.61, 0.73)
0.62 (0.58, 0.65)
0.71 (0.65, 0.73)
0.69 (0.65, 0.70)
0.83(0.80, 0.84)
0.88 (0.87, 0.88)
0.90 (0.89, 0.90)

0.59 (0.54, 0.63)
0.58 (0.57, 0.60)
0.68 (0.63, 0.70)
0.64 (0.62, 0.67)
0.80 (0.78, 0.83)
0.87 (0.87,0.87)
0.91 (0.89, 0.93)

0.73 (0.69, 0.80)
0.71 (0.69, 0.74)
0.79 (0.76, 0.84)
0.74 (0.72, 0.77)
0.78 (0.75, 0.81)
0.88 (0.87, 0.90)
0.89 (0.88, 0.90)

0.69 (0.64, 0.76)
0.67 (0.61, 0.70)
0.74 (0.71, 0.79)
0.70 (0.68, 0.72)
0.71 (0.67, 0.74)
0.86 (0.84, 0.94)
0.88 (0.87, 0.89)

0.63 (0.54, 0.68)
0.63 (0.58, 0.67)
0.70 (0.67, 0.77)
0.67 (0.64, 0.71)
0.69 (0.67, 0.74)
0.84 (0.79, 0.87)
0.86 (0.83, 0.88)

* Significant value is boldfaced

! 'We evaluated the confidence intervals of the test set results by doing bootstrapping [52] and 95% confidence
intervals were obtained by resampling the result of the test set K times with replacements (K=1000 in this
study)

2 Calculated at 0.80 sensitivity

of our method decreases from 0.93 (95% CI, 0.92-0.93) for the 4 h prediction window to
0.92 (95% CI, 0.91-0.93) for the 12 h prediction window. Notably, our method exhibits a
higher specificity of 0.89 (95% CI, 0.86-0.91) at the 4 h prediction window when compared
to the LSTM’s specificity of 0.88 (95% CI, 0.86-0.89) and MGP-AtTCN’s specificity of
0.78 (95% CI, 0.75-0.81). This outcome aligns with the calculated AUC scores, which serve
as measures of sensitivity and specificity. Additionally, our method demonstrates superior
accuracy compared to all baselines for prediction windows of 4 h, 6 h, and 12 h. We also
conducted comparisons with other state-of-the-art methods, and the results of these compar-
isons are presented in Table 4. Considering that a majority of these methods primarily target
predicting sepsis six hours in advance, we assessed the performance of our approach against
them specifically at the six-hour mark for fairness. Experimental findings demonstrate the
consistent superiority of our approach over the compared methods in predicting sepsis six
hours ahead.
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et predreton methosin g Method AuC Ace Spee

hours before sepsis DSPA [47] 0.84 0.71 0.74
Time-phAsed [48] 0.84 0.69 0.70
MGP-AHTCN [49] 0.86 0.83 0.71
Liu et al. [53] 0.83 - 0.76
DFSP [5] 0.89 0.80 0.80
SofaNet [54] 0.92 - -
Ours 0.92 0.90 0.88

We also compared the summary reports generated by ChatGPT with reports generated by
different summarization models. We selected the SOTA summarization models TO [23] and
BRIO [22] as comparison models, and the results of the experiment are shown in Fig. 8. To
ensure a fair comparison, we opted for the versions of TO and BRIO that were accessible
during our research and employed an identical prompt. We independently employed the sum-
mary reports generated by these three models in the early prediction of sepsis. Experimental
findings demonstrate that the summary reports generated by ChatGPT consistently outper-
form the others. In essence, the quality of ChatGPT-generated summary reports exceeds
that of the comparative models. TO and BRIO yielded similar outcomes, closely mirroring
those achieved without the application of summarization models. This phenomenon may be
explained by the fact that TO and BRIO were originally designed for news summarization
and may not be ideally suited for clinical notes summarization. This reinforces the robust
capabilities of ChatGPT in the field of clinical notes summarization.

Furthermore, for enhanced validation of Clinical BERT’s effectiveness, we employed the
classic term frequency-inverse document frequency (TF-IDF) method as an alternative for
contextualized embedding representations of ClinicalBERT. In TF-IDF embedding, the value
of a word increases proportionally with its frequency within a document but is inversely
adjusted by the number of documents containing that word. After excluding terms with
unusually high or low frequency, we constructed a term-frequency matrix consisting of 1668
distinct medical terms. We conducted experiments on two NLP models using independent

[ ChatGPT
%2 BRIO

TO
0.9
0.86 085 0.860.86  0.86

0.8 0.79 0.79
0.7 4

0.6

AUC Ace Spec AUC Ace Spec AUC Ace Spec
4 h before sepsis 6 h before sepsis 12 h before sepsis

Fig.8 Comparison of prediction performance of different summarization models. The prediction performance
of using ChatGPT-generated reports outperformed other models at the 4 h, 6 h, and 12 h prediction window
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Fig. 9 Comparison of prediction performance of two NLP models. The prediction performance of Clinical-
BERT outperformed TF-IDF at the 4 h, 6 h, and 12 h prediction window

test sets to predict sepsis early within 4 h, 6 h, and 12 h prediction windows. The experimental
results are presented in Fig. 9. The prediction outcomes achieved using ClinicalBERT for
clinical note representation outperformed those obtained using TF-IDF across the 4 h, 6
h, and 12 h prediction windows. This superiority can be attributed to the limitations of
TF-IDF, which represents all potential meanings of a word as a single vector and fails to
disambiguate word senses based on contextual information and model negatives. In contrast,
Clinical BERT provides context-sensitive embeddings for each word in a given sentence,
enhancing its predictive capabilities.

To assess the impact of processing text using ChatGPT on experimental results, we con-
ducted an ablation study, and the results of this study are presented in Table 5. The findings
presented in Table 5 reveal that the utilization of unstructured data alone leads to the low-
est performance in each time window, which aligns with real-world clinical practices. In
actual clinical operations, unstructured data serves as a supporting tool for doctors to assess
a patient’s condition, while the primary focus lies on structured data, such as vital signs,
for determining the patient’s condition. While the performance of using both clinical notes
and structured data without employing ChatGPT surpasses that of using only structured
data, our proposed method outperforms it in each scoring metric for the prediction win-
dows of 4 h, 6 h, and 12 h. Specifically, when predicting sepsis four hours in advance,
utilizing summary text with ChatGPT (Model IV 0.93, 95% CI, 0.92-0.93) resulted in a 2%
improvement in AUC score compared to not employing ChatGPT (Model III 0.91, 95% CI,
0.90-0.93). This result provides evidence that the inclusion of noise in the clinical note, such
as abbreviations and non-disease-related content, has a significant impact on the model’s
predictions. Moreover, it confirms that ChatGPT successfully eliminates the noise present in
the original clinical note and the generated summary report is faithful to the original clinical
note.

Specifically, we also report the results obtained at O h prior to sepsis onset. Predictions
within this time frame remain meaningful due to the potential delay between sepsis occur-
rence and the corresponding diagnosis. This delay can arise from the time required for
laboratory tests to be conducted and results to be processed, which can span several hours
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Table 5 The results of the ablation study

Method AUC(95% CI) Acc(95% CI) Spec5 (95% CI)
0 h before sepsis

Model I! 0.93 (0.93, 0.94) 0.92 (0.91, 0.92) 0.91 (0.87, 0.92)
Model 112 0.76 (0.75, 0.78) 0.71 (0.69, 0.72) 0.73 (0.70, 0.75)
Model I3 0.92 (0.92,0.93) 0.90 (0.90, 0.91) 0.90 (0.89, 0.92)
Model TV# 0.93 (0.93, 0.94) 0.91 (0.91, 0.92) 0.89 (0.88, 0.90)

4 h before sepsis
Model I

0.91 (0.91, 0.91)

0.89 (0.89, 0.89)

0.86 (0.84, 0.87)

Model 11 0.80(0.78, 0.83) 0.76 (0.74, 0.76) 0.77 (0.76, 0.78)
Model 111 0.91 (0.90, 0.93) 0.88 (0.87, 0.89) 0.88 (0.86, 0.89)
Model IV 0.93 (0.92, 0.93) 0.90 (0.89, 0.90) 0.89 (0.88, 0.90)

6 h before sepsis
Model I

0.89 (0.89, 0.90)

0.89 (0.88, 0.89)

0.83 (0.80, 0.85)

Model II 0.83(0.82,0.83) 0.80 (0.78, 0.81) 0.79 (0.78, 0.82)
Model III 0.91 (0.90, 0.92) 0.89 (0.89, 0.90) 0.86 (0.82, 0.88)
Model IV 0.92 (0.92, 0.93) 0.90 (0.89, 0.90) 0.88 (0.87, 0.89)
12 h before sepsis

Model I 0.88 (0.87, 0.90) 0.86 (0.84, 0.87) 0.75 (0.73,0.77)
Model I 0.83 (0.81, 0.85) 0.81 (0.80, 0.83) 0.79 (0.79, 0.83)
Model III 0.91 (0.90, 0.92) 0.89 (0.87, 0.90) 0.83(0.77,0.87)
Model IV 0.92 (0.91, 0.93) 0.91 (0.89, 0.93) 0.86 (0.83, 0.88)

! Refer to the use of solely structured data

2 Refer to the use of solely unstructured data

3 Refer to the use of both clinical notes and structured data without ChatGPT

4 Refer to the use of both the ChatGPT generated clinical notes and structured data
5 Calculated at 0.80 sensitivity

[10]. Interestingly, our observations indicate that the use of structured data alone (Model
I) achieves the best performance across all the evaluation metrics, while using unstructured
data alone (Model II) yields the poorest performance. Even within the 0 h prediction window,
our method (Model IV) exhibits an AUC score equivalent to that of using only structured
data (Model I) and outperforms Model III in all evaluation measures. This finding suggests
that as the onset of sepsis approaches, structured data increasingly reflect the patient’s health
status, making unstructured data less influential, which aligns with the conclusion drawn by

[8].

6 Discussion

Prior research and medical practice [55] have demonstrated the challenges associated with
early sepsis detection, as sepsis patients are susceptible to rapid deterioration. Therefore,
timely diagnosis is crucial in sepsis management. Accurate early prediction of sepsis can
significantly improve the survival rate of septic patients and reduce hospital costs. Our
LLMs-assisted deep learning algorithms have the potential to facilitate early sepsis detec-
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tion, enabling clinicians to intervene and manage sepsis patients more effectively. Our study
demonstrated that our method outperformed all baseline models and clinical score systems
in predicting sepsis onset within 4 h, 6 h, and 12 h windows. Notably, the ablation study
demonstrated that our method exhibited a performance improvement of 2% (0.93, 95% CI,
0.92-0.93) when predicting sepsis four hours in advance, surpassing the results obtained
by utilizing only structured data (0.91, 95% CI, 0.91-0.91) and unstructured data without
ChatGPT summary and structured data (0.91, 95% CI, 0.90-0.93). Furthermore, our method
significantly outperformed traditional clinical scoring systems. This additional lead time in
sepsis alert provides greater opportunities for physicians to commence treatment, thereby
lowering mortality and cost.

We utilized ChatGPT to polish the noise contained in clinical notes and summarize the
clinical notes. The resulting report was then used to generate patient-level representations
using clinical BERT, which were subsequently combined with structured data for sepsis early
prediction. This approach yields improved results compared to not employing ChatGPT for
processing clinical notes in order to achieve earlier sepsis prediction. To ensure the readability
and faithfulness to the original notes of the content generated by LLMs like ChatGPT, we
invited an expert ICU doctor to conduct a human evaluation of the reports generated by
ChatGPT. The physician expressed satisfaction with the generated report, noting its high
readability and faithfulness to the original clinical notes. Moreover, the generated report
effectively captures the disease-related information from the original clinical note.

As expected, we achieved the best performance by utilizing only structured data to predict
sepsis at the O h prediction window, which is consistent with prior study [8]. The findings
indicate that as the onset of sepsis approaches, measurable symptoms, such as decreased
blood pressure values, become evident in the structured variables. However, in this case,
incorporating clinical notes yields only marginal improvements in prediction accuracy, given
that the structured variables encompass the majority of sepsis symptoms. From a different
perspective, our results in turn demonstrate the high quality of ChatGPT summaries. Given
the inadequacy of existing automatic metrics in assessing the quality of content generated
by LLMs [21], employing the generated content for downstream tasks and subsequently
evaluating the quality of the generated content based on experimental results may offer
an alternative approach for assessing the performance of LLMs in specific domains. This
presents an interesting prospect.

However, this study has several limitations. Since our model is not end-to-end, additional
resources and time are still consumed in the data preprocessing phase. Therefore, in future
work, we will combine the whole data preprocessing stage with model training to construct a
complete end-to-end prediction model to improve the timeliness of diagnosis. In light of time
constraints, we have employed a traditional time series prediction model in this manuscript. To
determine whether a BILSTM-derived variant model can yield improved prediction results,
further experiments are required. In future research, we will enhance the models employed
in this manuscript and incorporate the unique attributes of medical data to enhance the early
predictive accuracy of sepsis.

In conclusion, our approach has revealed the potential of LLMs in processing medical
data and has demonstrated superior performance in predicting downstream tasks associated
with sepsis compared to the baselines, which enables more time for sepsis intervention and
management. Notably, our method can be easily applied to other tasks such as the prediction
of morbidity and mortality of other diseases.
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7 Conclusion

In this paper, we propose an LLMs-based deep learning algorithm for early sepsis prediction.
We employ ChatGPT to denoise and summarize clinical notes, and then use the generated
reports in combination with structured data to feed into an LSTM-based model for early sep-
sis prediction. Experimental results show that the proposed method outperforms traditional
models and clinical scoring systems. Moreover, we conducted a comprehensive analysis of
the impact of different prompts on the report generated by ChatGPT and performed a human
evaluation of the generated reports. Experimental results show that in the domain of clinical
note summarization, not limiting the length of ChatGPT generated report will achieve better
results. Furthermore, ICU doctors perceive the generated summary reports as readable, faith-
ful to the original notes, and accurately capture the information within the original clinical
notes.
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