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Abstract

PANet is widely used in various object detection tasks due to its powerful feature expression
ability. However, PANet’s performance in complex scenarios is subpar, with frequent object
omission or misidentification. We find that the reason for this phenomenon is that the receptive
field of PANet can’t cover sufficient feature information, to deal with drastic changes of source
object size. In order to solve this problem, this paper adopts dilated convolution technology
and applies it to each parallel branch directly following the PANet network. This method can
effectively represent the feature information of objects at different scales by integrating the
information from small and large receptive fields into a new feature output. We also introduce
residual structure to circumvent the network degradation caused by excessive convolutions.
By combining the above methods, we build a new module named PANetW (PANet with
Wider Receptive Fields). Taking YOLOX-S as the baseline, we comprehensively evaluated
the proposed module PANetW on two datasets, VOC2007 and MSCOCO2017. The test
results show that our PANetW achieves a high level of mean average precision (AP). On the
VOC2007 dataset, the AP of our PANetW improves by 4.9% to 43.0%; on the MS COCO2017
dataset, the AP of PANetW is as high as 44.3%, far exceeding the current mainstream modules.
The experimental results fully demonstrate the effectiveness of our module.

Keywords Object detection - Receptive fields - Objects of different scales - Dilated
convolution - Residual structure
1 Introduction

Object detection is an important and challenging task in computer vision. Its purpose is to
detect as many target objects as possible, classify the target objects, and divide the target
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object domain frames. This task plays an important role in various industries, such as video
surveillance, robotics, and drone scene analysis. With the help of deep convolutional neural
network learning, researchers have proposed a variety of detection frameworks to accomplish
this task, such as RCNN [9, 10, 26], SSD [22] and YOLO [1, 7, 13, 14, 16, 23-25, 31]series.

The YOLO series is a representative framework for pursuing the best trade-off between
speed and accuracy. Among them, YOLOX [7] plays a pivotal role in the field of object
detection because of its obvious advantages in speed and accuracy. According to the original
intention of the YOLO series, YOLOX integrates many advanced technologies in the field of
object detection, such as decoupled head, Anchor-Free, adaptive label assignment strategy,
and provides models with different parameter scales for users to choose flexibly. As time
goes by, more and more people use YOLOX, and further improvements have been made to
YOLOX, such as PP-YOLOE [34], YOLOCa [6]. There is no doubt that YOLOX is one of
the current excellent models.

The way of information propagation in a neural network is very important. YOLOX uses
PANet [21], uses the weight sharing of its neural network to extract image features, and
integrates image features at different scales to obtain multiple better features. PANet is an
enhanced version of FPN [19], which shortens the information path between the bottom
and top features by fusing the bottom-up and top-down paths, and successfully avoids rigid
matching of target size and network depth. Thus, the representation capability of the backbone
network is enhanced. Therefore, PANet has become one of the most popular feature fusion
structures.

Although, YOLOX-L won the first place in the Streaming Perception Challenge on WAD
2021. However, when we use YOLOX-L, we find that the average inference time is as high
as 15.18ms, and the number of parameters is large and the floating point operation is many.
However, the limited memory and computing resources of mobile devices are often not
available for large-scale network. And the datasets are often difficult to collect in practical
applications. This limits its applicability to devices. Therefore, in most real-life applications,
people tend to use YOLOX-S. However, the experiments in this paper found that in complex
scenes, the object detection capability of YOLOX-S would be affected, and the accuracy
of YOLOX-S would drop rapidly. The ultimate reason is that receptive fields obtained by
YOLOX-S using PANet has limitations and the target scale range is not flexible enough
to handle the object detection scenarios with drastic changes in target size. As mentioned
by Yanghao Li [17], the network is sensitive to receptive fields when measuring targets of
different sizes. When this paper tries to use YOLOX-S to process the PASCAL VOC2007
[5] dataset, it is realized that this problem urgently needs to be solved.

In order to solve the above problems, this paper proposes PANetW (PANet with Wider
Receptive Fields). While further expanding the range of PANet’s receptive fields, it also
retains the advantages of PANet supporting feature fusion at various scales to generate
enhanced multi scale features. The specific module is as follows: Firstly, this paper uses
dilated convolution to expand receptive fields without losing resolution, so that receptive
fields grow exponentially; Secondly, we use a residual structure to superimpose the compu-
tational results of the inflated convolution with the original output, thus solving the problem
of network degradation caused by the increase in network depth. At the same time, the use
of the residual structure can not lose the detection accuracy of small targets, and can also
combine the better semantic information obtained by the large receptive fields with the pre-
cise positioning information obtained by the small receptive fields, thereby improving the
semantics and positioning accuracy of the network. The results show that using PANetW
instead of PANet can significantly improve the performance of YOLOX.

The main contributions of this paper are as follows:
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e We propose an innovative module called PANetW by combining dilated convolution
technology with PANet, which not only preserves the resolution but also expand the
model’s receptive field. This module can effectively address the issue of drastic changes
in target size in complex scenes when it is applied to object detection.

e We also propose an optimization method that combines our PANetW module with residual
structure, effectively addressing the problem of network degradation caused by deepening
the network, and further improving the success rate of object detection.

e Based on YOLOX-S, we conducted comprehensive experiments on the PASCAL
VOC2007 and MS COCO2017 datasets, verifying the effectiveness of PANetW.

This paper focuses on the lightweight model YOLOX-S. If there is no specific description
of YOLOX in the follow-up paper, the uniform default YOLOX-S. Code is available at https://
github.com/ChenRan2000/PANetW.

The subsequent organization of this paper is as follows: Section 2 provides background
knowledge about receptive fields and network degradation. Section 3 describes the improved
method PANetW in detail. Section 4 gives the experimental results of this paper. Section 5
concludes the paper.

2 Related work

Feature pyramid [19] is a staple in areas such as object detection and image segmentation.
In the realm of artificially intelligent research, Feature Pyramid proposal has sparked lively
discourse and garnered substantial interest, sparking renewed passion for exploration.Feature
Pyramid technique skillfully merges backbone network derived features across varying
scales, creating detailed and adaptive visual info representations. It remains an active area of
inquiry within academia today. Academics have mostly focused on two areas when delving
into Feature pyramids - modifying the network’s feature fusion method [8, 21, 30, 36] or
adjusting its module [20, 37]. The main obstacles they face here are a restricted receptive
field and the potential for degradation within the network.

2.1 Receptive fields

According to Karan [15], each of the generative models must complete a task: to extract
semantic information from the input and generate a meaningful output. Therefore, the impor-
tance of the receptive field that model features can perceive is self-evident. Most object
detection tasks require larger receptive fields. For example, in image classification tasks, the
final receptive fields must be larger than the target area in order to effectively detect the target.
There are many ways to increase network receptive fields. SPP (Spatial Pyramid Pooling)
[11], a milestone in the object detection field, compresses the features through the MaxPool
layer, and then fuses features through the residual structure to increase its receptive fields and
avoid repeated extraction of image features. So that it can save computing costs. Since the
proposal of SPP, researchers have followed this direction all the way. On this basis, the author
of YOLOVS5 [13] changes the original parallel connection to serial connection by changing
the MaxPool layer connection method, resulting in a faster SPPF. YOLOv6 [16] also con-
tinues to follow the steps of the predecessor, changing the original activation function from
SiL.U to ReLU, which makes the speed even faster. Li names it as SimSPPF. The recent pop-
ular YOLOvV7 [31] also continues to use this framework, but adds two convolutional layers
after the MaxPool layer to expand receptive fields, and names it as SPPCSPC. Although the
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number of parameters and calculation of SPPCSPC has been greatly increased, its perfor-
mance is significantly better than SPPF. This further shows that receptive fields of the current
network structure design may generally have a problem of insufficient range. At present, the
most popular modules like SPP, SPPF, SimSPPF and SPPCSPC, all use the MaxPool layer
to increase receptive fields. But this method would also severely reduce feature resolution
and loss image detail information. If you want to expand the receptive fields of the mod-
els, the above methods have some limitations. Using dilated convolution is a good solution
to these limitations. DeepLabv2 [3] proposes ASPP. ASPP uses four dilated convolutional
layers with different dilation factors in parallel to capture image information at different
resolutions, fuse multiscale information, and successfully obtain more robust results. Then,
TridentNet [17] uses three branches of the dilated convolution with different dilation factors,
and each branch creates a size-specific feature map to identify objects of different sizes.
In addition to the above methods, there are other methods that can also increase the recep-
tive field. For example, MiSoNet [35] used deep separable convolution in parallel through
a multi-level feature integration module and a deep convolutional residual encoder, which
further expands the scale range of the receptive field. Zhou [38] also solved this problem by
improving the model label assignment strategy. He upgraded the model backbone and feature
fusion method by using the shortest-longest gradient strategy and self-attention mechanism
in the model respectively, and named the new model YOLO-NL.In the process of research,
different researchers proposed a variety of solutions for different application scenarios. For
example, in the process of studying the significant object detection of light fields, Wang et al.
[33] creatively embedded the Transformer into the light-field network, so that each pixel can
obtain a larger receptive field, thus improving the effect of feature representation.In the pro-
cess of studying pedestrian perception and vehicle perception, Alan [29] conducted in-depth
research on the dataset. In order to improve the accuracy of the model, he added a synthetic
dataset he created to the training dataset, which could expand the scope of the dataset and
obtain better results.

2.2 Network degradation

Each layer of the neural network corresponds to extracting different sizes of feature informa-
tion. Under certain conditions, deeper networks generally work better than shallow networks.
However, when the network is too deep, it is likely to encounter problems such as slow con-
vergence, over-fitting, gradient disappearance, and gradient explosion. Take VGG [27] as an
example, as the network depth increases, the accuracy may be saturated and then degrade
rapidly. This is not caused by over-fitting. Because the over-fitting is manifested by a small
error in the training set and a large error in the test set. But when this happens, both the
training set and the test set perform worse than the shallow network. This is called network
degradation. How can we deepen network layers without causing gradient disappearance?
Highway Network [28] introduces a transform gate mechanism based on the traditional neu-
ral network. So that Highway Network can keep part of the input unchanged according to the
data characteristics, and the other part of the input is processed in the same way as a general
feed-forward neural network. It can skip useless layers, and speed up information transfer.
Highway Network can be better iteratively optimized, and the convergence speed is faster.
Since then, Kaiming He believes that Highway Network relies on data and uses parameters.
When the selected data characteristics are not reasonable enough, the Highway Network will
fail. Furthermore, there is no improvement in accuracy when the depth is greatly increased.
Residual structure [12] comes into being. Residual structure is designed to enable the network
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to have the capability of identity mapping, while deepening the network, to ensure that the
deeper networks and the shallower networks have the same impact on the output. Different
from Highway Network, Residual structure implements identity mapping, so that data can
flow across layers. It allows the model itself to have a more flexible structure, so that the model
can choose whether to do more convolution and linear transformation, or more inclined to
do nothing in each part during the training process. The model can adapt to its own structure
during training. And the residual structure also achieves accuracy improvement after the
network depth is extremely deepened. Residual structure has made great achievements in the
neural network industry, and it can be seen in many subsequent models.

3 Methods

In object detection tasks, detecting objects of various scales is always challenging. Many
aspects of network design, such as sampling rate, network depth, receptive field, etc., may
affect the performance of object detection. This paper deeply studies the receptive field
problem of PANet used in YOLOX. During the experiment, it is found that the receptive
field extracted by PANet has a limited range of scales and cannot fully match the different
receptive fields of various targets, which affects the performance of cross-scale detection
objects. In complex scenarios, the detection effect is not good.

To further solve this problem, this paper proposes PANetW. As shown in Fig. 1, the left
side of the comparison chart is YOLOX using PANet, and the right side is YOLOX using
PANetW. It can be clearly seen that the precision of the detection frame using PANetW is
generally higher than that using PANet. After observing the knife in Fig. 1a and comparing
the detection effect, it is found that YOLOX using PANet can only detect a portion of the
knife due to the insufficient receptive field, and cannot detect the overall structure of the knife.
Figure 1b in the PANet detection effect drawing shows the repeated detection of the target
bed. The main reason is that the features obtained by PANet, in which the small receptive field
detection frame does not combine enough receptive field information. The network structure
identifies the mattress of the bed while detecting the bed’s overall structure. However, the
small receptive field detection frame provides an additional detection frame for this bed,
which results in redundant detection. The missed detection of the keyboard in the diagram
on the right side of Fig. 1c is also one of the manifestations of insufficient PANet receptive
field range. The designed framework for using PANetW on YOLOX is shown in Fig. 2.
First, we perform 1 x 1 convolution operations on the branches of PANet with 512 channels,
256 channels, and 128 channels respectively. Then, we use the Batch Normalize and SiLU
modules in sequence to perform fine semantic processing on the output features of PANet.
Finally, we input the processed results into our dilated block. In this section, this paper will
describe the PANetW structure in detail.

3.1 Dilated convolution

In this study, we found that the range of receptive fields extracted by PANet only covers
a limited scale range and cannot flexibly cope with scenarios where the size of the target
changes sharply. If the target object does not match the scale of the receptive field, the
performance will be degraded. To make up for this shortcoming, we need to generate output
features with multiple receptive field sizes. The traditional solution is to repeatedly use down-
sampling and large-stride convolutional layers in network architectures, but this approach
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(b) The image on the right(PANetW) successfully eliminates the false detection of the bed on the
left(PANet).

(c) The right figure(PANetW) successfully makes up for the missing detection of laptop in the left
figure(PANet).

Fig. 1 Comparison of detection results between the module PANetW (right) and the original module PANet
(left)

results in a significant reduction in the spatial resolution of feature maps. However, studies
have shown that dilated convolution exhibits extremely high performance in reducing the loss
of accuracy caused by the use of convolution [20, 22]. Compared with ordinary convolution,
dilated convolution can expand the receptive field by increasing the size of the convolution
kernel, so its number of parameters is less than that of ordinary convolution. However,
dilated convolution adds holes in the convolution kernel, which increases the interval of the
convolution kernel, so it can receive more context information, and realizes receptive field
expansion. This is very beneficial for tasks that require a lot of context information, such
as entity naming. It can increase the receptive field of the network structure well without
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PANetW

_ G512 - Dilated ‘ ———  Decouple head ’
Block

| ﬂ) . Dilated ‘_% Decouple head ’
Block .y

Input

128 l . Dilated . Decouple head ’
Block

' : 1x1 ordinary convolution l : Batch Normalization :SiLU

Fig.2 Network structure figure of PANetW used in YOLOX. C indicates the number of channels. N indicates
that N Dilated Block are used continuously

losing accuracy. Ordinary convolution usually requires operations such as pooling to reduce
dimensionality, but this will lead to loss of information, while dilated convolution can avoid
loss of information by reducing the number of holes. Therefore, we recommend using dilated
convolution to solve the problem of insufficient receptive fields (Fig. 3).

Dilated convolution is an adjustable convolution kernel, and its hyper-parameter S controls
the interval between elements to S — 1. When S is equal to 1, dilated convolution degenerates
into ordinary convolution; when S is equal to 2, the operation of dilated convolution is as
shown in the Fig. 4.

It can be clearly seen that compared with ordinary convolution, dilated convolution adds
holes in the convolution kernel, which makes it expand the field of view without adding
parameters and complexity, while avoiding the boundary effect caused by the small convo-
lution kernel. It can better preserve the image edges, so as to better expressive and utilize the

XN
i
Dilat/ed Block
' : 1x1 ordinary convolution I : Batch Normalization : SiLU
: 3%3 Dilated Convolution + Residual connections

Fig.3 Structure diagram of Dilated Blocks
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Fig.4 Visualization of Dilated
Convolution

feature information in the image, and further improve the recognition ability of the model.
Specifically, the receptive field relationship between ordinary convolution and dilated con-
volution using a uniform convolution kernel size can be expressed as:

Ke=Hx (K,—1)+1 ey
Se = HS, +2H(1 — H)\/S, + (H — 1) )

Equation 1 reveals the relationship between the receptive field length of dilated convolution
and ordinary convolution when the same convolution kernel is used, where K. represents the
receptive field length after dilated convolution processing, and K, represents the receptive
field length after ordinary convolution processing. Since both convolutions use convolution
kernels of the same size, their parameter quantities are the same. Equation 2 illustrates the
relationship between the receptive field area of dilated convolution and ordinary convolution
when the same convolution kernel is used, where S, represents the receptive field area after
expansive convolution, and S, represents the receptive field area after ordinary convolution.
Equation 2 shows that the receptive field area of dilated convolution has been multiplied. At
the same time, in order to retain the edge information of the image and increase the width
of the receptive field without reducing the resolution, this paper uses padding to fill the edge
information, so that the image information can be more fully utilized.

PANet outputs three parallel branches and inputs them to the Decouple head. In this
paper, we extend the YOLOX receptive field by placing N Dilated Blocks on each of the
three parallel output branches to generate output features with different size receptive field
scales. In order to expand the PANet’s receptive field, N Dilated Blocks are incorporated
into each branch of the parallel output pathway. This configuration is designed to generate
receptive field features with various scales. As specified in this paper, N is set to 8. As shown
in Fig. 3, each Dilated Block consists of a dilated convolutional component and two ordinary
convolutional components. An ordinary convolutional block is composed of an ordinary
convolution, Batch Normalize, and SiLU in turn. This paper sets the convolution kernel
size of ordinary convolution to 1 because a 1 x 1 convolution kernel can not only easily
change dimensions, but also reduce the amount of computation. Therefore, the solution
of this paper is to reduce the channel to X times in the previous ordinary convolutional
component, and restore the channel to the original number of channels in the latter ordinary
convolutional component, so that the subsequent output to the Decouple head can be kept
unaffected. This paper sets different dilated factors for the dilated convolutional layer of the
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dilated convolutional component in each dilated Block, which are 1, 2, 3,4, 5, 6, 7 and 8,
respectively. The acceptance field for each extended convolution is shown in the Fig. 5. This
paper assumes that the pixel value of the cat image is 19 x 19, and each square represents a
pixel value. As can be seen from the figure, when the dilation factor increases, the receptive
field range increases, and the network can more accurately identify that this is a cat. When
the dilation factor is small, more edge details can be captured, making the detection frame
more accurate. Referring to YOLOF [4], this paper set X to 0.25.

3.2 Residual structure

Although stacking Dilated Blocks can indeed expand the receptive field to a certain extent,
it cannot be denied that in the process of stacking Dilated Blocks, we will inevitably add
convolutional blocks. Adding convolutional blocks may lead to the degradation of the network
or vanishing gradient problem. On the other hand, although stacking Dilated Blocks can
expand the size of targets, it cannot completely solve all the problems of target sizes we
encounter in daily applications. Because in the real world, we often need to deal with a
variety of different sizes of targets, and these target sizes are usually continuously increasing,
rather than a simple proportional relationship. Therefore, while stacking Dilated Blocks
is an effective technique, it cannot cover all the problems of typical target sizes in daily
applications.

In order to solve this problem, this paper adopts the residual structure, which combines the
large target features acquired in each Dilated Block with the small target features generated
by the original output, as shown in Fig. 3. The residual structure is an important structure in
deep convolutional neural network, which can help improve the accuracy and performance
of the model. This structure forms a so-called "skip connection" by connecting the input and
output layers, so that the output of the network can better match the original input. It can not
only improve the accuracy of the network, but also solve the problem of layer disappearing
or exploding during the deepening process of the model, thus making learning easier. In
addition, this structure can effectively suppress the overfitting phenomenon. This structure

Fig.5 Receptive fields size of the 8 dilated convolution used in PANetW. From left to right, from top to bottom
are receptive fields effects when the dilation factors are 1, 2, 3,4, 5, 6, 7, 8 respectively
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can adjust the number and position according to the actual training needs to achieve better
training results. The specific superposition formula is:

Y =F(x,{x}) +x 3)

Where xrepresents the original output, x;represents the current output after Dilated Block
processing, and Frepresents the residual mapping to be learned. Through this superposition
operation, the scale of the target object can be adapted, and the corresponding features can
be output according to the information captured by the receptive field.

Finally, after the above experimental operation, we can obtain some feature maps of
PANetW on three branches, as shown in Fig. 6. It can be seen that no matter which branch,
PANetW can obtain better feature maps with semantic information and positioning informa-
tion.

4 Experiments

4.1 Implementation details

This paper uses PyTorch to complete the implementation of PANetW. During the training
process of the model, no pre-trained models are used, and all models are trained from scratch.
To ensure a fair comparison, this paper keeps the original parameters of YOLOX unchanged,
such as momentum set at 0.9, and trains for 300 epochs.

4.2 Datasets and indicators

In order to demonstrate the performance of PANetW, in the experimental testing process, this
paper uses the PASCAL VOC2007 [5] and MS COCO2017 [18] datasets for training and
testing. All the datasets in this paper are open-source datasets.

If not specified, the AP used for performance evaluation indicators in this experiment
means: IoU is tested every 0.05 intervals from 0.5 to 0.95, and then the average of the
measurement results is taken as the final A P. A Ps refers to the A P obtained by IoU setting
0.5, and A P75 refers to the AP obtained by IoU setting 0.75. A Psis the detection accuracy
for small targets (area < 32 x 32), AP, is the detection accuracy for medium targets (96
X 96 >area >32 x 32), and A P; is the detection accuracy for large targets (area >96 x 96).
AR is the average recall. The recall is the ratio of the sum of the correct result predicted
by the positive sample to the correct result predicted by the positive sample and the wrong

Fig. 6 From left to right is a pair of feature maps selected from the three branches output by PANetW
respectively
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result predicted by the positive sample, mainly reflecting the missed detection rate in the
prediction results. AR; is the average recall for small targets (area < 32 x 32), AR, is
the average recall for medium targets (96 x 96 >area >32 x 32), AR; is the average recall
for large targets (area >96 x 96). AR, ,x=1 1s the average recall under the threshold of 1
number of predicted boxes per picture; AR,qx=10 is the average recall under the threshold
of 10 number of predicted boxes per picture; AR,ax=100 is the average recall rate under
the threshold of 100 number of predicted boxes per picture. param is the abbreviation of
parameter, and the unified unit in this paper is M. F'LO Ps is the abbreviation of floating
point operations, and the unified unit in this paper is G. It means floating point operations and
is understood as the amount of computation. It can be used to measure the complexity of the
model.

4.2.1 PASCALVOC

The full name of PASCAL VOC is Pattern Analysis Statistical Modelling and Computational
Learning Visual Object Classes. Everingham et al. [5] The PASCAL VOC dataset is provided
by the PASCAL VOC project for object detection. This paper uses the VOC2007 dataset,
hereinafter referred to as the VOC dataset. The VOC dataset includes 9963 labeled pictures,
consisting of three parts: train/ verification /test, with a total of 24,640 marked objects. Among
them, the training set includes 2501 pictures, the verification set contains 2510 pictures, and
the test set contains 4952 pictures. The dataset contains a total of 20 classes, belonging to
4 categories (for example, buses and motorcycles belong to the same category). The data
set can be downloaded through the following link: http://host.robots.ox.ac.uk/pascal/ VOC/
voc2007/index.html.

4.2.2 Microsoft common objects in context

The full name of MS COCO is Microsoft Common Objects in Context. Lin et al. [18] This
paper mainly uses the MS COCO2017 dataset, hereinafter referred to as the COCO dataset.
The COCO dataset is a large-scale object detection data set, which is divided into training set
containing 118,287 images and test set containing 5,000 images. There are 123,287 pictures
in total. Most of the pictures come from real life, with a total of 80 classes. The background
is complex, and the number of instance targets on each picture is large. The COCO dataset
contains an average of 3.5 categories and 7.7 instance targets per picture, less than 20% of
pictures contain only one category, and only 10% of pictures contain one instance target. The
dataset can be downloaded at the following link: https://cocodataset.org/

4.3 Comparison with PANet

Since YOLOX is one of the most widely used models in PANet, this paper uses YOLOX
model as baseline. PANetW and PANet are used on YOLOX model for detailed comparative
analysis. This paper selects a small VOC dataset and a large COCO dataset for experiments.
The experimental results are shown in Tables 1 and 2. From Tables 1 and 2, it can be seen
that compared with PANet, the use of PANetW on YOLOX has improved various indicators
to varying degrees. Among them, A P on the VOC dataset increased by 4.9%. A P; for large
targets increased by 7.0%; A P on the COCO dataset increased by 4.0%. A P, for large targets
increased by 6.0%, indicating that PANetW has higher detection accuracy for large targets.
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Table 1 Comparison table of PANetW and PANet accuracy (%) on VOC test set

Module AP APs APy5 AP APy AP

PANet 38.1 63.5 40.4 12.2 28.1 44.5
PANetW 43.0(+4.9) 66.7(+3.2) 46.8(+6.4) 13.0(+0.8) 29.6(+1.5) 51.5(+7.0)

Considering the actual situation of many large target objects in real life, this paper believes
that PANetW can meet the needs of real life more effectively. At the same time, PANetW
also significantly improved A P75, indicating that when the threshold of /oU is increased, the
effect of the model is small, and the model has strong robustness to /oU values. Experimental
results show that PANetW has strong robustness to /oU values. The improvement of various
indicators shows that the detection results of PANetW are more accurate, indicating that the
improved PANetW.

In addition, PANetW has also achieved significant improvement in model convergence
speed compared to PANet. As shown in the Fig. 7, this is the accuracy change curve of PANet
and PANetW training on VOC data set (left) and COCO data set (right) respectively.By
observing the curves in Fig. 7, it can be found that PANetW can significantly accelerate the
convergence speed of the model when training with the VOC dataset and the COCO dataset,
and the accuracy of the network will also improve rapidly. During the first 100 epochs
of training, the network quickly begins to converge. During the entire training process, the
accuracy of the network convergence A P exceeded that of the original module PANet, which
also shows the effectiveness and practicality of the improved method in this paper.

Further, this paper analyses the finding effect of PANetW from AR metrics, and the
experimental results are shown in Tables 3 and 4. It can be seen that all indicators of PANetW
are higher than those of PANet. Experimental data proves that YOLOX using PANet has
different degrees of missing targets for all scales of targets. After improving receptive fields
of the network in this paper, the features cover wider receptive fields, and the omission
phenomenon is significantly reduced. Especially for large targets, A R; increases by 3.7% on
the VOC dataset and AR; increases by 5.5% on the COCO dataset. Whether the predicted
frame number threshold per image is 1, 10 or 100, the A R of PANetW in this paper improves.
It can be seen that the performance of the model is improved because PANetW can flexibly
handle the sharp changes in target size in object detection scenarios.

At the same time, this paper also focuses on the Loss value using PANetW and PANet. In
the field of object detection, conf Loss(confidence loss) is a commonly used evaluation metric
to measure the detection accuracy of the predicted detection box and the real detection box
and the confidence level of the model. If the conf Loss curve jitter is large, it will reduce the
credibility of the model, and at the same time, it will also affect the prediction performance of
the model, resulting in a large gap between the model and the real situation. In addition, the
jitter of the cls loss(classification Loss) curve may suggest fluctuations in the performance
of the model, resulting in the model showing instability during training. At the same time,

Table 2 Comparison table of PANetW and PANet accuracy (%) on COCO test set

Module AP APy AP;s AP APy, AP

PANet 403 58.9 43.5 23.0 44.6 539
PANetW 44.3(+4.0) 62.2(+3.3) 48.3(+4.8) 24.6(+1.6) 48.1(+3.5) 59.9(+6.0)
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—— PANetW
— PANet

0.0k

100 200 300 100 200 300
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Fig.7 The figure is the AP curve of PANet and PANetW based on YOLOX. The figure on the left shows the
AP comparison curve evaluated on the VOC dataset, and the figure on the right shows the AP comparison
curve evaluated on the COCO dataset. As shown in the figure, PANetW improved accuracy significantly faster
and achieved better results on both VOC and COCO datasets

jitter may also make the training process of the model difficult to understand, because it
may change the learning process of the model, thus making the training results of the model
difficult to interpret. In the training of object detection models, IoU loss(Intersection over
Union loss) is a common loss function used to measure the overlap rate between two labels.
However, when the model needs to process different target sizes, this may cause the model
to perform poorly when processing larger images, which in turn leads to the jitter of the IToU
loss curve. The Fig. 8 consists of a total of 16 images, in which the Fig. 8 is from left to right:
each loss curve of training PANet on VOC dataset, each curve of training PANetW on VOC
dataset, each curve of training PANet on COCO dataset and each curve of training PANetW
on COCO dataset. From top to bottom are Total Loss curve, IoU Loss curve, conf curve, and
cls loss curve. It can be clearly observed from Fig. 8 that the training process using PANetW
converges more rapidly, and the Loss value decreases more smoothly, mainly concentrated in
the last 15 training cycles. In addition, the experimental results also clearly show that PANetW
is more adaptable to YOLOX’s requirement to cancel the data enhancement strategy within
the last 15 rounds. This strategy requires the model to turn off the data enhancement strategy
during the last 15 rounds of training, so that all training and test datasets are original real
data. As can be seen from the Loss curve, the network can handle the real data distribution
more accurately, which will have a significant positive impact on the practical application of
the network.

Table 3 Comparison table of PANetW and PANet average recall(%) on VOC test set

Module ARpax=1 ARpax=10 ARpax=100 ARy ARm AR
PANet 335 50.8 524 24.4 42.6 58.7
PANetW 36.8(+3.3) 54.2(+3.4) 55.8(+3.4) 24.8(+0.8) 42.9(+0.3) 62.4(+3.7)
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Table4 Comparison table of PANetW and PANet average recall(%) on COCO test set

Module ARpmax=1 ARjpax=10 ARpax=100 AR ARy, ARy
PANet 323 51.7 55.0 342 60.5 70.3
PANetW 34.4(+2.1) 55.8(+4.1) 60.2(+5.2) 38.6(+4.4) 65.3(+4.8) 75.8(+5.5)

4.4 Comparison with previous works

In this paper, PANetW is used on YOLOX-S to analyze and compare the mainstream models
using FPN [19], NAS [39], SimSPPF [16], and One Feature fusion modules [2, 4] respec-
tively. It can be known from the following analysis that the module PANetW has superior
performance compared to the current mainstream module. The detailed analysis is as follows.
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Fig. 8 The figure shows four loss curves for PANet(left 1 and left 3) and PANetW(left 2 and left 4) during
iterative training on YOLOX using VOC and COCO datasets (Total loss, IoU loss, conf loss, and cls loss,
respectively)
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Since the following mainstream modules are not all for light-weight datasets, this paper will
use more rigorous COCO dataset in the following experiments.

4.4.1 Comparison with FPN

FPN is undoubtedly still the most mainstream feature fusion module at present. This paper
compares the effects of YOLOX using PANetW with Faster RCNN, RetinaNet, EfficientNet,
and FCOS using FPN on the COCO dataset. The results are shown in Table 5. It can be
seen that the use of FPN will generally lead to a substantial increase in the number of
parameters, and the calculation is also more complicated. The module PANetW in this paper
not only has fewer parameters than the above module (15.0M vs 21M), but also has a more
accurate object detection effect (AP 44.3% vs AP 43.2%). Through in-depth analysis, we
can conclude that PANetW has the following advantages over FPN: Firstly, it can effectively
solve the problem of possible path length in FPN, so as to achieve high-precision and high-
speed object detection; Secondly, it can effectively retain spatial information, make full use
of semantic information and spatial relationships, so as to further improve the accuracy of
object detection.

4.4.2 Comparison with FCOS-NAS

NAS has achieved great success in classification tasks, and it can automatically select the
optimal neural network structure by searching in a large number of calculations. Under the
research of Wang Ning et al., the NAS was successfully combined with the current hotspot
module FCOS to obtain the FCOS-NAS [32] module. FCOS-NAS is compatible with major
backbone networks and achieves excellent results. This paper compares it with the new
module PANetW proposed in this paper on the COCO dataset, and the results are shown
in the Table 6. It can be seen from this paper that compared with NAS searching in a large
number of calculations, the computational cost of PANetW is lower, because it only needs part
of the single-layer feature information for network fusion, which means it is more suitable
for devices with limited computing resources. It can be seen from the table that PANetW
outperforms FCOS-NAS in terms of accuracy (44.3% vs 43.4%) and number of parameters
(15.0M vs 37.3M).

4.4.3 Comparison with SimSPPF

SimSPPF is proposed by YOLOV6. It is an improved version of SPPF in YOLOVS and has
been well adapted to YOLOV6. For a fair comparison, this paper chooses YOLOV6-S as the
comparison model, because the two models have the same parameter level. The comparison
data is shown in Table 7. Compared with SimSPPF, PANetW improved by 4.0% on A P and
1.8% on A Psg. In addition, not only does PANetW have fewer parameters (params 17.2M)
than SimSPPF (params 15.0M), but its computation amount (FLOPs 44.2G) is also relatively
low (SimSPPF 38.1G), which makes PANetW more hardware-friendly. This paper analyzes
that PANetW can provide richer channels of detailed information and improve the regression
accuracy of target boxes, so it can achieve better performance when dealing with complex
object detection tasks.
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Table 6 Comparison of the Module Decoder #param(M) AP (%)
mainstream model using
FCOS-NAS and YOLOX-S using  pCcOS-NAS ResNet50 37.3 403
PANetW
¢ ResNet101 56.2 434
PANetW YOLOX-S 15.0(-22.3) 44.3(+0.9)

4.4.4 Comparison with one feature

Using only one layer of features is a new idea recently proposed, such as DETR [2], which
is very popular now. DETR is a recently proposed detector that introduces Transformer for
object detection, and achieves surprising results on the COCO dataset. And it is proved that
using only a single C5 feature can achieve comparable results to using a multi-level feature
detector. Later, YOLOF [4] also uses this idea to bring considerable improvement to the
model by using only one layer of C5 features on ResNet50, with its unique encoder and label
assignment, making the network fast and accurate. This paper compares DETR, YOLOF
with PANetW in Table 8. The results show that PANetW outperforms DETR in performance.
And because the detection result is closer to the real result when the IoU threshold is set to
0.75, this paper finds that PANetW is significantly better than YOLOF (+3.3%) in IoU on
A P75, which just shows that the target frames detected correctly by PANetW is closer to
the real target frame. At the same time, PANetW is not bad compared to DETR. PANetW
only uses 36.59% of its parameters to achieve higher accuracy than it. And whether the IoU
threshold is 0.5 or 0.75, PANetW can get better results. The analysis in this paper is that when
the model can capture multi-scale features, it can model contextual information at different
levels, which makes PANetW more robust and adaptable.

5 Conclusion

Through experimental observation, we found that PANet performs poor in certain scenarios,
particularly when the target’s scale varies significantly. Further analysis revealed that this is
due to the limited receptive field of PANet, which results in limited perception of target scale
information, rendering the object detection algorithm unable to deal with drastic changes
in target size. To address this problem, we propose an innovative high-performance feature
fusion module named PANetW (PANet with Wider Receptive Fields). The superiority of our
module mainly lies in two aspects: Firstly, it can achieve larger receptive fields capturing
in a low cost with the help of our meticulously designed dilated convolution networks;
Secondly, by incorporating residual structure, we successfully avoid network degradation,
and enhance the capability of PANetW to better represent the detailed features of targets.
Through experimental analysis, our PANetW has achieved high levels in multiple metrics.

Table 7 Comparison of experimental results between YOLOV6-S using SimSPPF and YOLOX-S using
PANetW

Module Decoder #param(M) FLOPs(G) AP(%) APso(%)
SimSPPF YOLOV6-S 17.2 442 40.3 60.4
PANetW YOLOX-S 15.0(-2.2) 38.1(-6.1) 44.3(+4.0) 62.2(+1.8)
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Compared to the PANet method, the AP of PANetW improves by 4.9% on the VOC2007
dataset and by 4.0% on the MS COCO2017 dataset. Additionally, we have achieved a better
trade off between speed and accuracy than mainstream modules. These experimental results
fully demonstrate the effectiveness of our module. Therefore, by applying PANetW to object
detection frameworks, the success rate of detection can be effectively improved.

While our work has been successful in optimizing object detection, there remains potential
for enhancement: 1) The computational costs could be further optimized; 2) the effectiveness
of PANetW was only analyzed based on YOLOX-S in this paper. In the future, we will
continue to study how to effectively reduce the computational cost and model parameters,
and plan to extend PANetW to more baseline models. We hope that this research report can
provide some reference for developers and researchers.

Appendix A Abbreviations
We list the definitions for each abbreviation in Table 9.

Table 9 Abbreviation table

Abbreviations Definitions

ToU Intersection over Union

AP Set the IoU to 0.5 to 0.95 and measure in steps of 0.05 to arrive at an average accuracy.
APs Average precision at IoU = 0.5

APs Average precision at IoU = 0.75

APy Average precision for small objects: area < 32

APy, Average precision for medium objects: 32 < area < 96
AP Average precision for large objects: area > 96

AR Average Recall

ARpax—1 Average recall given 1 detection per image

ARpax=10 Average recall given 10 detection per image
ARpax=100 Average recall given 100 detection per image

ARy Average recall for small objects: area < 32

ARy, Average recall for medium objects: 32 < area < 96
AR; Average recall for large objects: area > 96

IoU loss Intersection over Union loss

conf loss confidence loss

cls loss classification Loss

#param The total number of parameters in the network model that need to be trained.
GFLOPs Giga Floating-point Operations Per Second

COCO Microsoft Common Objects in Context 2017 dataset.
VOC PASCAL VOC 2007 dataset
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