
Vol.:(0123456789)

Multimedia Tools and Applications (2024) 83:66925–66941
https://doi.org/10.1007/s11042-024-18143-w

1 3

EAN: enhanced AlexNet deep learning model to detect brain 
tumor using magnetic resonance images

M. Azhagiri1 · P. Rajesh2

Received: 5 July 2023 / Revised: 13 September 2023 / Accepted: 3 January 2024 /  
Published online: 20 January 2024 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2024

Abstract
Brain tumor is a severe condition that occurs due to the expansion of unnatural brain cells. 
Because tumors are rare and can take many different forms, it is challenging to estimate the 
endurance rate of a tumor affected patient. Examining the images obtained from Magnetic 
Resonance Imaging (MRI) is the fundamental method in locating the tumor affected part in 
the brain and detecting it with those MRI images is a labor-intensive and difficult process 
that may yield inaccurate findings. Implementing computer-aided methods is extremely 
important to overcome these limitations. With the support of the advancement in computer 
technologies like Artificial Intelligence (AI) and Deep learning (DL), we made use of one 
of the finest model in deep convolutional neural network (CNN), AlexNet to identify the 
tumor from MRI images. We incorporated an Enhanced AlexNet (EAN) in line to the pro-
posed layers to categorize the images effectively. Needed data augmentation methods are 
used to progress the accuracy of our EAN model. From the investigation our EAN model 
performed well than the other traditional models with respect to accuracy, F1 score, recall 
and precision with minimum error rate. Our model has managed to produce accuracy rate 
of 99.32% in terms of classifying the brain tumor from the MRI Images.

Keywords Brain tumor · Deep learning · Enhanced AlexNet · MRI

1 Introduction

Human body is fully built and organized with cells. These cells eventually grow and die in 
a regular basis in human life cycle. Brain is an important organ accountable for the central 
nervous system and it functions by joining the bone marrow, and completes the function 
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of the central nervous system. The task of directing the movements of the human body 
falls to the brain. It gathers data from various senses, determines, and then communicates 
those decisions to the body. The brain, with the assistance of neurons, is the focal point 
of the human body’s administrative system and responsible for all bodily functions. It is 
wrapped up within a stiff skull. Even a very tiny change in the position of the skull will 
lead to a very high danger to human life. Some cells grow abnormally and affect human 
brain severely and this disorder is termed as Brain Tumor as per Lee et  al. [1] and Bil-
lah et al. [9]. If the brain is affected by abnormal cells it may cause a very serious danger 
in human life. Statistics provided by American Cancer Society around 18,000 adults and 
3000 children under the age 15 would die due this tumor in upcoming days as mentioned 
by Islami et al. [2]. Two type of tumors benign and malignant are the major types found in 
affecting the humans. According to a study of National cancer Institute around 0.7 millions 
of people are affected by any one of the above said brain tumor by Hung et al. [3]. World 
health organization has anticipated that around 9 million people are affected with brain 
tumor in 2018 all around the globe as per Ostrom et al. [4]. Figure 1 depicts a sample MRI 
image of healthy brain and tumor affected brain. A malignant tumor will affect the entire 
brain in short span from when it is formed in the cell. The benign tumor is a least affecting 
tumor in the cells. Besides these two tumor types some common tumors are Meningioma, 
which develop gradually in the exterior part of the brain and get deposited under the skull. 
These tumors are easy to get identified as it would take around years to detect its presence. 
Another type is the Glioma that emerges from the glial cell and develops in the sustain-
ing tissues of the brain. National Brain Tumor Society identified pituitary tumor that gets 
developed underneath the brain and affect the pituitary gland which are responsible for 
producing hormones and control the body. The pituitary tumor would distress the opera-
tions of these glands, more specifically the thyroid glands as mentioned by WHO [5] and 
Li et al. [6].

Recognizing the type of the tumor is the most herculean task for the even professional 
and most experienced doctors. It has to be recognized at early stages more specifically 
the type of the tumor, since early detection paves way easy and speedy recovery of a 
tumor affected patient and saves the life. The traditional method of detecting the tumors 
from MRI images is more complex and the correctness of the decision depends upon the 
expertise of the radiologists and doctors. The data (MRI Image) in detecting the disease 

(a) (b) 
Fig. 1  Magnetic Resonance Image (MRI) of a Normal brain b Tumor affected brain
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obtained from MRI might not be in small amount in count rather it would be in large. 
Hence for even experienced physician it would be difficult and challenging to identify 
the tumor through naked eyes from the MRI Images as per Lawal et  al. [7]. Moreover 
this method consumes more time and expensive. Video Endoscopy is another method of 
detecting tumor. Gastrointestinal is another type of tumor which is detected by allowing 
a tiny camera into human body and the video images helps in revealing the size, location 
and shape of the tumor mentioned by Raut et  al. [8]. Even though experts and leading 
doctors are working for early detecting this life threatening disease, traditional methods 
like MRI image based tumor detection, Computer tomography, video endoscopy are used, 
this fast growing disease has to be curbed with the help of the modern computer tech-
niques used at present. AI is one of the most powerful computer techniques as it thinks 
faster and accurate than human thinks and reacts. AI methods can access huge amount of 
data within a minimum amount of time and helps radiologists and physicians in identify-
ing the tumor from the MRI images. Machine Learning (ML) algorithms which are the 
subset of AI are incorporated with more powerful methods in classifying the MRI images 
as tumor affected and not affected.

Computer scientists are working to develop AI based technique, which will enable 
machines to perceive, acquire, and resolve issues when presented with large amount of 
inputs and data, in order to recognize and diagnose brain tumors. AI is crucial and due to 
its intricate and complex procedures, the field AI adoption is a great opportunity for classi-
fying and detecting brain tumors and it is been increased recently. There have been numer-
ous attempts to develop a classification method for brain tumors that is incredibly exact 
and trustworthy. On the other hand the increasing data size, contour, quality and variants in 
tumor images needs more advanced method to handle the disease classification. Recently 
available DL algorithms can forecast the class label in very large amount than that of AI 
can handle. It handles the unlabeled data objects by using training data samples as a source 
of knowledge. Even though many models are developed to help the health care community 
in identifying the disease, few limitations are found in the existing models. We investigated 
and conducted the experiment by making use of the basics of AlexNet DL model enhance 
it to diagnose and classify brain tumor from MRI images. The motivation behind our inves-
tigation is to amplify an automated, effective model to detect brain tumor at the earlier 
stage and to save human life. The contributions of the proposed work are:

• Our suggested layers have been added to the cutting-edge AlexNet model and fine tun-
ing it, which replaces the traditional insidious brain tumor image classification model.

• A three tier method is incorporated to improve the image quality by removing the noise 
level in the MRI image which is the input to the proposed model.

• An effective data augmentation method is used to generate better output even in smaller 
data sets and rate of over fitting is recorded.

• The results obtained are measured through accuracy, recall, error rate, and F1 score and 
compared with some of the existing approaches. By analyzing the obtained results the 
results demonstrate that our proposed EAN AlexNet model has settled with adequate 
accuracy than the other existing models.

The remaining part of the article is ordered as, literature work carried out is explained 
in Section  2, Section  3 with methods and materials used in our proposed investigation. 
Section 4 contains the results obtained and discussions are made by considering the com-
parative analysis. Finally the work is concluded with future goals, which could be found in 
Section 5 of this article.
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2  Related work

Optimization techniques based DL algorithms  are frequently employed in the domains of 
health monitoring and computing  [10] and Islam et  al. [11], for analyzing  virus prognosis 
[12], gauging game player satisfaction [13], and shear strength prediction. Similar to this, sev-
eral ML-DL oriented research on medical imaging are carried out to categorize brain cancers 
[14–16]. Recently, AI has transformed intracranial techniques. They include capabilities like 
image retrieval, image segmentation, attribute selection, and classification, as well as data pre-
processing. According to the study of Tiwari et al. [17], with the support of ML and DL tech-
niques, neurosurgeons can diagnose a patient’s brain tumor more confidently than ever before 
they could even leave the treatment room in trust of AI. Since DL algorithms like GoogleNet, 
ResNet, VGG, AlexNet etc. produces promising outcomes, particularly neural networks, it 
becomes significantly more important. The extraordinary abilities CNNs) which is one of the 
preferred DL algorithm where it can learn features, preprocess and classify the input with lim-
itless accuracy. DL applications also include automatic speech recognition, image recognition, 
predictive modeling, and other decision-making process in smart environments etc.

Hollon et al. [18] used CNN model based architectures to extract features from MR Images 
and models like ResNet, GoogleNet VGGNet for various repetitions. All those models had 
produced 89%, 93% and 96% of accuracy respectively with ResNet producing higher perfor-
mance than the other models. A hybrid approach is proposed by Sangeetha et  al. [19] that 
pooled traditional VGGNet piled up with a classifier named VGGSCNet. This approach is 
tested by VGG-16 by using MR images as input and detects brain tumor robotically. Data pre-
processing first determined the region of interest by identifying the most noticeable patterns. 
The imbalanced class issue in the dataset was then fixed using the augmentation method. 
Since the sixth layer offers fewer features, the features were extracted therein. The presence 
of tumors in an image was ascertained using an arrayed classifier. An image of the anatomical 
makeup of the human body is created by image preprocessing.

To identify low and medium diseased images, Majib et al. [20] had developed a model 
using Machine learning algorithms to classify the brain tumor images. The authors clas-
sified brain cancers into major, tertiary, and tumors in nervous system with 90% of accu-
racy using an intense multilayer perceptron model. An Adaptive Fuzzy Deformable Fusion 
model was developed by Pashaei et al. [21] that combine the deformable techniques with 
C-means clustering. The experimentation revealed that the ensemble technique achieved 
95% classification accuracy for the brain tumor affected images. Badza et al. [22] proposed 
a multi tasking model that used Convolutional Neural Network (CNN) to identify the tumor 
affected region in brain, type of tumor and the grade of the tumor using MR Images and 
had produced 92% accuracy. Sankar et al. [23] had anticipated a cascaded DL technique to 
detect the tumor affected region in the brain. It also classified tumor types like meningioma, 
pituitary tumor etc. This method concentrated on over fitting problems and also reduced the 
computational complexity than other models that used other deep learning models. It pro-
duced around 92% of accuracy.

3  Proposed method

The power in computing technologies has paved way for positive growth in the welfare 
of human health. Due to increasing amount of diseases the human life gets affected and 
even some looses their lives due to unpredictable or unnoticed diseases. The motivation 
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of this work is to make use of the improvement in computer technology more specifi-
cally in the field of machine and deep learning. These techniques have enormous of pre-
trained models among them. We made use one these more popular model CNN and its 
light weight model AlexNet by improving some of its features to recognize the human 
killing brain tumor disease. As stated in the beginning this section our motivation is to 
predict the diseases earlier and to treat brain tumor in order to save human lives. Fig-
ure 2 depicts the architectural representation of the proposed investigation. Initially we 
preprocess the data, perform data augmentation, training the model and finally evaluate 
the results obtained.

3.1  EAN: Enhanced AlexNet Model

AlexNet, a groundbreaking deep convolutional neural network, significantly advanced the 
field of computer vision. However, like any pioneering work, it had its limitations. These 
limitations included the use of a single convolutional kernel size throughout the network, 
which produced feature maps with limited diversity, potentially hindering the network’s 
ability to capture intricate features. Additionally, the Fully Connected Layer (FCL) in 
AlexNet was burdened with an excessive number of parameters, making the network com-
putationally intensive and prone to overfitting. Furthermore, during training, the network 
experienced a shift in data distribution from one layer to the next, impacting its overall per-
formance. To overcome these limitations, Enhanced AlexNet was developed, introducing 
key innovations. It diversified convolutional layers by altering the depth and introducing 
multiple kernel sizes, enhancing the network’s feature extraction capabilities. The diversity 
of the feature maps is shown in Fig. 3.

The FCL was replaced with Global Average Pooling (GAP), reducing the parameter 
count and mitigating overfitting. Moreover, Batch Normalization was introduced to stabi-
lize training by normalizing data at each layer and reducing data distribution shifts. These 
enhancements collectively transformed Enhanced AlexNet into a more efficient and effec-
tive deep learning architecture for image classification and feature extraction tasks. The 
limitations are addressed and Enhanced AlexNet model is presented as follows:

Basically AlexNet has 60 millions of parameters, around 650,000 neurons embedded 
with it. Since the AlexNet network’s convolution layer’s convolution kernel size is a soli-
tary number that makes the resulting features of the feature maps are not to be heterogene-
ous, which results in minimal feature extraction.

Mono Convolution Kernel: The use of a single convolutional kernel size through-
out the network led to the production of feature maps that lacked diversity, potentially 
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Fig. 2  Architecture of Proposed Enhanced AlexNet Model
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limiting the network’s ability to extract intricate features. Overwhelming Parameters in 
Fully Connected Layer (FCL): The FCL in AlexNet contained a vast number of param-
eters, making the network computationally expensive and prone to overfitting. Shift in 
Data Distribution: Training the network could cause a shift in data distribution from one 
layer to the next, impacting the network’s overall performance.

Enhancements in Enhanced AlexNet: To address these limitations and enhance the 
AlexNet architecture, several key modifications were introduced in what we refer to as 
Enhanced AlexNet.

Diverse Convolution Kernels: In the Enhanced AlexNet, the mono convolution kernel 
problem was tackled by diversifying the convolutional layers. Specifically, the depth of the 
first convolutional layer was reduced from 96 to 64, allowing for more selective feature 
extraction. The third convolutional layer, which originally used a single (5 × 5) kernel, was 
replaced with four different convolution kernels of sizes (7 × 7), (5 × 5), (3 × 3), and (1 × 1), 
all with a depth of 64. This diversity in kernel sizes increased the range of features that 
could be extracted. The third convolutional layer in the traditional AlexNet was substituted 
with four convolution layers of various sizes, combining them into a multi-channel convo-
lution. This innovation amplified the variety of features captured by the network.

Global Average Pooling (GAP) to Reduce Parameters: The excessive number of param-
eters in the Fully Connected Layer (FCL) was mitigated by replacing the FCL with Global 
Average Pooling (GAP). A new convolution layer with a (3 × 3) kernel, depth of 64, stride 
of 1, and padding of 1 was added, producing an output of (6 × 6 × 64). Subsequently, a 
max-pooling layer with a (3 × 3) filter and stride of 1 was introduced, followed by a Local 
Response Normalization (LRN) layer. This resulted in an output of (3 × 3 × 64). Another 
convolution layer with a (3 × 3) kernel, depth of 5, stride of 1, and padding of 1 was 
included, generating an output of (3 × 3 × 5). Finally, Global Average Pooling was applied 
to the entire feature map, yielding five distinct features. This architectural change effec-
tively reduced the number of parameters in the network, addressing a major limitation of 
the original AlexNet.
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Fig. 3  Diversity of feature maps due to multichannel convolution
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Batch Normalization for Stable Training: To combat the issue of shifting data distribu-
tions during training, Enhanced AlexNet incorporated Batch Normalization. Normalized 
preprocessing was performed at the beginning of each layer, ensuring that input data had 
a mean of 0 and a variance of 1. The normalized output of one layer was then passed 
on to the next layer, maintaining a consistent data distribution. Batch Normalization was 
applied to the normalized data, further reducing the shift in data distribution during train-
ing. In summary, Enhanced AlexNet addressed the limitations of the original AlexNet by 
introducing diverse convolution kernels, replacing the FCL with GAP to reduce param-
eters, and incorporating Batch Normalization to stabilize training. These enhancements 
collectively improved the network’s ability to extract meaningful features and made it 
more efficient in both training and inference. We then introduce Batch Normalization 
towards the normalized data which reduces shift in data distribution. The mean and vari-
ance value of the Batch Normalization method is set as 0 and 1 respectively. Equation (1) 
contains the data normalization formula.

where  M(i) represents the neurons in input and A  [M(i)] is the average value of neurons dur-
ing training the model.

Equation (2) is used to improve the expression ability of the input by introducing τ 
and δ as learnable parameters. The mean and variance value provided will well suit if 
the data size is minimal. If the input data becomes large then it would be more complex 
for calculation. Hence the mean and variance values are changed to decrease the calcu-
lation cost. Equations (3) and (4) are used for mean (μ) and variance (σ) calculation for 
every batch respectively.

Batch Normalization is calculated by using Eq. (5) from the values obtained from the 
above mean and variance.

X(i) is the Normalization value and it is calculated as in Eq. (6)
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Finally the limitations identified in the regular AlexNet in image classification are 
addressed by resolving it in the proposed Enhanced AlexNet.

Pseudo code of EAN model
Initialize AlexNet with enhanced layers
Pre-process input images (crop, rotate, flip, etc.)

Split data into labeled and unlabeled datasets

Initialize and train model
Train_Model (Enhanced_AlexNet, Labeled_Data)

Data augmentation and synthetic samples generation
Synthetic_Data = Generate_Synthetic_Data (Labeled_Data)

Fine-tune model
Model_Tuned = Fine_Tune_Model (EAN, Labeled_Data)

Main training loop
for iteration in 1 to Total_Iterations:

Forward_Propagation (Model_Tuned, Unlabeled_Data)

Update model based on predictions

Calculate and evaluate accuracy
accuracy = Calculate_Accuracy (Model_Tuned, Unlabeled_Data)

Final model evaluation
Final_Accuracy = Calculate_Accuracy (Model_Tuned, Test_Data)

3.2  Experimental setup and implementation of proposed method

This section explains the implementation of the proposed work. The dataset used for the investi-
gation, data preprocessing and data augmentation carried out are explained in the below section.

3.2.1  Data set

To conduct the investigation we utilized Brats2015 data set from Kaggle [24], which is a 
open source data set that contained around 3800 MR Images of brain tumor of two classes 
in which 1600 images are marked as label 1, (tumor affected), 1600 are marked as label 
0(tumor not affected). The training and testing ratio is made as 80:20 respectively. Around 
75 images are used for evaluating the model. No sizes are fixed to collect the images. 
Rather all the selected images are resized to 224 × 224 by using Keras resizing scripts.

3.2.2  Data preprocessing

The input MR images are normalized to convert the data into a standard  format. It is 
initially transformed to grayscale image of fixed 224 × 224 pixel resolution. Second, to 
cut down on noise and improve output quality, the images were softened using a Gauss-
ian filter. A high pass filter was then applied to these photographs, sharpening the image 
and enabling the extraction of more intricate elements. Erosion and dilation are image 
processing methods that remove color information in areas that are too small to hold the 
structural element. To remove the pixels from the image edge erosion method is applied. 
When the tumor affected area which is normally white in colour in the image is removed 
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and the size of the image is reduced, subsequently the space (in tumor affected region) in 
image increases. To counterpart the process of erosion dilation is used which works in 
reverse to erosion by adding pixels to the edges of the images and fills the space of the 
image where the tumor affected white area is present. Finally the black portions are totally 
removed from every image. Figure 4 represents few samples of preprocessed image.

3.2.3  Data Augmentation

The competence, volume, and appropriateness of training data influence the efficiency 
of most ML  and DL models. Insufficient data, though, is the common issue to pertain 
ML algorithms in real time applications. It is because, in many cases, acquiring related 
data can be time-intensive and expensive. A number of techniques are used to artificially 
increase the amount of data by creating new data from the available data. Data augmenta-
tion is the process of making small data alterations or using deep neural networks to cre-
ate more training datasets. It is a rapid and proficient technique to increase the volume of 
training data and enhance it to new and novel input data as mentioned by Ranjbarzadeh 
et al. [25]. To amplify the data samples data augmentation pursue various image trans-
formation process like cropping, rotations, random rotations, fixed sized rotations, colur 
cropping, noise insertion etc. are made to the original input images. This method improves 
the training efficiency of the model and decreases overfitting. Image data generator func-
tion is used for data augmentation in the proposed investigation. The reason behind the 
selection of Image Data Generator function is it preserves the quality of the image pixel 
by pixel more specifically for medical images. This function drastically enlarges the quan-
tity of samples by increasing size of the data set. Random angle of rotations are made to 
images by Image Data Generator function like 30°,60°,90°, 120°,perpendicular and paral-
lel flipping are also done. Figure 5 represents a sample of data augmentation.

3.2.4  Experimental set up

Table  1 contains the hardware and software specifications used to conduct the investi-
gation. The experiment was conducted in two phases. In first phase the regular AlexNet 
network is obtained from Keras and concealed the initial layers. In the second phase the 

(a) 

(b) 

Fig. 4  Sample of a Original MRI of Brain b Preprocessed MRI of Brain
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complete network is retrained by enhancing the end layers with the proposed Enhanced 
AlexNet network with our sample MR input images.

3.2.5  Model training

Ashfaq et  al. [27] presented an innovative ML approach that utilizes a reduced amino 
acid alphabet based feature representation. The study evaluates the model using various 
activation functions, including ReLU and Tanh, with a learning rate of 0.1. To combat 
overfitting, L1 and L2 regularization, along with dropout techniques, are applied. It also 
shows how increasing training iterations significantly reduces error loss, with consistent 
results after 350 iterations. Farman el at [28] described, a novel AFP-CMBPred pre-
dictor, incorporating four distinctive feature representation techniques alongside SVM 
and RF-based classification models. Shahid et  al. [29] discussed a iHBP-DeepPSSM 
model, a computational tool designed to utilize evolutionary features like Position-Spe-
cific Scoring Matrix and Pseudo PSSM) along with Series Correlation Pseudo Amino 
Acid Composition for sequence information. It employs Sequential Forward Selection 

Rotated to 
300

Rotated to 
600

Perpendicular flip 

Rotated to 
1200

Rotated to 
900

Parallel flip 

Fig. 5  Sample Images Obtained From Data Augmentation through Image Data Generator at Various Angles 
of Rotation

Table 1  Hardware and Software 
Specifications of the Proposed 
Enhanced AlexNet Model

Specification Parameters description

Hardware Specification
Intel Core i5 Windows 10,
11400 CPU,64 bit,2.60 Giga Hertz
Nvidia RTX,GDDR6,24 Gigabytes
Memory 16 Gigabytes

Software Specification Python and Tensor Flow
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with Support Vector Machine to enhance feature selection efficiency. iHBP-DeepPSSM 
achieves impressive accuracy of 94.41%. Masooq et al. [30] highlights the potential of 
peptide-based therapies for their precision in targeting cancer cells. CACP-DeepGram 
classification rates were done using a tenfold cross validation test where the retrieved 
descriptors are proportionally portioned into 10 folds with 9 folds used for model train-
ing and onefold for model test.

To analyze the input image at various aspects and based on the above study we used ten-
fold cross validation for model training and testing in which 8 folds are used for training and 
2 folds for testing the EAN model. Hyperparameter optimization is used to tune the EAN 
model’s detection accuracy. The hyper parameters used are as given in Table 2.

The detailed explanation about the training and testing are discussed in results section. 
Algorithm 1 outlines the execution process of the proposed EAN model.

Input: MRI images of brain tumors with corresponding labels

Output: Enhanced AlexNet model for brain tumor detection

Initialize an AlexNet model with enhanced layers for brain tumor detection.

Apply pre-processing to input images: crop, rotate, flip

Labeled_Data = Split_Input_Data (input_images, labels)

Unlabeled_Data = Remaining_Input_Data (input_images, labels)

Model_Learning = Initialize_EAN_Model ()

Train_Model (Model_Learning, Labeled_Data)

Synthetic_Data = Generate_Synthetic_Data (Labeled_Data)

Model_Tuned = Fine_Tune_Model (Model_Learning, Labeled_Data)

For each iteration in Total_Iterations

Forward_Propagation (Model_Tuned, Unlabeled_Data)

For each image in Unlabeled_Data:

predicted_label = Predict_Label (Model_Tuned, image)

If predicted_label matches true label of the image:

Update True Positive and True Negative counts

Else

Update False Positive and False Negative counts

Loss = Calculate_Loss (predicted_label, true_label (image))

If loss > Threshold_Value:

Back_Propagation (Model_Tuned, image)

Update_Weights (Model_Tuned)

Final_Accuracy = Calculate_Accuracy (Model_Tuned, Test_Data)

Return Model_Tuned, Final_Accuracy

Algorithm 1  Enhanced AlexNet Model for Brain Tumor Detection. 
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4  Results and analysis

4.1  Performance evaluation

The results obtained from the investigation has to be checked for its correctness and efficiency. 
Significant machine learning parameters like Accuracy, F1 Score, Precision, Recall, Sensitiv-
ity are recorded and used to analyze the proposed EAN model performance. Equations (7) to 
(11) express the respective metrics.

True positive denotes all positive samples predicted as positive (tumor affected). True 
negative denotes all negative samples predicted as negative (no tumor). False negative 
denotes negative samples identified as positive. False positive predicted as positive but 
not actually positive. Accuracy denotes rate of prediction efficiency of the model. Preci-
sion indicates the rate how effectively the model detects the positive samples. Specificity 
denotes the rate of true negatives that are correctly predicted. To analyze and assess the 
model’s performance the values are recorded in a confusion matrix. It’s a data cube that 
is used to record the numerical values related to the prediction done by the experimental 
model. It is also used to visualize and analyze the correctly and incorrectly predicted labels 
by the model. This could help the researchers to identify and further improve the correct-
ness of the experiment accuracy.

(7)Accuracy =
True positive

True positive + True negative + False positive + False negative

(8)F1 Score =
(2 × True positive)

(2 × True positive) + False positive + False negative

(9)Precision =
True positive

True positive + False positive

(10)Sensitivity =
True positive

True positive + False negative

(11)Specificity =
True negative

True negative + False negative

Table 2  Hyperparameter Used in 
Enhanced AlexNet Model

Hyperparameter Hyperparameter Used

Batch size 64
Epoch 50
Optimizer ADAM
Activation function ReLu
Learning rate 0.001
Regularisation L1 and L2
Dropout rate 0.25
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Figure 6 exhibits the true and false values that are predicted by the proposed model. 
Around 402 samples were correctly predicted as tumor and only 7 images are not cor-
rectly predicted by the model. Similarly 264 images were correctly predicted as tumor not 
affected from which 4 were falsely identified. Figure  7 explores the metric wise results 
obtained by the proposed model.

We obtained the dataset from kaggle that had MR images of tumor affected and not 
affected. Data augmentation and preprocessing methods are used on the data set to improvise 
the data sample quality and quantity and the proposed Enhanced AlexNet model is trained 
and tested towards the dataset for its correctness and accuracy. For higher accuracy hyper 
parameter optimization is used. The model is trained by the batch size of 64 with 50 steps of 
epochs. With the learning rate of 0.001 Adam optimizer is used. Figure 8a exhibits the model 

Fig. 6  Confusion Matrix predict-
ing the Training and Testing 
Accuracy obtained from the Pro-
posed Enhanced AlexNet Model
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accuracy as the graph drastically increases after the 10th epoch and reaches the highest satu-
ration point from 20th epoch. The model was able to produce maximum accuracy of 99.32%.

As plotted in Fig. 8b rate of loss function tends to decrease slowly as the training time 
is increased. Finally the loss stays constant after the 10th epoch which counterpart with the 
model accuracy.

We compared our proposed with other existing models that used the same network for 
brain tumor detection. Table 3 contains accuracy and other machine merics wise assess-
ment of our proposed model with other existing approaches. The result explicitly proves 
that our Enhanced AlexNet model had performed better than the other existing models. 
Few of those existing models extorted only the edge information’s of the feature maps but 
be deficient in preprocessing, this may be the reason for reduced accuracy of the existing 
models. We addressed this limitation by replacing the mono sized convolution layer with 
multi channel layers with different sizes ((7 × 7), (5 × 5), (3 × 3), (1 × 1)). When compared 
with the existing approaches, in Table 3 our proposed Multichannel convolution enhances 
the uniqueness of the convolution kernel and retrieves additional features when compared 
to the mono sized  convolution kernel. Additionally, batch normalization and GAP are 
included to further enhance the network. Consequently, the Enhanced AlexNet network 
has considerably increased the accuracy of brain tumor detection from MR images. Due to 
variations in data preprocessing, retraining, validating methodology, and processing capac-
ity used in their methods, the existing methods are not directly compared in this research. 
However, we found that the suggested model generated a superior accuracy of 98.3%

5  Conclusion and future work

Detection of brain tumor at the early stage need to be done to save human life. Due 
to the availability of medical data and tremendous growth in computing technologies 
this experiment was investigated. The motivation of this work is to reduce the time and 
human expertise involvement in detecting the tumor with the help of vastly available 
medical data and modern computer technologies. A habitual mechanism is required in 
detecting the tumor and this study has addressed the need by providing good accuracy 
in tumor detection. Our proposed approach replaced the regular AlexNet network of 
mono sized convolution layer with multichannel layers of different sizes which resulted 

(a) (b)

Fig. 8  a EAN’s Training Accuracy b EAN’s Training Loss
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in higher feature map extraction through effective data preprocessing. We incorporated 
Image data generator function as data augmentation to improve the size of the data set 
without compromising in the data quality. Batch Normalization is further introduced 
to reduce the difference in data distribution. GAP was added to the proposed layer to 
solve overwhelming number of parameters in the FCL. These enhancements in existing 
approach had produced highest accuracy rate of 98.32% in detecting the brain tumor. 
Although our investigation has provided remarkable accuracy, the future scope of this 
research can be done through more Deep Learning models with huge data set. The 
research could also be extended to examine other medical images like X rays, ultra-
sound images etc. in detecting the disease as future research.

Data availability The data that support the findings of this study are available on request from the corre-
sponding author.
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