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Abstract
Infrared and visible image fusion (IVF) aims to generate a fused image with important 
thermal target and texture information from infrared and visible images. However, the 
existing advanced fusion methods have the problem of insufficient extraction of visible 
image details, and the fused image is not natural and does not conform to human vis-
ual perception. To solve this problem, we propose an effective infrared and visible image 
fusion framework inspired by the idea of multi-exposure fusion. First, we design an adap-
tive visible light exposure adjustment module to enhance the low-brightness pixel area 
information in the visible image to obtain an adaptive exposure image. Secondly, three 
feature weight maps of the input infrared, visible light and adaptive exposure images are 
extracted through the multi-weight feature extraction module: DSIFT map, saliency map 
and saturation map, and then the feature weight maps are optimized through the Mutually 
Guided Image Filtering (MuGIF). Then, we use the Gaussian and Laplacian pyramids 
to decompose and reconstruct the feature weight map and input image to obtain the pre-
fused image. Finally, to further enhance the contrast of the pre-fused image, we use a Fast 
Guided Filter to enhance the pre-fused image to obtain the final fusion result. Qualitative 
and quantitative experiments show that the proposed method exhibits better fusion per-
formance on public datasets compared with 11 state-of-the-art methods. In addition, this 
method can retain more visible image details, and the fusion result is more natural. Our 
code is publicly available at https:// github. com/ VCMHE/ MWF_ VIF.

Keywords Image fusion · Multi-weight feature extraction · Adaptive exposure adjustment · 
Human visual perception

1 Introduction

Image fusion aims to extract valuable features from source images of different modalities 
and integrate them into a unified image [1]. One common application of this technique is 
IVF, which provides more comprehensive scene information for a variety of downstream 
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tasks [2, 3]. Infrared images can distinguish objects well by capturing the thermal radia-
tion information emitted by objects during the day or at night. However, it has the disad-
vantages of poor texture and low spatial resolution. In contrast, visible images offer rich 
texture details but are susceptible to environmental factors like low illumination, making 
it challenging to identify targets in the scene. Therefore, considering their complementary 
nature, IVF can yield a more comprehensive scene understanding, serving advanced appli-
cations such as object detection and recognition [4–6].

Existing methods for IVF can be broadly categorized into traditional fusion methods [7] 
and deep learning-based fusion methods [8]. Traditional image fusion algorithms trans-
form the source image into the transformation domain and retain the characteristics of the 
source image by manually designing feature extraction and fusion rules to achieve image 
fusion. According to their corresponding theories, traditional fusion methods can be classi-
fied into those based on multiscale transformation, representation learning, subspace-based 
approaches, hybrid models, and other methods [9]. Among them, methods based on multi-
scale transformation [10] and representation learning [11] are more common.

Classic algorithms based on multi-scale transformations include pyramid transform, 
wavelet transform, edge-preserving filtering, and non-subsampling contourlet transform. 
Inspired by biological vision, Zhou et al. [12] proposed a new method for infrared and vis-
ible image fusion. This method converts image intensity into the visual response space of 
the human visual system (HVS), achieving a better fusion effect. At the same time, some 
new algorithms have also been proposed, such as Li et al. [10] and MDLatLRR [13]. How-
ever, these decomposition methods project the source image into the frequency domain, 
increasing computational complexity.

Representation learning-based methods have been widely used in image fusion. Algo-
rithms based on representation learning include sparse representation (SR) [14] and latent 
low-rank representation (LatLRR) [15]. Liu et al. [16] proposed an adaptive sparse repre-
sentation (ASR) model. In addition, some new algorithms have also been proposed, such 
as IVFusion [17] and Zhang et al. [18]. Although SR-based fusion methods directly extract 
features in the spatial domain, reducing the loss of image information and thus achieving 
good fusion performance, these methods are complex and time-consuming.

In recent years, with the continuous development of artificial neural networks, image 
fusion based on deep learning has attracted much attention. Auto-encoder (AE) based 
fusion methods usually consist of an encoder, a decoder, and a fusion strategy. Ren et al. 
proposed a variational autoencoder method [19] to compensate for the loss of infrared 
image information during the fusion process. Qu et  al. combined the converter module 
with the CNN network and proposed a fusion framework known as TransMEF [20]. In 
addition, AE-based fusion methods include [21, 22]. However, AE-based methods have 
low fusion performance due to the manual design of fusion rules.

Convolutional neural network (CNN)-based fusion methods can avoid the limitations 
of hand-crafted fusion rules. Xu et al. [23] proposed a fusion network capable of handling 
multiple image fusion tasks within a unified framework, known as U2Fusion. Ma et  al. 
define the information required for IVF by introducing a salient object mask [24]. How-
ever, due to the absence of basic facts, the potential performance of the converged network 
is only partially utilized in some cases.

Infrared and visible image fusion can be directly generated using the generative 
adversarial network (GAN) method. Ma et  al. [25] introduced FusionGAN, a GAN-
based fusion technique that showed remarkable performance in combining infrared and 
visible images. DDcGAN [26] utilizes two discriminators to guide the generator in fus-
ing information from the original images. However, these deep learning-based methods 
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still face challenges. The scarcity of adequate benchmark datasets for IVF tasks hinders 
the training of deep learning networks. This limitation complicates the application of 
deep learning methods in this domain.

Interestingly, both traditional and deep learning methods often overlook the chal-
lenge of sufficiently extracting detailed information from visible images. Moreover, 
most methods fail to ensure that the fusion image is both natural and consistent with 
human visual perception. To address this issue, this paper introduces an effective frame-
work for the fusion of infrared and visible images. Initially, an adaptive visible light 
exposure adjustment module is devised to enhance the extraction of fine details from 
visible images. Subsequently, a multi-weighted feature extraction module is proposed to 
achieve a more natural fusion effect by combining the features extracted from infrared 
images, visible images, and adaptive exposure images. This approach outperforms many 
existing methods, ensuring superior results in image fusion. Figure 1 shows the advan-
tages of the proposed fusion method on the Road example: the most left is an infrared 
image, the second one is a visible image, and the last three ones are the results of the 
GTF method [27], SDNet method [28], and the proposed method respectively. By com-
parison, the fusion results of our approach can simultaneously preserve the rich texture 
information of the visible image and the critical thermal target information of the infra-
red image (as shown by the yellow and green arrows). In addition, our fusion results are 
more natural.

The main contributions of this work can be summarized as follows:

(1) In IVF, visible images often suffer from unclear image details and textures in low-
exposure scenes, similar to the challenges encountered in multi-exposure image fusion. 
To address this issue, we proposed an adaptive exposure module specifically designed 
for visible images. This module enhances the brightness of low-luminance pixel areas 
in visible images, enriching the details of visible images.

(2) We have proposed a multi-weight feature extraction module. Traditional methods 
typically use multi-scale techniques to decompose infrared and visible images into 
base layers and detail layers, and then apply different weight fusion strategies for 
each layer. In contrast to conventional methods, our approach is unique. Through our 
multi-weight feature extraction module, we directly extract weight maps from input 
infrared, visible, and adaptive exposure images. This novel approach enables us to 
capture more intricate information from the source images through multi-weighted 
feature extraction operations.

(3) The proposed multi-weight fusion framework is applicable to both grayscale and color 
visible and infrared image fusion tasks. We conduct qualitative and quantitative com-
parisons of 11 state-of-the-art fusion methods on two public datasets. The fusion results 
show that our results have richer texture details and prominent infrared targets, more 
consistent with human visual perception.

Fig. 1  An example of infrared and visible image fusion on the scene of Road from TNO dataset
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The structure of this paper is as follows: Section 2 provides the necessary preliminaries. 
In Section 3, the proposed method is elaborated in detail. Section 4 presents comprehen-
sive experimental results and discussions based on the public dataset. Finally, we conclude 
our work in Section 5.

2  Preliminaries

2.1  Camera response model

The camera response model includes the Camera Response Function (CRF) model and the 
Brightness Transform Function (BTF) model. The mathematical description of the BTF 
model is as follows:

where �0 and �1 represent images captured under the same scene with different exposure 
levels, and k denotes the exposure ratio. �  and �  are parameters related to the exposure 
ratio, g stands for BTF. In the BTF model, � and � are determined by camera parameters 
and exposure ratio k . To establish their relationship, the corresponding CRF model is pro-
posed as follows [29]:

where E  is the irradiance of the picture, the closed-form solution for f   is presented below:

where a and b are model parameters in the given scenario of � ≠ 1

And c is a model parameter in the given scenario of � = 1

since the BTF is non-linear for most cameras, the BTF g is defined as follows when � ≠ 1.

where � is the input exposure image.

2.2  Dense scale invariant feature transform (DSIFT) descriptor

The (scale invariant feature transform) SIFT descriptor introduced by Lowe [30] encapsu-
lates vital information for measuring activity levels in image fusion tasks. This descriptor 
is formed by detailing local gradient features for identified points of interest. In pixel-level 
image fusion, activity-level measurements are needed for each pixel or possibly for each 
adjacent block. However, the SIFT descriptor cannot determine points of interest in sparse 

(1)�1 = g
(
�0, k

)
= ��

�

0
,

(2)f (kE) = �f (E)� ,

(3)f (E) =

{
eb(1−E

a), if � ≠ 1

Ec, if � = 1

(4)a = logk� , b =
ln �

1 − �
;

(5)c = logk �,

(6)g(P, k) = eb(1−k
a)
P
(ka).
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regions, preventing its direct application in pixel-level image fusion. To address this limita-
tion, Liu et al. [31] proposed a solution: DSIFT descriptor.

DSIFT descriptor is an approach for dense feature extraction, computing feature descrip-
tors for every pixel in an image without the need to identify specific points of interest. 
This method utilizes a technique similar to the SIFT descriptor [30] to calculate the pixel 
descriptor. Initially, the immediate surrounding of a pixel is divided into smaller cells. The 
gradient details of each cell are then determined using a directional histogram with a speci-
fied number of bins. Finally, the resulting descriptor is normalized to ensure consistency 
and reliability.

The key advantage of DSIFT in the context of image fusion lies in its ability to simulta-
neously address two crucial challenges: measuring the activity level of each source image 
and determining the local similarity among various source images. The former aspect is 
specifically designed to extract local contrast information from diverse source images, 
playing a pivotal role in scenarios involving multiple image fusion types such as multi-
exposure, multi-focus, and multi-mode fusions. The latter aspect becomes significant when 
source images require precise registration. Moreover, compared to quality measures based 
solely on image gradient [32], the activity level measure derived from the DSIFT descrip-
tor proves more reliable and robust against noise.

3  The proposed method

In this section, we introduce a novel multi-weight fusion framework for infrared and vis-
ible image fusion. The schematic representation of the proposed fusion algorithm is illus-
trated in Fig. 2, comprising an adaptive exposure adjustment module for visible images, a 
multi-weight feature extraction module, and a weight map optimization and image fusion 
module.

To begin, we devise an adaptive exposure adjustment module tailored to optimize the 
quality and enhance visible image details. Subsequently, the adaptive exposure image, vis-
ible image, and infrared image are fed into the multi-weight feature extraction module, 

Fig. 2  Framework of the proposed method
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generating feature weight maps for adaptive exposure adjustment, visible, and infrared 
images. To mitigate noise and artifacts in the fused image, we employ MuGIF [33] for 
denoising the feature weight maps. Gaussian and Laplacian pyramids are then utilized for 
decomposing and reconstructing the weight maps and input images, yielding pre-fused 
images. To further enhance the contrast of the pre-fused images, we leverage the Fast 
Guided Filter [34] to refine the pre-fused images, resulting in the final fusion outcome. The 
specific details of the proposed method are outlined as follows.

3.1  Adaptive exposure adjustment for visible image (AEAV)

Visible images are susceptible to environmental interference, such as low brightness, 
affecting the quality of subsequent fused images. As discussed in Section 2.1, we can use 
BTF to generate a series of visible images with different exposures in the same scene and 
then fuse these images to obtain an enhanced visible image. In this work, we adopt BTF to 
develop a new adaptive exposure adjustment module to obtain adaptive exposure images 
for visible images. The flow chart of the proposed method is shown in Fig. 3.

Initially, we extract the brightness component from the input visible image VIS . This 
extracted brightness component serves as our initial estimate of illumination �.

where c represents the color channels. (x, y) represents the image pixel. Employing a struc-
tural texture decomposition method [35], we process the luminance component to derive 
the scene illumination map � of the image. This illumination map effectively preserves the 
meaningful structures within the image while eliminating textural details. As stated in ref-
erence [36], � is obtained by solving the following optimization equation:

where ‖ ∗ ‖2 and ‖ ∗ ‖1 are the �2 and  �
1
  norm, respectively. ∇  is the first order deriva-

tive filter, which contains ∇h�  (horizontal) and ∇v�  (vertical). �‖�◦∇�‖1   is used to 

(7)�(x, y) = maxc∈{R,G,B}VISc(x, y),

(8)minT‖� −�‖2
2
+ �‖�◦∇�‖1,

Fig. 3  Flowchart of adaptive exposure adjustment for visible image module
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preserve the smoothness of � , where  � represents the weight matrix, and �  is the coef-
ficient. Notably, the optimization of the scene lighting map � focuses on the design of � . 
This is because the primary edges within the local window exhibit direction gradients that 
are more consistent than the texture. Consequently, windows containing edges should be 
relatively smaller. The design of the weight matrix is as follows.

here, |∗| represents the absolute value operator, d  represents direction, including the hori-
zontal direction h or the vertical direction v , and  �(x, y) is a local window centered at 
pixel (x, y) . Additionally, �  is a very small constant used to avoid division by zero. For a 
comprehensive understanding of these operations, please refer to the detailed explanation 
in reference [29].

Based on the average pixel value  VISmean of the input visible image VIS , the extracted low-
luminance pixels are as follows:

where �  represents pixels in the low-brightness pixel area, and u  is a constant. As shown 
in Fig. 4, as the u  value increases, the exposure of the low-brightness pixel area gradu-
ally decreases (shown in the red enlarged area). To increase the visibility of low-brightness 
pixel areas while maintaining well-exposed regions, we set the value of u  to 0.2.

In order to minimize computational overhead, it is crucial to determine the optimal expo-
sure rate k for the camera response model, ensuring adequate exposure in low-brightness pixel 
areas of the original visible image. To achieve this, it is necessary to identify the optimal expo-
sure ratio, denoted as k̂ , while focusing solely on the brightness component. The brightness 
component �  is defined as the geometric mean of the three channels (red, green, and blue), 
represented as:

where �r , �g and �b are the red, green and blue channels of input image, respectively. 
High-exposure images generally offer superior visibility compared to low or overexposed 
images, thereby providing richer information. Therefore, the optimal value for k  can be 
determined based on the entropy value of the image:

(9)�d(x, y) =
1

���
∑

q∈�(x,y)∇d�(q)
��� + �

, d ∈ {h, v},

(10)� = {VIS(x, y)|�(x, y) < VISmean + u},

(11)� ∶= 3

√
�r◦�g◦�b,

(12)H(�) = −

n∑

i=1

pi ⋅ log2pi,

Fig. 4  The adaptive exposure adjustment results by using different u 
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where H(⋅) represents the entropy value of the image, where pi is the  i-th   bin of the histo-
gram of �  which counts the number of data valued in 

[
i

m
,
i+1

m

)
 , and m is the number of bins 

(usually set to 256). According to (12), the image entropy under different exposure ratios 
can be computed. The optimal exposure ratio  k̂  is determined by maximizing the image 
entropy of the enhancement brightness as follows:

like [29], our method employs an exposure ratio k ranging from 1 to 7. Finally, based on 
the determined optimal exposure ratio k̂ , the adaptive exposure image of  VIS  can be 
obtained as follows:

To ensure compatibility with a wide range of cameras, fixed camera parameters 
( a = −0.3293, b = 1.1258 ) are used in our method.

Based on the above analysis, this method obtains the optimal exposure rate k̂  
according to (13) and generates an adaptive exposure image based on k̂  . Figure  5 
displays the exposure images of select visible images captured under varying expo-
sure ratios k  and the optimal exposure rate k̂  . These images demonstrate the meth-
od’s effectiveness in exposing low-brightness pixel areas of visible images according 
to real-world conditions.

In Fig.  5, input image 1 was taken in a low-light environment, and most of the 
details in the image are not visible, so the value of the optimal exposure k̂   is larger. 
The input image 2 was taken in a normal light environment, and only a small part of 
the details in the image are not visible, so the value of the optimal exposure  k̂  is small. 
It can be seen from Fig. 5 that both adaptive exposure image 1 and adaptive exposure 
image 2 restore the detailed information of the original visible image in the low-bright-
ness pixel area very well.

The entire calculation process can be expressed by Algorithm 1.

(13)k̂ = argmax
k

H(g(�, k)),

(14)J = e
b
(
1−k̂a

)

VIS

(
k̂a
)

.

Parameter descriptions:

 is the visible image.

is the image after adaptive exposure adjustment.

Input: Output: 
1: The brightness component of the visible image is obtained by (7) as an initial estimate of illumination ;

2: The scene light map  of  is obtained via structural texture decomposition method and equations (8)-(9);

3: Obtain the pixel average value  of ;

4: According to , the pixel Q in the low-brightness pixel area is obtained via (10);

5: Equations (12)-(13) are used to find the optimal exposure ratio ;

6: According to ,  is obtained via (14);

7: Return 

VIS
J

VIS J
W

T VIS

meanVIS VIS

meanVIS
k̂

k̂ J
J

Algorithm 1  Main steps of the proposed AEAV module
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3.2  Multi‑weight feature extraction module

The multi-weight feature extraction module is used to extract feature weights from the 
input visible, infrared, and adaptive exposure images. This module computes three metrics 
(DSIFT, saliency, and saturation features) from the input visible, infrared, and adaptive 
exposure images to estimate the feature weight map of the source image. By calculating 
the weight maps for each metric and multiplying all the weight maps together, the fea-
ture weight map is obtained. The following explains the process of getting corresponding 
weight maps through DSIFT, saliency, and saturation features.

3.2.1  Weight maps via DSIFT

As stated in Section 2.2, the SIFT descriptor contains crucial information for measuring 
activity levels in image fusion tasks. This is because it captures local gradient details of 
identified points of interest. However, SIFT descriptors alone cannot determine points of 
interest and sparse regions, making them unsuitable for direct pixel-level image fusion. 
To address this limitation, the DSIFT descriptor, which allows feature descriptors for each 
image pixel, is employed to extract spatial details from the input visible, infrared, and 
adaptive exposure images.

In this study, DSIFT scores are extracted and employed as weight maps, denoted as 
DSIFT maps. These maps are instrumental in preserving vital details, including texture and 
edges, in the images. Let Ii , where i = 1, 2, 3, …, n , represent the input grayscale or color 
image sequence. The DSIFT feature can be measured as follows:

where DSIFT(∗) indicates the operator, which calculates the unnormalized DSIFT map of 
the source input image. Please refer to [30, 31] for more details about the calculation of 
DSIFT. For a specific pixel located at (x, y) , Ig (x, y) and Ci(x, y) respectively represent the 
grayscale version and DSIFT feature measure of the source input image sequence Ii . To 
optimize memory usage, an 8-bin orientation histogram and a 2 * 2 cell array are employed 

(15)Ci(x, y) = ‖DSIFT
�
Ig (x, y)

�
‖
1
,

Fig. 5  Experimental result of adaptive exposure adjustment for visible image (AEAV) module
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in each cell to generate the descriptor. As a result, the dimension of each descriptor vector 
is limited to 32.

Figure 6 (second column) displays the DSIFT weight map Ci  of “Kaptein_1123”. The 
Fig. 6 clearly illustrates the ability of DSIFT to capture spatial details from the source input 
image effectively. This capability enhances the transmission of intricate information to the 
fused image, thereby improving the overall fusion outcome.

3.2.2  Weight maps via saliency

In order to simulate the Human Visual System (HVS), various computational models have 
been devised to emphasize salient areas. Saliency maps are widely used in image process-
ing tasks to improve image quality and generate visually appealing outputs.

In this study, highlighted image regions (more attractive to human observers) are given 
greater weights through saliency maps. Compared to other saliency algorithm methods, 
the distances between images caused by image features are closer to human perceptual 
distances. Therefore, we adopted the method proposed by Hou et  al. [37] to obtain the 
saliency map. The method depends on the image signature descriptor. The descriptor is 
defined as follows:

where DCT stands for Discrete Cosine Transform, Ig  represents the grayscale version of 
the source input image sequence Ii , and sign(∗)  represents the entrywise sign operator.  F 
represents the foreground and is assumed to have sparse support in the standard spatial 
basis. Z  represents the background and is assumed to have sparse support in the basis of 
the DCT.

For the problem of foreground–background separation, it is very difficult to accurately 
separate F  and Z  when only Ig is given. Therefore, the focus is solely on the spatial 

(16)ISig(Ig ) = sign(DCT(Ig )),

(17)Ig = F + Z, Ig , F, Z ∈ RN .

Fig. 6  Weight maps (pseudo-color) for the “Kaptein_1123”
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support for F  ( F is a non-zero pixel set). Hou et al. [37] approximately isolate the sup-
port of F  by taking the sign of the mixture signal Ig  in the transformed domain, and 
subsequently reverted it back to the spatial domain through an inverse transformation. The 
reconstructed image is expressed as:

where  IDCT  represents the inverse DCT transform. Assuming that the foreground of an 
image is visually salient compared to its background, the saliency map  Si (where  i repre-
sents the  i-th image in the input image sequence) can be obtained by smoothing the recon-
structed image by the square of Ig:

where Ĝ  is a Gaussian kernel, ∗ is the convolution operator and ◦  is the Hadamard (entry-
wise) product operator. Readers can refer to Hou et al. [37] to learn more details.

In Fig.  6 (third column), the obtained saliency maps Si  are presented for the 
“Kaptein_1123”.

3.2.3  Weight maps via saturation

Considering the saturation feature is crucial when estimating the weight map because satu-
ration can make the images appear more vivid and vibrant. The method used in [38], which 
calculates the standard deviation of each pixel in the R, G, and B channels, is primarily 
employed to measure the dispersion of colors. However, in some cases, measuring only 
the color dispersion might not be sufficient to accurately reflect the image’s saturation. In 
contrast, our proposed approach focuses more on the pixel count within the color channels 
rather than the dispersion of colors by calculating the sum of absolute values for each pixel 
in the R, G, and B channels.

In grayscale images, each pixel’s brightness value is unique and is not influenced by 
color channels. Therefore, the saturation of grayscale images is primarily reflected in 
the brightness variation. Calculating the sum of absolute values for each pixel can more 
directly represent the overall intensity of brightness. By employing this method, the 

(18)Ig = IDCT
[
sign(DCT(Ig ))

]
,

(19)Si = Ĝ ∗ (Ig ◦Ig ),

Fig. 7  The fusion results obtained using different saturation measurement methods. The first line represents 
the results obtained using our method, while the second line represents the fusion results obtained using the 
method described in reference [38]
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saturation weight map Ai  (where i  represents the i-th  image in the input image sequence) 
can better capture the changes in brightness in grayscale images. This further enhances the 
image contrast, making the details in the image more clearly visible.

Figure  6 (fourth column) shows the saturation weight map Ai obtained using the 
“Kaptein_1123” image. As shown in Fig. 7, compared with the method in [38], our satu-
ration measurement method provides a higher contrast fusion result, making the critical 
information in the image more prominent, thereby improving the visual quality.

3.3  Weight map refinement and image fusion

For each input image, the initial weight map is calculated by combining three weights: the 
DSIFT weight map Ci , the saliency weight map Si , and the saturation weight map Ai.

As the estimated initial weights often contain discontinuities, a Mutually Guided Image 
Filtering technique is employed to remove noise and reduce these discontinuities from the 
initial weights. For every pixel, information from each metric is multiplied to obtain a sca-
lar weight map. This scalar weight map is then optimized to yield the refined weight map 
Wi:

where MuGIF represents the Mutually Guided Image Filtering. Subsequently, the opti-
mized weight map Wi  is normalized to ensure that the total exposure at each spatial posi-
tion (x, y) adheres to the constraint that the sum is 1, thereby defining the final weight map:

where �  is a small positive value (e.g., 10−25 ). The last column of Fig. 6 gives the final 
weight map of “Kaptein_1123”. As shown in Fig. 6, the final weight map effectively pre-
serves the significant target from the infrared image (as shown in the red box in the first 
row and fifth column in Fig.  6). Additionally, the visible image and adaptive exposure 
image complement each other, with the final weight of the visible image being relatively 
large in well-exposed areas (as shown in the red box in column 5 of the second and third 
rows in Fig. 6). In the under-exposed area, the final weight of the adaptive exposure image 
is relatively large (as shown in the green box in column 5 of the second and third rows in 
Fig. 6).

Due to variations in local intensity among the input images, using a direct-weighted 
mixing strategy might result in artifacts and unsatisfactory outputs. However, this problem 
can be avoided by adopting a pyramid-based multi-resolution method [39]. This approach 
involves converting the images into a pyramid structure, blending them at each level, and 
reconstructing the pyramid to obtain the fused image. Specifically, the method uses the 
Gaussian and Laplacian pyramids to decompose the obtained weights and input image 
sequences, respectively. Then, a weighted blending strategy is applied at each pyramid 
level to get a new Laplacian pyramid for the fused image. The entire process is as follows:

(20)Wi = MuGIF
(
Ci × Si × Ai

)
, i = 1… n

(21)Ŵi(x, y) =

[
n∑

i=1

(
Wi(x, y) + �

)
]−1

(
Wi(x, y) + �

)
,
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where  l denotes pyramid decomposition level, G  represents the Gaussian pyramid, L  rep-
resents the Laplacian pyramid. The fused pyramid L{F(x, y)}l   is finally collapsed to yield 
the pre-fused image Ipre.

However, in all the operations mentioned above, our primary focus has been preserv-
ing the original images’ details within the input image sequence. However, the saliency 
of the infrared target in the fused image and the final fusion effect are often neglected. For 
instance, the contrast in the preliminary fusion image we obtain is insufficient. There are 
two possible reasons for this.

Firstly, we calculate a perceived quality measure for each pixel in the input image 
sequence during the multi-weight feature extraction. Guided by these quality measures, we 
selectively choose “good” pixels from the input sequence and incorporate them into the 
final result. Here, our primary concern is detecting abrupt changes in pixel values within the 
image. Notably, there are very few pixels inside the infrared target, leading to the generation 
of pre-fused images containing many smooth regions within the infrared target pixels. Sec-
ondly, in the design of the weight fusion rule, we compromise the pixel intensity of certain 
prominent targets in the infrared image to preserve the details of both the infrared and visible 
images. To solve this problem, the Fast Guided Filter is used to further process the Ipre:

where FGF represents the Fast Guided Filter,  Ipre is the guide image, R̂  is the filtering 
result of the FGF ,  ⊗ stands for multiplication,  � is the enhancement coefficient, and F  is 
the final fusion image. r, eps, s  are the parameters, where r = 32 , eps = 0.052 , s = 8 , � = 3 . 
As shown in Fig. 8, based on the FGF , we obtain a fused image with higher contrast and 
highlighting the infrared target. The following are the steps of our proposed infrared and 
visible image fusion algorithm, as shown in Algorithm 2.

(22)L{F(x, y)}l =

n∑

i=1

G
{
Ŵi(x, y)

}l

L
{
Ii(x, y)

}l
,

(23)R̂ = FGF
(
Ipre, Ipre, r, eps, s

)
,

(24)F =

(
Ipre −

�R
)
⊗ 𝜂 + �R.

Fig. 8  Contrast enhancement of pre-fused image using Fast Guided Filter. The first row is the pre-fused 
image, and the second row is the final fused image after contrast enhancement
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4  Experiment and analysis

In this section, we first introduce the experimental configuration. Then, some ablation stud-
ies were conducted to verify the effectiveness of our designed module. Next, we evaluate 
the fusion performance of the proposed method and compare it with other existing fusion 
methods to demonstrate the superiority of our algorithm. Finally, we analyze the operating 
efficiency of different methods.

Parameter descriptions:

is the input visible image.

is the input infrared image.

is the Gauss pyramid.

is the Laplace pyramid.

is the decomposition level of the pyramid.

 is a mutually guided image filtering.

 stands for multiplication.

is the final fusion image.

Input: ,  Output: 
1: is the image after adaptive exposure adjustment by Algorithm 1;

2: for = 1 to do   // Traverse the input sequence containing elements , and 

3:   obtain the DSIFT feature weight map  of , and  by (15);

4:   obtain the saliency weight map  of , and  by (19);

5:   obtain the saturation weight map  of , and  VI by Section 3.2.3;

//;:6 Weight map optimization via 

7:    = ( );   // Gaussian pyramid decomposition

8:    = ( , , );   // Laplace pyramid decomposition

9:         for = 1 to do   // process the features of each layer

10:      ;

11:       end for
12: end for
13: the pre-fused image  is obtained by the inverse pyramid transformation;

14: obtain the final fusion image  by (23) and (24);

15: return 

VIS
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MuGIF
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VIS IR F
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i n VIS IR J

iC VIS IR J

iS VIS IR J
Ai VIS IR J
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pyr pyrW Il l lL = Ä
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F
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Algorithm 2  Main steps of the proposed infrared and visible image fusion algorithm

Table 1  The comparison method used in this paper

Name/Reference Year Traditional/Deep learning Category Code

GTF [27] 2016 Traditional Other Matlab
FPDE [40] 2017 Traditional Subspace-based Matlab
MGFF [41] 2019 Traditional Multi-scale Matlab
MDLatLRR [13] 2020 Traditional Multi-scale Matlab
Bayesian [42] 2020 Traditional Other Matlab
MST [43] 2020 Traditional Multi-scale Matlab
SDNet [28] 2021 Deep learning CNN Tensorflow
RFN-Nest [44] 2021 Deep learning AE Pytorch
U2Fusion [23] 2022 Deep learning CNN pytorch
Luo et al. [45] 2022 Traditional Multi-scale Matlab
CMTFusion [46] 2023 Deep learning CNN pytorch
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4.1  Experiment setting

We select two public datasets to evaluate the fusion performance of the proposed method. TNO 
[47, 48] and VIFB [49] are both public datasets. Specifically, 21 pairs of infrared and visible 
light images were selected for testing in TNO. The VIFB dataset also contains 21 pairs of visi-
ble and infrared images, which the authors collected from the fused tracking dataset [50], which 
covers indoor, outdoor, low-light, over-exposure, and other extensive environments.

To validate the performance of the proposed method, we conduct qualitative and 
quantitative experiments with eleven state-of-the-art infrared and visible image fusion 
methods, including GTF(2016) [27], FPDE(2017) [40], MGFF(2019) [41], Bayes-
ian(2020) [42], MST(2020) [43], MDLatLRR(2020) [13], SDNet(2021) [28], RFN-
Nest(2021) [44], U2Fusion(2022) [23], Luo et  al.(2022) [45] and CMTFusion(2023) 
[46]. Table 1 lists more details about these algorithms. The relevant parameters of the 
algorithms above are set according to the original papers. In this paper, the decomposi-
tion level in MDLatLRR is 4. We implement all experiments using Matlab codes on a 
PC with an AMD Ryzen 7 5800H, 16G RAM, and CPU @3.20 GHz processor.

To objectively illustrate the performance of the proposed fusion method, six image qual-
ity evaluation indicators are adopted: Entropy (EN) [51], Mean value (ME), Pixel-based 
visual information fidelity (VIFP) [52], Gradient-based fusion metric ( QAB∕F ) [53], infor-
mation fidelity criterion (IFC), and Chen-Varshney metric ( QCV ) [54]. Among these indica-
tors, EN can reflect the amount of detail and texture of the fused image, and ME calculates 
the arithmetic mean of all pixels, representing the average brightness that human eyes can 
perceive. VIFP measures the visual fidelity between the fused image and the source image. 
QAB∕F is used to estimate the edge information in the fused image. IFC calculates how 
much information is exchanged between the input source image and the output image. The 
larger these values, the better the quality of the fused image. QCV is a human perception-
inspired indicator measuring the visual difference between the source and fused images. 
The smaller the QCV value, the better the fusion performance.

4.2  Ablation experiments

4.2.1  Experimental validation of the AEAV module

To verify the validity of AEAV in this paper, corresponding ablation experiments are conducted 
here. Taking the final fusion image as an example, we mainly use AEAV to enrich the texture 
details of the fusion image. The low-exposure pixels in the visible image are enhanced to reveal 

Fig. 9  Fusion image comparison: (a) row is the fused image without the AEAV. Row (b) is the fused image 
after processing by our method
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the details hidden in the dark so that the final fusion image has the rich texture details of the vis-
ible image. We compare the fusion images obtained with and without an AEAV module. The 
results are shown in Fig. 9. It can be seen that the fusion image processed by the AEAV module 
is superior to the fusion image without AEAV in terms of detail richness and brightness.

Additionally, it maintains the significance of the infrared target. In Table 2, the quantita-
tive experimental scores of the six fusion image evaluation measures further illustrate the 
validity of the proposed AEAV module. The first row of each comparison parameter is the 
data obtained from the fused image in row (a) in Fig. 9, and the second row is the experi-
mental data from the fused image in row (b).

4.2.2  Experimental validation of the multi‑weight maps

To validate the DSIFT, Saliency, and Saturation features, the weight maps are utilized indi-
vidually and in pairwise combinations to guide the fusion process. The experiments are 

Table 2  Six different parameters are used to compare the advantages of fusion results. The first row of each 
comparison parameter is the data obtained from the fused image in row (a) in Fig. 9, and the second row is 
the experimental data from the fused image in row (b). The best values are indicated in bold and underlined

Camp House Kaptein_1123 Doorway Marne_04 Sandpath

EN↑ 6.6540 6.6379 7.1139 7.2053 7.1736 6.7968
7.2158 6.9412 7.5664 7.3856 7.3008 7.3098

ME↑ 75.5390 102.8500 72.6080 135.2700 121.3100 79.7100
93.7730 143.9500 93.1190 133.8300 133.1000 125.2900

VIFP↑ 0.2931 0.3393 0.4137 0.3461 0.4256 0.3351
0.4175 0.4727 0.5350 0.3904 0.4660 0.4912

QAB∕F↑ 0.4752 0.6023 0.4988 0.5503 0.5479 0.5045
0.5300 0.6893 0.4184 0.5930 0.4801 0.5773

IFC↑ 2.2982 2.9758 3.7442 3.5434 3.7657 3.3729
3.4402 4.6163 3.9817 4.1772 3.3960 5.3350

QCV↓ 318.1100 329.8400 101.2000 712.0800 803.7200 142.2100
566.7800 454.1100 261.2600 654.0300 370.9400 226.5500

Fig. 10  Experimental validation results of single or multiple weight maps
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conducted on the TNO dataset, and all comparative experiments are performed under con-
sistent settings. In Fig. 10, we illustrate the fusion results of the proposed method using 
different weight maps, taking “Kaptein_1123” as an example. When employing the DSIFT 
weight map alone, artifacts are noticeable in the fusion result, particularly in the sky area 
(indicated by the yellow arrow). If only the Saliency weight map is used, the fused image 
will lack the details of the smoke, which are clearly visible in the enlarged red box area. 
Similarly, using the saturation weight map alone also leads to the loss of smoke details 
while reducing the contrast of the fused image.

When combining any two weight maps, “DSIFT & Saliency” and “DSIFT & Satura-
tion” introduce spatial inconsistencies, particularly in the sky area, causing it to appear 
unusually dim (indicated by the yellow arrow). Although the overall visual effect is 
improved in the “Saliency & Saturation” combination, there remains an issue with 
the loss of smoke details. Moreover, the infrared target saliency in the “Saliency & 

Table 3  Comparison of the weights used in the fusion process. The best values are indicated in bold and 
underlined

EN↑ ME↑ VIFP↑ QAB∕F↑ IFC↑ QCV↓

DSIFT 6.8252 116.6525 0.4130 0.5371 3.5243 471.9323
Saliency 7.0096 118.3390 0.4340 0.4896 3.5072 508.4009
Saturation 7.0552 113.9920 0.4216 0.4780 3.1657 389.3341
DSIFT & Saliency 6.9419 120.1027 0.4517 0.5476 4.0616 479.6632
DSIFT & Saturation 7.0202 115.1073 0.4489 0.5330 3.7686 416.3226
Saliency & Saturation 7.0646 124.4305 0.4594 0.4990 3.8149 400.2803
DSIFT & Saliency & Saturation 7.0839 119.8910 0.4792 0.5362 4.2732 435.9792

Fig. 11  Quantitative comparison of the different ablation experiments on TNO dataset
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Saturation” combination is less effective than when utilizing all three weight maps in 
combination (as demonstrated in the green box).

Six quality metrics (EN, ME, VIFP, QAB∕F , IFC and QCV ) were selected to evaluate the 
fusion performance of different weight maps on the TNO dataset. The average values are 
shown in Table 3 and Fig. 11, the best values are indicated in bold and underlined. As can 
be seen from Table 3 when the weight is only “Saturation”, the index QCV gets the best 
score. When the weight combination is “DSIFT & Saliency” or “Saliency & Saturation”,  
QAB∕F or ME score is the best. However, it was observed that with the combination of all 
three weights producing the greatest EN, VIFP, and IFC scores. For QAB∕F  and ME, the 

Fig. 12  The fusion results on TNO dataset (“Kaptein_1123” image)

Fig. 13  The fusion results on TNO dataset (“Road” image)
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fusion image obtained by combining the three weight maps still achieves comparable per-
formance. Therefore, the method of combining three types of weight maps proves to be 
more effective in guiding the fusion process and can produce better fusion results.

4.3  Qualitative results

4.3.1  Fusion results of TNO

We compare the fusion performance of 11 existing fusion methods and the proposed algo-
rithm on the TNO dataset. The fusion result of two pairs of source images (“Kaptein_1123” 
and “Road”) is shown in Figs. 12 and 13.

In Figs. 12 and 13, FPDE, Bayesian, and U2Fusion cannot highlight infrared salient targets, 
and GTF and RFN-Nest blur the edges of infrared targets. As can be seen from the red box in 
Fig. 12, MDLatLRR, FPDE, CMTFusion, MGFF, SDNet, and U2Fusion introduce noise into 
the fused image while retaining texture. As can be seen from the red box in Fig. 13, except for 
FPDE, Luo et al., and our method, the details and textures of other methods are almost invis-
ible. In addition, except that our method and Luo et al. maintain the spatial consistency of the 
sky area (shown as the green box in Fig. 12), other methods suffer from spectral pollution 
to varying degrees. However, compared with Luo et al.’s method, our fusion results contain 
more apparent texture details and more prominent infrared targets (such as yellow arrows and 
highlighted green rectangles in Figs. 12 and 13). Furthermore, the proposed method produces 
more natural fused images than other fusion methods.

4.3.2  Fusion results of VIFB

In this paper, many advanced algorithms are initially designed to fuse grayscale 
images. The VIFB data set used for testing has some visible images that are RGB 

Fig. 14  The fusion results on VIFB dataset (“walking2” image)
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images. Therefore, as in VIFB [49], we improve each channel of RGB images by 
fusing them with the corresponding infrared image, achieving color image fusion. 
The fusion results of two image pairs from the VIFB dataset are shown in Figs. 14 
and 15.

In Fig. 14, GTF and MST cannot preserve the color and rich texture detail information 
of the visible image (as shown in the green area in the Fig. 14). The fusion images gener-
ated by FPDE, CMTFusion, and RFN-Nest are relatively blurry, especially FPDE, which 
causes the deformation of the car tires. Although MDLatLRR, MGFF, Bayesian, SDNet, 
U2Fusion, and Luo et al. can retain the detailed information of visible images to a certain 
extent, the contour edges of the car are not clear enough, and the overall image fusion 
result is dark, which is not convenient for people to observe. On the contrary, compared 
with other advanced methods, our fusion result retains the clear edges and texture of the 
rear tire and presents a more natural fusion effect (as shown in the enlarged area of the red 
rectangle).

In Fig. 15, the people around the car are not visible in the visible light image due to 
overexposure. As shown in the enlarged area of the green box in Fig. 15, the people around 
the car are still invisible or unclear in the fusion results of many methods, such as the 
fusion results of Bayesian, FPDE, RFN-Nest, and Luo et al. The infrared targets are not 
noticeable, although one can see the people around the car from the fusion results of GTF, 
MST, SDNet, and U2Fusion. MDLatLRR, CMTFusion, MGFF, and our method can well 
maintain the saliency of infrared targets even under intense light, but the fused image of 
MDLatLRR has the problem of over-enhancement, resulting in infrared target distortion. 
In addition, in terms of visible light detail preservation, compared with other methods, our 
method can maintain a clearer and more natural outline of the visible image (shown in the 
red enlarged area).

The fusion results of other groups are shown in Fig. 16, which shows the same phenom-
enon (as shown in the enlarged red box area).

Fig. 15  The fusion results on VIFB dataset (“manlight” image)
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Fig. 16  Fusion results of six pairs of infrared and visible images in TNO and VIFB datasets by different 
methods
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4.4  Quantitative results

We quantitatively compared the proposed method with the above 11 comparison methods 
on the TNO and VIFB datasets. The average values of the six metrics (EN, ME, VIFP, 
QAB∕F , IFC, and QCV ) on the TNO and VIFB datasets are shown in Tables 4 and 5. The 
optimal values for each metric are shown in bold and underlined, and the suboptimal val-
ues are underlined and italicized. The quantitative comparison results corresponding to 
Tables 4 and 5 are shown in Figs. 17 and 18.

In Table 4, the proposed method achieves the highest values for EN, VIFP, QAB∕F , IFC 
and QCV , and secures the second-best score in ME on the TNO dataset. Although our 
method does not reach the optimal value in ME, it still produces comparable results. In 
Table 5, the proposed method obtains the best values for EN, ME, VIFP, QAB∕F , IFC and 

Table 4  Average quantitative comparison results on TNO dataset, the optimal values for each metric are 
shown in bold and underlined, and the suboptimal values are underlined and italicized

Method EN↑ ME↑ VIFP↑ Qab/F↑ IFC↑ QCV↓ Time(/s)

GTF 6.6353 107.5899 0.2408 0.4265 2.9596 1281.2336 5.5181
MDLatLRR 6.9777 118.2601 0.3398 0.3362 2.9287 656.7194 164.9806
FPDE 6.2549 111.6192 0.2707 0.4879 3.1601 489.4176 2.1680
CMTFusion 6.7821 103.7051 0.3189 0.4129 2.4972 620.6525 0.6253
MGFF 6.5390 100.8223 0.3103 0.4633 2.3973 563.5695 1.2650
Bayesian 6.3045 111.2663 0.3176 0.4840 3.4435 453.5838 1.4870
MST 6.7596 108.6469 0.3141 0.5218 2.8328 931.7186 0.0600
SDNet 6.4906 100.8989 0.2684 0.4227 2.2122 886.3064 0.1650
RFN-Nest 6.8414 93.3474 0.2809 0.3598 2.4709 534.2287 6.4760
U2Fusion 6.2466 103.3921 0.2644 0.4273 2.2576 618.5916 1.2837
Luo et al 6.6463 122.7836 0.3564 0.5086 3.1359 460.9323 44.9021
Our 7.0839 119.8910 0.4792 0.5362 4.2732 435.9792 0.9779

Table 5  Average quantitative comparison results on VIFB dataset, the optimal values for each metric are 
shown in bold and underlined, and the suboptimal values are underlined and italicized

Method EN↑ ME↑ VIFP↑ Qab/F↑ IFC↑ QCV↓ Time(/s)

GTF 6.4452 111.7971 0.2530 0.4552 2.2008 2085.6339 4.8901
MDatLRR 6.7739 108.7773 0.3148 0.5261 2.4529 690.3659 74.6554
FPDE 6.7615 106.4071 0.2776 0.4846 2.3319 766.2566 1.9892
CMTFusion 6.9572 118.7655 0.3017 0.3964 2.0047 1010.5483 1.1880
MGFF 7.1144 105.9986 0.3391 0.5684 2.4689 667.7371 0.7512
Bayesian 6.8780 107.7806 0.3360 0.5509 2.6667 607.0103 1.6585
MST 6.4391 116.3998 0.2724 0.4632 2.1509 1639.7280 0.0130
SDNet 6.6275 107.7328 0.2618 0.5056 2.1255 1243.2490 0.1891
RFN-Nest 7.1428 104.1336 0.2977 0.4160 2.1401 822.3278 0.4829
U2Fusion 6.7484 100.5146 0.2992 0.5212 2.3817 787.7494 2.4388
Luo et al 6.9803 132.6387 0.3277 0.5330 2.4983 926.4335 38.3791
Our 7.2723 148.0075 0.4002 0.5823 3.1277 649.5506 0.9965
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QCV on the VIIFB dataset. These metrics indicate that our algorithm delivers superior con-
trast and edge texture information, emphasizing infrared targets while enhancing visible 
details. In addition, the actual measurement results also show that the fusion image gener-
ated by the method is more natural.

Fig. 17  Comparison of our method with eleven state-of-the-art methods on TNO dataset

Fig. 18  Comparison of our method with eleven state-of-the-art methods on VIFB dataset
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4.5  Efficiency comparison

To comprehensively evaluate different algorithms, we have included the average run-
ning times of various methods on the TNO and VIFB datasets in the last columns of 
Tables 4 and 5.

In Table 4, our method ranks fourth in running time compared to other methods, out-
performing specific deep learning methods like U2Fusion and RFN-Nest. In Table 5, our 
method ranks fifth in runtime when compared to other methods, surpassing some tradi-
tional methods such as GTF and MDLatLRR. This achievement is primarily due to our 
method eliminating traditional decomposition and fusion steps, significantly reducing the 
time required for image fusion. Specifically, methods like MDLatLRR, which obtain low-
rank representation through multi-scale decomposition, tend to be highly time-consuming. 
Although our method might not have an absolute advantage in terms of runtime com-
pared to other methods, the resulting fused image aligns more closely with human visual 
perception.

5  Conclusion

In this paper, we propose a novel multi-weight fusion framework for infrared and visible 
image fusion. Firstly, we propose an adaptive visible light exposure adjustment module to 
enhance the low-luminance pixel areas in the visible images, obtaining adaptive exposure 
images. This approach allows the fused image to contain more details and texture infor-
mation from the visible images. Secondly, we employ a multi-weight feature extraction 
module to extract three feature weight maps from the input infrared, visible, and adap-
tive exposure images: DSIFT, saliency, and saturation maps. These feature weight maps 
are then optimized using MuGIF. Subsequently, we decompose and reconstruct the feature 
weight maps and input images using Gaussian and Laplacian pyramids, generating the pre-
fusion images. Finally, to further enhance the contrast of the pre-fusion images, we apply 
a Fast Guided Filter to process the pre-fused images, producing the final fusion results. 
This method effectively preserves the saliency of infrared targets and background infor-
mation from visible images, making the fusion results more consistent with human visual 
perception.

Qualitative and quantitative comparisons with 11 other state-of-the-art methods demon-
strate the superiority of our method. However, as discussed in Section 4.5, our method has 
some limitations in terms of computational efficiency. In future research, we will explore 
more efficient fusion methods. In addition, with the continuous development of color vis-
ible and infrared image datasets, we will continue investigating more multi-channel color 
fusion image generation methods.
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