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Abstract
Video anomaly detection and localization is one of the key components of the intelligent
video surveillance system. Video anomaly detection refers to the process of spatiotemporal
localization of the abnormal or anomalous pattern present in the video. The performance of the
deep learning-based video anomaly detector depends on the quality and quantity of the video
anomaly datasets used for training. However, there is a scarcity of effective video anomaly
datasets due to inherent natures such as rareness, context-dependency, and equivocal nature.
Further, state-of-the-art lacks a review that presents a comprehensive study of video anomaly
datasets, including issues associated with the existing datasets, comparative analysis of the
available datasets, potential solutions using both model-centric and data-centric approaches.
Hence, a comprehensive review of the publicly available video anomaly datasets for video
anomaly detection and localization is presented in this article. Further, a comparative study of
the existing video anomaly datasets at qualitative and quantitative levels is presented to decide
the right strategies for the desired application. Subsequently, model-centric and data-centric
approaches required to solve various problems associated with the video anomaly datasets
are presented. Finally, current research trends, research challenges, potential applications,
and future research directions are outlined.
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1 Introduction

Intelligent Video Surveillance System (IVSS) is a technology on demand to ensure the safety
and security of the lives as well as assets in public places such as market places, shopping
malls, hospitals, banks, streets, educational institutions, city administrative offices, smart
cities, etc. Generally, most of the videos recorded by the surveillance cameras corresponding
to the normal events are not important [1]. However, the events or entities which are abnormal
(or anomalous) in nature are of greater importance for intelligent video analytic [2, 3]. Hence,
automatic detection of anomalous events or entities (video anomalies) using surveillance
video is one of the major tasks of the IVSS. The video anomalies are defined as the irregular
Spatio-temporal patterns available in the video that significantly deviates from the normal
trained patterns. The rapid growth inArtificial Intelligence (AI) technologies such asMachine
Learning (ML) and Deep Learning (DL) have enabled the IVSS to detect and localize the
video anomalies efficiently in a complete automatic framework. The availability of large
video datasets, better computational facilities, and inventions of enhanced algorithms are the
three important driving force in achieving the automatic detection as well as localization of
the video anomalies. The detection and localization of the video anomalies may be defined
as the process of detecting as well as localizing the video anomalies in the Spatio-temporal
dimensions. In other words, the complete process involves two important steps such as Video
Anomaly Detection (VAD) and Video Anomaly Localization (VAL). The video anomaly
detection focuses on finding whether the given video frame exhibits an anomaly or not.
Subsequently, the video anomaly localization focuses on the localization of anomalies by
determining the actual location of the anomalies in the given video frame [4]. Moreover,
due to the advancement of DL methods capable of performing detection and localization
of the video anomalies in a single end-to-end pipeline, sometimes only VAD signifies both
detection and localization of the video anomalies. Further, the detection and localization
of the video anomalies are always decided based on the selected evaluation criteria. Then,
the video anomaly detector is evaluated in terms of the various performance metrics for the
quantitative as well as qualitative analysis.

In this section, we first discuss the motivations and scope of this survey. Subsequently,
we present a brief discussion concerning the related surveys and contributions made in this
article.

1.1 Motivations

Deep learning is part of machine learning where data-driven approaches are used instead
of feature engineering. Recently, deep learning techniques are widely used for the detection
of video anomalies to provide high accuracy and dataset generalization as compared to ML
techniques based on feature engineering [4]. Generally, the performance of the deep-learning
models is primarily dependent on the quantity as well as the quality of the datasets that are
used in modeling [5, 6]. Hence, the performance of the deep learning-based models that are
developed for the video anomaly detection and localization is significantly dependent on the
quantity as well as the quality of the video anomaly datasets. However, there are few essen-
tial inherent issues concerning the video anomaly datasets which deters the development,
performance, and applicability of the deep-learning-based video anomaly detectors. These
are listed as follows.

• The video anomaly detection and localization help in reducing the human effort by pro-
viding a coarse level of video understanding by filtering out the anomalous patterns from
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the normal patterns promptly [7]. Subsequently, a detailed video analysis involving object
detection, activity classification, and person recognition can be performed only for the
anomalous video segment instead of the whole video. Hence, automatic video anomaly
detection and localization are helpful for humankind in multidimensional applications
by reducing the manual effort [8].

• Though many datasets are available, there is a lack of a comprehensive analysis of these
datasets highlighting the individual pros and cons of corresponding applications [8].

• The equivocal nature of the video anomalies prevents the perfect labeling in the Spatio-
temporal dimensions and results in a dearth of anomalous ground truth data (or insufficient
labeled data). Hence, the development of the end-to-end trainable deep learning-based
models for the detection and localization of anomalies are restricted [9–11].

• Video anomalies are context-dependent [12, 13] andhence, the development of a universal
video anomaly detector is not a feasible option. Therefore, the development of the video
anomaly detector is constrained by the application domain, environmental conditions,
and the scope of training data.

The points, as mentioned earlier, are the few prominent driving forces for preparing the
article.

1.2 Scope of this survey

The following factors define the scope of the survey.

• There are a variety of datasets available for anomaly detection corresponding to the
various domains. However, this surveywill be restricted to only datasets of video anomaly
detection and localization for providing a comprehensive analysis.

• Broadly, the datasets of the video anomalies can be captured either with the help of a
stationary (or fixed) surveillance camera and dynamic (or moving) camera. However, this
survey will be mostly restricted to datasets corresponding to the stationary surveillance
camera.

• The survey will cover most of the prominent datasets available for both the single scene
and multiple scene problem formulation.

• The preprocessing techniques which are suitable only for deep learning methods will be
discussed.

1.3 Related surveys

There are few existing surveys [2, 4, 12, 14–20] in the area of video anomaly detection
and localization. However, as per the best of our knowledge, there is only one survey [8]
dedicated to the datasets used in the video anomaly detection. The tremendous progress in
deep learning-based video anomaly detection in the last five years has been accompanied
by the creation of good quality new video anomaly datasets. However, the previous survey
[8] has not discussed the issues in the existing datasets, prominent preprocessing techniques,
open research challenges, and potential application domains. The present review addresses
all the points mentioned above while including all the recent datasets.
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1.4 Contributions

The present review is initially built on the previous survey related to the video datasets for
anomaly detection [8]. Subsequently, the article presents a detailed and structured analysis
of datasets reported in the state-of-the-art for the detection and localization of the video
anomalies. The significant contributions of the research work can be summarized as follows.

• A comprehensive review of the bench-marked video datasets that are reported in the
state-of-the-art research for video anomaly detection is presented.

• A comparative analysis of the datasets used for the detection and localization of the
video anomalies has been put forth. This will help the research community to identify
the appropriate dataset for the desired application.

• A summary of problem formulation for the video anomaly detection depending on the
training video anomaly datasets using either Single Scene Formulation orMultiple Scene
Formulation is presented.

• A brief analysis of the AI approaches, i.e., data-centric approaches in terms of various
data preprocessing techniques and model-centric approaches in terms of various model
enhancement techniques that enhance the model performance for the existing video
anomaly datasets, are presented.

• Emerging trends in the detection and localization of the video anomalies and correspond-
ing alignment with the video anomaly datasets are briefly outlined.

• The prominent problems, open research challenges and future directions of the video
anomaly detection and localization associated with the existing video anomaly datasets
have been outlined.

1.5 Organization

The rest of the article is structured as follows. Preliminaries required for the video anomaly
detection and localization are briefly presented in Section 2. Problem formulation for video
anomaly detection depending on the datasets used for training is summarized in Section 3.
Classification and comparative analysis of datasets for the video anomaly detection are pre-
sented in Sections 4 and 5, respectively. Subsequently, the issues with existing datasets are
explained in Section 6, followed by the various data explorations and preparation techniques
required for understanding as well as transforming the data in Section 7. AI approaches
in terms of model-centric and data-centric approaches to develop efficient DL models for
the detection as well as localization of the video anomalies by solving issues related to the
video anomaly datasets are discussed in Section 8. The emerging trends in the detection and
localization of the video anomalies as per the availability of the video anomaly datasets are
presented in Section 9. The potential applications of video anomaly detection are summa-
rized in Section 10. The open research challenges and future directions specifically due to
the problems associated with the video anomaly datasets are outlined in Section 11. Finally,
a brief conclusion is presented in Section 12.

2 Preliminaries for the detection and localization of video anomalies

This Section presents essential preliminaries required to understand the detection and local-
ization of video anomalies properly.
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2.1 Unique characteristics of video anomalies

Anomalies are one of the subsets of outliers [21]. Outliers are the deviants comprised of noise
and anomalies. However, noise is treated as the uninteresting outlier, whereas anomalies are
considered as sufficiently interesting outliers. Video anomalies are equivocal (whose inter-
pretation is highly contextually dependent) [22], novel [23], unknown, rare [11], unexpected
[24], atypical [25], abnormal, and out-of-the-dictionary [15, 26–28] in nature.

2.2 Complexity of the surveillance scenarios

The complexity of the surroundings and the types of anomalies are two of the most important
considerations in video anomaly detection and localization. Furthermore, the density of
moving objects contributes to the complexity of the scene. Consequently, the density of the
moving targets allows us to categorize the environment into three distinct types as follows.

2.2.1 Sparsely crowded environment

When objects are loosely distributed, i.e., around 10 square feet of area is available per person,
then such an environment is known as a sparsely crowded environment [29]. Video anomalies
involving single objects, such as loitering, intrusion, etc., and involving interactions of two
persons, such as fighting, are typical examples of the sparsely crowded environment.

2.2.2 Moderately crowded environment

When objects are relatively more crowded as compared to that moderately crowded environ-
ment, i.e., around 4.5 square feet of area is available per person, then such an environment is
known as a moderately crowded environment [29]. Video anomalies involving group activi-
ties, such as riots, violence, etc., are typical examples of the sparsely crowded environment.

2.2.3 Densely crowded environment

When objects are highly populated or densely crowded, i.e., around 2.5 square feet of area is
available per person, then such an environment is known as a densely crowded environment
[29]. Video anomalies involving highly packed crowd activities, such as stampedes, sudden
crowd dispersion caused by an explosion, etc., are typical examples of a densely crowded
environment.

2.3 Types of video anomalies

Video anomalies may be local or global based on the level of occurrences [4, 19, 22, 30–
32]. Further, video anomalies may be point or interaction anomalies based on the number
of objects involved [4, 19, 22]. However, video anomalies are spatiotemporal anomalies that
can be best described by contextual or conditional anomalies [4, 19]. Contextual anomalies
correspond to the data points having significant deviations causing anomalies with respect
to a specific context defined by the contextual and behavioral features [33]. Usually, time
and location are examples of contextual factors, whereas characteristics that reflect typical
conduct are examples of behavioral features.Most of the video anomalies, such as stampedes,
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riots, violence, fighting, etc., can be suitably described by contextual anomalies with the help
of spatiotemporal (combination of appearance and motion) features [22, 34].

2.4 Learning approaches

Based on the level of human intervention and utilization of labeled data during training, video
anomaly detectors can be trained using any one of the following techniques.

2.4.1 Supervised video anomaly detection and localization

Supervised video anomaly detection and localization methods involve training a binary clas-
sifier using the associated labels of normal and anomaly frames as well as pixels using a
balanced training dataset comprised of clearly defined events. Unfortunately, it is not practi-
cally feasible to perfectly define video anomalies due to their ambiguous nature, evolutionary
quality, inherent data-imbalance problem, and probability of high variance within anomalies
[19, 22].

2.4.2 Unsupervised video anomaly detection and localization

Unsupervised video anomaly detection and localization methods involve the usage of unla-
beled video data that rely on co-occurrence statistical concepts to identify suspicious events or
objects [15]. Furthermore, unsupervised video anomaly detection and localization algorithms
often need a large video dataset and substantial computing resources to be successful [22].
Because these two resources are so readily available, unsupervised video anomaly detec-
tion systems have consistently outperformed their supervised counterparts. While enormous
amounts of weakly labeled normal data are accessible, labeled data for solely abnormal activ-
ity is scarce. However, the unsupervised video anomaly detection methods do not exploit the
full potential of this poorly labeled normal data.

2.4.3 Semi-supervised video anomaly detection and localization

This sort of video anomaly detection and localization technique is increasingly popular since
it combines the advantages of supervised and unsupervised methods. Due to the availability
of normal videos or data devoid of abnormalities, unsupervised video anomaly identification
methods are often handled as semi-supervised video anomaly detection approaches [12].
Deep-autoencoder based models have recently been trained with enough training data that
solely includes normal events, resulting in models with the lowest possible reconstruction
error for normal activities [19, 22]. As a result, the model detects and localizes the video
abnormalities since it provides a significantly high reconstruction error for abnormal activity.
However, by keeping a domain expert informed, the effectiveness of the semi-supervised
video anomaly detection algorithms may be increased even further.

2.4.4 Active learning-based video anomaly detection and localization

The model is trained offline using typical training examples in the case of unsupervised or
semi-supervised video anomaly detection and localization, and it is not updated as and when
fresh data is received [35]. As a consequence, the resulting audiovisual representations are
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ineffectual. The use of active learning-based video anomaly detection, which keeps humans
(or domain experts) in the loop for categorizing the perplexing choices or samples in the online
framework, may be used to overcome these challenges. Thus, by incorporating suitable priors
with the aid of a domain expert, active learning aids in decreasing the ambiguous character
of anomaly [36]. A deep active learning approach has recently been put out for unsupervised
deep learning-based anomaly detection models. Additionally, the Generative Adversarial
Network (GAN) features are effectively used for the outlier identification process [22, 37].
Despite becomingmore accurate in online applications, active learning-based video anomaly
detection algorithms still need ongoing input from subject-matter experts.

2.5 Targeted applications

Desired accuracy and speed (processing time) of the models meant for the detection and
localization of the video anomalies are decided by the targeted application. Broadly targeted
applications can be classified as either online applications or offline applications.

2.5.1 Online applications

Online applications involve detecting and localizing video anomalies from live video streams.
Here, the objective is to detect and localize the video anomalies with high speed (or the least
frame processing time) and competitive accuracy. In other words, the current frame of the live
video streammust be entirely processed before the arrival of the next frame by optimizing the
frame processing time [38]. Models suitable for online (real-time) applications attain online
performances such as high computational speed and less computation space by employing
lightweight and robust features [19, 22].

2.5.2 Offline applications

Offline applications involve detecting and localizing video anomalies from offline or stored
videos. Here, the objective is to detect and localize the video anomalies with high accuracy
and minimum false alarms by optimizing the detection accuracy [38]. Models suitable for
offline applications attain the highest accuracy at the expense of higher computational time
by employing more complex and descriptive features [19, 22].

3 Problem formulation for video anomaly detection

Generally, dependingon the available datasets, the problem formulation for the video anomaly
detection can be qualitatively divided into two main categories as Single Scene Formulation
(SSF) and Multiple scene Formulation (MSF) [1].

3.1 Video anomaly detection using single scene formulation

In the case of video anomaly detection using SSF, the model is trained using the training
videos Vtrain or frame sequences consists Ftrain of only normal (non-anomalous) events
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from a single scene. Subsequently, the trained video anomaly detector is used to detect the
video anomalies from the test videos or frame sequences from the same scene [1]. Here, video
anomalies signify the spatiotemporally localized video segment that differs significantly from
the trained patterns using the training videos. The exact quantification of the “significantly
different" is very difficult to specify universally and is dependent on the target application.
Mainly, this significant difference is caused due to the appearance (spatial) and temporal
(motion) of the objects present in the video corresponding to the particular scene.

Mathematically, let us consider that the complete video dataset VSS is collected from
the same scenario. Hence, number of scenes available in the VSS is one. In other words,
total number of scenes being considered in the video anomaly detection using single scene
formulation is one,i.e., NSS = 1. Hence, complete video dataset VSS and total number of
video clips available in the V are presented in (1) and (2), respectively.

VSS = V SS
train

⋃
V SS
test (1)

NSS
V = NSS

train + NSS
test (2)

Further, the training video dataset V SS
train may be comprised of multiple video clips as

represented in (3). Here, vSS
train j

represents the j th video clip of the training video set V SS
train

and NSS
train is the number of video clips available in the V SS

train .

V SS
train =

NSS
train⋃

j=1

vSS
train j

=
{
vSS
train1 , v

SS
train2 , v

SS
train3 , ..., v

SS
train

N SS
train

}
(3)

Each vSS
train j

comprises multiple individual frame f SStraink
as expressed in (4). Here, MSS

train

is the total number of the frames available in each vSS
train j

.

vSS
train j

=
MSS

train⋃

k=1

f SStraink =
{
f SStrain1 , f SStrain2 , f SStrain3 , ..., f SStrain

MSS
train

}
(4)

Now, V SS
train can be rewritten by combining (3) and (4) as expressed in (5) and (6).

V SS
train =

NSS
train⋃

j=1

⎧
⎨

⎩

MSS
train⋃

k=1

f SStrain jk

⎫
⎬

⎭ (5)

⇒ V SS
train =

NSS
train⋃

j=1

{
f SStrain j1

, f SStrain j2
, f SStrain j3

, ..., f SStrain
jMSS

train

}
(6)

Similarly, the testing video dataset V SS
test consists of multiple video clips as represented in

(7). Here, vSS
test j represents the j th video clip of the testing video set V SS

test and NSS
test is the

number of video clips available in the V SS
test .

V SS
test =

NSS
test⋃

j=1

vSS
test j =

{
vSS
test1 , v

SS
test2 , v

SS
test3 , ..., v

SS
test

N SS
test

}
(7)
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Each vSS
test j comprises multiple individual frame f SStestk as expressed in (8). Here, MSS

test is

the total number of the frames available in each vSS
test j .

vSS
test j =

MSS
test⋃

k=1

f SStestk =
{
f SStest1 , f SStest2 , f SStest3 , ..., f SStest

MSS
test

}
(8)

Now, V SS
test can be rewritten by combining (7) and (8) as expressed in (9) and (10).

V SS
test =

NSS
test⋃

j=1

⎧
⎨

⎩

MSS
test⋃

k=1

f SStest jk

⎫
⎬

⎭ (9)

⇒ V SS
test =

NSS
test⋃

j=1

{
f SStest j1 , f SStest j2 , f SStest j3 , ..., f SStest

jMSS
test

}
(10)

Generally, video anomaly detection is treated as an unsupervised learning problem as
there is no direct information about the anomaly classes (positive classes). However, direct
information about the normal classes (negative classes) is available in most practical scenar-
ios. Hence, the video anomaly detection problem can be further simplified and treated as a
semi-supervised learning problem. The normal class distribution DN can be estimated by
using the training samples Vtrain consisting of only normal classes by modeling an automatic
representation (Video Anomaly Detector) V ADSS that minimizes the reconstruction cost.
Mathematically, the objective function for the video anomaly detection can be formulated as
represented in (11).

minimize
∥∥∥ f SStrain jk

− V ADSS

(
f SStrain jk

)∥∥∥
2

(11)

subject to constraints

1 � j � NSS
train (12)

1 � k � MSS
train (13)

Once the model is learned, the testing frame sequences f SStest jk are fed into the trained

model V ADSS to reconstruct the frames f̂ SStest jk as compressed in (14),

f̂ SStest jk = V ADSS

(
f SStest jk

)
(14)

where,

1 � j � NSS
test (15)

1 � k � MSS
test . (16)

The reconstruction error for a given pixel with an intensity I at a spatial location (x, y)
in a particular testing frame f SStest jk at time instant t can be calculated by using the learned
model V ADSS by using (18) [39].

eSStest jk (x, y, t) =
∥∥∥I SStest jk (x, y, t) − Î SStest jk (x, y, t)

∥∥∥
2

(17)

= I SStest jk (x, y, t) − V ADSS

(
I SStest jk (x, y, t)

)
(18)
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Here, I SStest jk (x, y, t) and Î SStest jk (x, y, t) are the pixel intensities at the spatiotemporal

location (x, y, t) corresponding to the frames f SStest jk and f̂ SStest jk , respectively. Further, the

reconstruction error of the particular test frame at time t , i .e., ereconstruct SStest jk (t) can be cal-

culated from the known pixel-level reconstruction errors eSStest jk (x, y, t) by using (19) [39].

ereconstruct SStest jk (t) =
∑

x,y

eSStest jk (x, y, t) (19)

Subsequently, the anomaly score SanoSStest jk (t) and the regularity score S
regSS
test jk (t) for the test

frame test SSjk (t) can be calculated by using (20) [40] and (21) [39]. Here, the values of both
anomaly and regularity scores are lay in the range of 0 to 1.

SanoSStest jk (t) = ereconstruct SStest jk (t) − ereconstructSSmin
test jk (t)

ereconstructSSmax
test jk (t)

(20)

S
regSS
test jk (t) = 1 − SanoSStest jk (t) (21)

Finally, the individual test frames are considered anomalous or normal based on the
associated anomaly score by using the condition mentioned in the (22).

SanoSStest jk (t) � θSS (22)

Alternatively, the individual test frames are considered anomalous or normal based on the
associated regularity score by using the condition mentioned in the (23). Here, θSS is the
set threshold for the anomaly detection corresponding to the single scene. There is a high
possibility of getting false alarms when the θSS value is very low. Conversely, there is a
high possibility of missing out on the real anomalies when the θSS value is set at very high.
Therefore, the θSS is set carefully for the desired application and sensitivity level.

S
regSS
test jk (t) � θSS (23)

Anomaly score SanoSStest jk and regularity score S
regSS
test jk are complimentary in nature and both

are related as mentioned in (24).

S
regSS
test jk = 1 − SanoSStest jk (24)

Many video anomaly datasets are available that are suitable for video anomaly detection
using SSF, such as Subway Entrance and Exit [41], UCSD Pedestrian [31], CUHK Avenue
[42], Street Scene [1], and so on. Further, a good number of video anomaly detection works
based on SSF such as [1, 13, 43–45], etc. have been reported. However, there is requirement
of lightweight, efficient and robust video anomaly detection techniques for the detection and
localization of the video anomalies corresponding to the SSF.

3.2 Video anomaly detection usingmultiple scene formulation

In the case of video anomaly detection using MSF, it is not necessary that all the normal
videos must come from the same scene. Instead, normal video data coming from different
scenes are used to train a single model. Subsequently, the trained model is used to detect the
video anomalies in the test videos that may come from any of the trained scenes [1]. However,
the video anomaly detector is able to detect the restricted varieties of anomalous events as
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multiple scenes are used to define the normal events. For example, video anomalies such as
pedestrian walking in a restricted area, jaywalking, etc., that are treated as anomalous in a
specific area of a particular scene area are excluded. This is because the same spatial region
across the multiple scenes may not be the restricted zone.

Mathematically, let us consider that the complete video dataset VMS is collected from
the different scenarios. Hence, number of scenes available in the VMS is more than one. In
other words, total number of scenes being considered in the video anomaly detection using
multiple scene formulation is more than one,i.e., NMS > 1. Hence, complete video dataset
VMS and total number of video clips available in the VMS are presented in (25) and (26),
respectively.

VMS = V MS
train

⋃
V MS
test (25)

NMS
V = NMS

train + NMS
test (26)

Further, the training video dataset V MS
train may be comprised of multiple video clips as

represented in (3). Here, vMS
train j

represents the j th video clip of the training video set V MS
train

and NMS
train is the number of video clips available in the V MS

train .

V MS
train =

NMS⋃

i=1

⎧
⎨

⎩

NMS
train⋃

j=1

vMS
traini j

⎫
⎬

⎭ =
NMS⋃

i=1

{
vMS
traini1 , v

MS
traini2 , v

MS
traini3 , ..., v

MS
train

i NMS
train

}
(27)

Each vMS
traini j

comprises multiple individual frame f MS
traink

as expressed in (4). Here, MMS
train

is the total number of the frames available in each vMS
train j

.

vMS
traini j =

MMS
train⋃

k=1

f MS
traink =

{
f MS
train1 , f MS

train2 , f MS
train3 , ..., f MS

train
MMS
train

}
(28)

Now, V MS
train can be rewritten by combining (27) and (28) as expressed in (29) and 30.

V MS
train =

NMS⋃

i=1

⎧
⎨

⎩

NMS
train⋃

j=1

⎧
⎨

⎩

MMS
train⋃

k=1

f MS
traini jk

⎫
⎬

⎭

⎫
⎬

⎭ (29)

⇒ V MS
train =

NMS⋃

i=1

⎧
⎨

⎩

NMS
train⋃

j=1

{
f MS
traini j1 , f MS

traini j2 , f MS
traini j3 , ..., f MS

train
i jMMS

train

}⎫
⎬

⎭ (30)

Similarly, the testing video dataset V SS
test consists of multiple video clips as represented in

(31). Here, vMS
test j represents the j th video clip of the testing video set V MS

test and NMS
test is the

number of video clips available in the V MS
test .

V MS
test =

NMS⋃

i=1

⎧
⎨

⎩

NMS
test⋃

j=1

vMS
testi j

⎫
⎬

⎭ =
NMS⋃

i=1

{
vMS
testi1 , v

MS
testi2 , v

MS
testi3 , ..., v

MS
test

i NMS
test

}
(31)

123

59627Multimedia Tools and Applications (2024) 83:59617–59674



Each vMS
testi j comprises multiple individual frame f MS

testk as expressed in (32). Here, MMS
test

is the total number of the frames available in each vMS
test j .

vMS
testi j =

MMS
test⋃

k=1

f MS
testk =

{
f MS
test1 , f MS

test2 , f MS
test3 , ..., f MS

test
MMS
test

}
(32)

Now, V MS
test can be rewritten by combining (31) and (32) as expressed in (33) and (34).

V MS
test =

NMS⋃

i=1

⎧
⎨

⎩

NMS
test⋃

j=1

⎧
⎨

⎩

MMS
test⋃

k=1

f MS
testi jk

⎫
⎬

⎭

⎫
⎬

⎭ (33)

⇒ V MS
test =

NMS⋃

i=1

⎧
⎨

⎩

NMS
test⋃

j=1

{
f MS
testi j1 , f MS

testi j2 , f MS
testi j3 , ..., f MS

test
i jMMS

test

}⎫
⎬

⎭ (34)

Similar to the SSF, the normal class distribution DN can be estimated by using the training
samples V MS

train consisting of only normal classes from multiple scenes by modeling an auto-
matic representation (Video Anomaly Detector) V ADMS that minimizes the reconstruction
cost. Mathematically, the objective function for the video anomaly detection can be formu-
lated as represented in (35).

minimize
∥∥∥ f MS

traini jk − V ADMS

(
f MS
traini jk

)∥∥∥
2

(35)

subject to constraints

1 � i � NMS (36)

1 � j � NMS
train (37)

1 � k � MMS
train (38)

Once the model is learned, the testing frame sequences f MS
test jk are fed into the trained

model V ADMS to reconstruct the frames f̂ MS
test jk as compressed in (39).

f̂ MS
testi jk = V ADMS

(
f MS
testi jk

)
(39)

The reconstruction error for a given pixel with an intensity I at a spatial location (x, y)
in a particular testing frame f MS

testi jk at time instant t can be calculated by using the learned
model V ADMS by using (41) [39].

eMS
testi jk (x, y, t) =

∥∥∥I MS
testi jk (x, y, t) − Î MS

testi jk (x, y, t)
∥∥∥
2

(40)

= I MS
testi jk (x, y, t) − V ADMS

(
I MS
testi jk (x, y, t)

)
(41)

Here, I MS
testi jk (x, y, t) and Î MS

testi jk (x, y, t) are the pixel intensities at the spatiotemporal

location (x, y, t) corresponding to the frames f MS
testi jk and f̂ MS

testi jk , respectively. Further, the

reconstruction error of the particular test frame at time t , i .e., ereconstructMS
testi jk (t) can be cal-

culated from the known pixel-level reconstruction errors eMS
testi jk (x, y, t) by using (42) [39].

ereconstructMS
testi jk (t) =

∑

x,y

eMS
testi jk (x, y, t) (42)
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Subsequently, the anomaly score SanoMS
testi jk (t) and the regularity score S

regMS
testi jk (t) for the test

frame testMS
i jk (t) can be calculated by using (43) [40] and (44) [39]. Here, the values of both

anomaly and regularity scores are lay in the range of 0 to 1.

SanoMS
testi jk (t) = ereconstructMS

testi jk (t) − ereconstructMSmin
testi jk (t)

ereconstructMSmax
testi jk (t)

(43)

S
regMS
testi jk (t) = 1 − SanoMS

testi jk (t) (44)

Finally, the individual test frames are considered anomalous or normal based on the
associated anomaly score by using the condition mentioned in the (45).

SanoMS
testi jk (t) � θMS (45)

Alternatively, the individual test frames are considered anomalous or normal based on the
associated regularity score by using the condition mentioned in the (46).

S
regMS
testi jk (t) � θMS (46)

Anomaly score SanoMS
testi jk and regularity score S

regMS
testi jk are complimentary in nature and both

are related as mentioned in (47).

S
regMS
testi jk = 1 − SanoMS

testi jk (47)

Many video anomaly datasets are available that are suitable for video anomaly detec-
tion using MSF, such as UMN [46, 47], BEHAVE [48], Live Videos [49], UCF crime [7],
ShanghaiTech Campus [50], Large-scale Anomaly Detection [51], and so on. Further, a good
number of video anomaly detectionworks based onMSF such as [49], UCF crime [7], Shang-
haiTech Campus [50], Large-scale Anomaly Detection [51], UBnormal [52], etc. have been
reported. However, there is requirement of lightweight, efficient and robust video anomaly
detection techniques for the detection and localization of the video anomalies corresponding
to the MSF.

Notations and correspondingmeanings for theVADusingMSFare presented inTable 1.As
VAD using SSF is a special case of VAD using MSF where NMS = 1, these notations can be
interpreted similarly where MS will be replaced by SS for the VAD using SSF. Finally, video
anomaly detection using SSF and MSF are qualitatively two different problems. Depending
on the targeted applications, computational infrastructure, and video anomaly datasets, video
anomalies can be detected using either SSF or MSF.

4 Classification of the datasets for the video anomaly detection
and localization

The availability of the bench-marked datasets is one of the significant factors that control
the advancement of research for video anomaly detection and localization. Video anomaly
detection and localization bench-marked datasets are scarce because of the comparatively new
research field, the rarity, and the limitless variety of video anomalies (anomalous activities or
anomalous events) in real-world circumstances. The limited available bench-marked datasets
restrict the scope of the research problem as well as potential applications. The quantity and
quality of the datasets used in the development significantly control the desired performance
of the developed video anomaly detectors. Further, the use of common bench-marked video
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Table 1 Notations for the multiple scene formulation to detect the video anomalies

Notation Meaning

VMS Complete video anomaly dataset, which is collected from the different sce-
narios .

V MS
train Training video clips of multiple video clips VMS .

V MS
test Testing video clips of multiple video clips VMS .

NMS
V Total number of video clips available in VMS .

NMS
train Total number of video clips available in V MS

train .

NMS
test Total number of video clips available in V MS

test .

NMS Total number of scenes being considered for VAD using MSF.

vMS
train j

j th video clip of the training video set V MS
train .

vMS
traini j

j th video clip of the training video set V MS
train for i th scene.

f MS
traini jk

kth frame of j th video clip corresponding to the training video set V MS
train

for i th scene.

vMS
test j

j th video clip of the testing video set V MS
test .

vMS
testi j

j th video clip of the training video set V MS
test for i th scene.

f MS
testi jk

kth frame of j th video clip corresponding to the training video set V MS
test for

i th scene.

DN Normal class distribution

f̂ MS
traini jk

kth reconstructed frame of j th video clip corresponding to the training video
set V MS

train for i th scene.

f̂ MS
testi jk

kth reconstructed frame of j th video clip corresponding to the training video
set V MS

test for i th scene.

V ADMS Video anomaly detector corresponding to MSF

eMS
testi jk

(x, y, t) The reconstruction error for a given pixel with an intensity I at a spatial
location (x, y) in a particular testing frame f MS

testi jk
at time instant t .

I MS
testi jk

(x, y, t) Pixel intensity at the spatiotemporal location (x, y, t) corresponding to the
frames f MS

traini jk

Î MS
testi jk

(x, y, t) Pixel intensities at the spatiotemporal location (x, y, t) corresponding to the
reconstructed frames f̂ MS

traini jk

e
reconstructMS
testi jk

(t) Reconstruction error of the particular test frame at time t

S
anoMS
testi jk

(t) Anomaly score for the test frame testMS
i jk (t)

S
regMS
testi jk

(t) Regularity score for the test frame testMS
i jk (t)

e
reconstructMSmin
testi jk

(t) Minimum e
reconstructMS
testi jk

(t) for the particular test frame sequence.

e
reconstructMSmax
testi jk

(t) Maximum e
reconstructMS
testi jk

(t) for the particular test frame sequence.

θMS Anomaly threshold being selected for the VAD.
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anomaly datasets helps to compare the video anomaly detection algorithms fairly and selects
the best one for a particular application. Though quite a few numbers of publicly available
bench-marked video anomaly datasets are there, we will classify them based on their suit-
ability for video anomaly detection using either SSF or MSF. Subsequently, the pros and
cons of individual video anomaly datasets will be discussed to provide a broader perspective
and in-depth knowledge.

4.1 Video anomaly datasets for single scene formulation

Video anomaly datasets for single scene formulation, i.e., single scene video anomaly datasets
are comprised of videos corresponding to a single scene only [1]. In otherwords, all the normal
and anomaly video samples are recorded at a single scene with fixed experimental setups.
The detection accuracy of the models trained on the single-scene dataset is high only when
inference is carried out on the same scene only. However, accuracy significantly degrades
when the developed model is tested at a different scene. Hence, the generalization ability of
the models trained using the single scene dataset is less as compared to that of the models
trained on the multiple scene datasets. Following are the important publicly available video
anomaly datasets that are suitable for video anomaly detection using SSF.

4.1.1 CAVIAR dataset

CAVIAR (Context-Aware Vision using Image-based Active Recognition) dataset [53] is
primarily targeted for activity recognition. However, this dataset can be used for anomaly
detection to a certain extent. It comprises 28 video sequences in total or about 26419 frames
in total. The video sequences have a frame resolution of 384 x 288, frames per second (fps)
of 25, and are compressed using MPEG2. All the videos are recorded in two scenarios,
such as the INRIA Labs’ entrance lobby at Grenoble, France (captured for CAVIAR project)
and a shopping center in Lisbon. For anomaly detection purposes, walking, browsing, and
meeting can be treated as normal activities, whereas collapse, leaving objects, and fighting
can be treated as abnormal activities. Here, the video sequences are annotated both for target
position and activities.

4.1.2 Subway dataset

The subway dataset [41] is collected from stationary surveillance cameras at the entrance and
exit gates of a subway station. Here, the entrance gate video stream is 96 minutes long, and
it comprises 1444249 frames in total. Similarly, the exit gate video stream is of 43 minutes
long and comprises 64901 frames in total. The frame resolution of both the video streams is
512 × 384. Here, there are no separate video clips for training and testing purposes. Thus,
the first 15 minutes of the video streams are usually used for training, and the rest portion
is used for testing purposes. The training portion of the video streams contains only normal
events, whereas the test portion of the video streams contains both normal and abnormal
events. Here, both the video streams have frame-level ground truth annotations indicating
whether a particular frame is anomalous or not with the help of the corresponding binary flag.
In the case of the subway entrance video stream, the activity of going down the turnstiles for
entering the platform is known as normal activity. This entrance video contains 66 number of
abnormal activities such as walking people in the wrong direction, regular interaction among
the people and fast running with sudden stopping. Similarly, in the case of the subway exit
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video stream, the activity of exiting from the platform, passing through the turnstiles, and
turning to the right at the top of the stairs is known as normal activity. This exit video contains
19 number of abnormal activities such as walking for exit in the wrong direction and loitering
near the exit gate of the subway. The dataset provides one crucial challenge of the detection of
video anomalies in practical scenarios in real-time. Here, no spatial ground truth is presented,
and hence, performance evaluation at the spatial level is not possible.

4.1.3 MIT Traffic dataset

TheMITTraffic dataset [28, 54, 55] consists of challengingvideo sequences from the crowded
road traffic scenes. The dataset has 90 minutes length, a spatial resolution of 720 × 480, and
fps of 30 correspondings to a street corner. Here, though the traffic flow is relatively less busy
than other street intersection datasets, it is less regulated and more complicated due to the
presence of two types of anomalies in a single clip [8].

4.1.4 PETS dataset

The PETS 2009 dataset comprises both normal events and abnormal events corresponding
to the crowd walking and crowd escaping, respectively [56, 57]. The frame sequences corre-
sponding to the individuals walking in different directions are used to extract the training and
normal testing samples. Further, the frame sequences corresponding to people walking and
running in one direction are used to extract the anomalous frames meant for testing. Anoma-
lous events such as walking in the wrong direction, running, multiple flows of the crowd,
sudden dispersion, and splitting of the crowd are treated as video anomalies. The resolution
of this dataset is 576 × 84. Here, maintaining the video anomaly detector’s effectiveness
across scenes having variable crowd density is one of the crucial research challenges.

4.1.5 U-turn dataset

The U-turn dataset [58] is collected by a stationary surveillance camera focused on a traf-
fic junction. The video clip consists of 6057 frames in total. Here, regular traffic such as
trams passing, cars driving in different directions, and pedestrians walking is considered nor-
mal events. However, abnormal traffic incidents such as illegal U-turns by cars, the person
dropping a bag, and abandoning it are known as video anomalies.

4.1.6 QMUL junction dataset

QUML Junction dataset [59–62] is created by capturing videos at an fps of 25 using a sta-
tionary surveillance camera from the busy street intersections. Here, the traffic light is used
to control the three traffic flows in different directions. The total length of the dataset is 60
minutes comprising 89999 frames having a spatial resolution of 360 × 288. The dataset
contains various anomalous events such as illegal U-turns, traffic interruption by emergency
vehicles, and so on. No official ground truth, training, and testing partitions are provided.
Hence, ground truthmay be extracted by usingmanual labeling from the test video sequences.
Similarly, splitting the dataset into training and testing sets can be carried out based on the
desired events. The dataset provides various research challenges such as complex interac-
tions among vehicles and pedestrians, changing complexity due to changes in traffic flow,
illumination changes, shadow effects, and video capturing noise [8].
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4.1.7 UCSD pedestrian dataset

A static or stationary surveillance camera is used to acquire the UCSDPedestrian dataset [31]
at an fps of 10 from an elevation covering an outdoor scene, namely the pedestrian walkways.
The UCSD pedestrian dataset comprises two subsets of the dataset known as Ped1 and Ped2,
corresponding to two different walkways. Ped1 has 70 total video clips, i.e., the number
of training and testing video clips is 34 and 36, respectively. Further, each video clip of the
Ped1 contains 200 frames. Similarly, Ped2 has 28 total video clips, i.e., the number of training
and testing video clips is 16 and 12, respectively. The training clips consist of only normal
events, i.e., only pedestrians. However, the testing clips consist of both normal events and
video anomalies [63]. Ped1 and Ped2 contain 14000 frames with 40 video anomalies and
4560 frames with 12 video anomalies, respectively. The significant difference between these
two subsets is that Ped1 has perspective distortions due to walking of pedestrians towards
and away from the capturing camera, whereas Ped2 contains no perspective distortion [64].
The video anomalies are caused due to the circulation of the non-pedestrian objects and
abnormal motion patterns of the pedestrians in the walkways. Hence, all other objects such
as cars, bikers, skaters, and vehicles are treated as video anomalies apart from pedestrians. All
the testing video clips have frame-level ground-truth annotations, whereas only ten testing
clips have pixel-level ground truth annotations. Usually, most of the video anomaly detection
methods perform relatively better on Ped2 as compared to Ped1. The potential reason may
be that the complexity and variance of the crowd density for Ped2 are less than that of Ped1
[65]. Illumination variation, variable crowd density ranging from sparse to very crowded,
scale changing of the objects, and perspective distortion are the essential research challenges
provided by the UCSD Pedestrian dataset. However, this dataset is of modest size in terms
of the number of frames and varieties of anomalies.

4.1.8 Pedestrian crossing dataset

Pedestrian Crossing Dataset [66] consists of a video of 45minutes that caputures a pedestrian
activity in a street intersection. The pedestrian’s behavior while crossing the traffic flow as
per the traffic rule is considered a normal event. Any illegal movement of the pedestrian is
known as an abnormal event. The video is captured at an fps of 25 with frame resolution of
360 × 288.

4.1.9 CUHK avenue dataset

TheCUHKAvenue dataset [42] is collected from a fixed surveillance camera in real scenarios
of CUHK campus avenue. It contains 16 training video clips consists of 30652 frames and 21
testing video clips consists of 15324 frames. The total number of frames present in the dataset
is 30652, and the individual frame resolution is 640 × 360. The total duration of the dataset
is 30 minutes. The training video clips have only normal events, whereas the testing video
clips consist of both normal and abnormal events. There are forty-seven number of abnormal
events present in the testing video clips. The abnormal events or video anomalies are mostly
caused due to two varieties of activities, such as themovement of non-pedestrian entities in the
walkways and abnormal motion patterns executed by the pedestrians. Bikers, skaters, small
carts, walking across the walkways or in the surrounding grass are the frequently occurring
video anomalies. Further, occasionally video anomalies such aswheelchairs are also recorded.
Here, all the anomalies occur naturally and hence, provide a realistic environment. In other
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words, the anomalies are not staged or synthesized for the creation of datasets. Object-level
ground truth annotations are provided for all the testing clips, i.e., video anomalies are labeled
in a spatial location with rectangles. Further, these annotations can be used to evaluate the
performance of the video anomalies at frame-level, and pixel-level as frames having marked
rectangles can be used to get frame-level annotations, and spatial location of the rectangle can
be used to obtain approximate pixel-level annotations. A slight camera shaking is introduced
in the test video clips to provide some research challenges.

4.1.10 A day on campus dataset

A Day on Campus (ADOC) dataset [67] is suitable for video anomaly detection using sin-
gle scene formulation. This dataset overcomes the important disadvantages of the existing
datasets by including more number of anomalous events in the crowded scenarios with vary-
ing illumination conditions, background clutters, and occlusions. The dataset is challenging
as there are no separate categories of classes for anomalous and normal events. Here, any
event that occurs very few times (less probable events) is considered a video anomaly. Fur-
ther, a total 721 number of anomalous events are annotated using both manual and automatic
approaches. Subsequently, ground truths are available in the form of Bounding Boxes (BB).
There are 25 categories of events included in this ADOC dataset. These classes are riding
a bike, walking on grass, driving a golf cart, walking with the suitcase, having a conversa-
tion, riding a skateboard, birds flying, walking with a bike, pushing a cart, person vending,
standing on a walkway, bending, walking a dog, riding a mobility scooter, running, group of
people, cat or dog, crowd gathering, holding a sign, walking with balloons, a bag left behind,
truck on a walkway, a person on a knee scooter, camera overexposure, and person smoking.
The dataset is challenging due to the presence of large varieties of classes, scenes having
varying illuminations, background clutters, and occlusions.

4.1.11 Street scene dataset

Street Scenedataset [1] is suitable for video anomalydetectionusing single scene formulation.
This dataset is built to overcome the important disadvantages of the existing datasets. These
disadvantages include simplicity of scenes, a small number of anomalies, lack of diversity
in anomalies, very low resolutions of some datasets, presence of scripted as well as staged
anomalies in some datasets, inconsistency in annotations, and lack of pixel-level as well
as frame-level ground truth annotations in most of the datasets. The dataset is captured by
a stationary USB camera that looks down on a scene that comprises a two-lane street for
bike lanes and pedestrian sidewalks. Further, the dataset consists of 46 training video clips
and 35 testing video clips. These videos are collected during the daytime only at various
times during two consecutive summers. It is comprising of a total of 203257 frames having
individual spatial resolution 1280 × 720 at an fps of 15. Total frames are divided into two
subsets, such as 56847 meant for training and 146410 meant for testing. Pixel-level ground
truth annotations are provided in the form of bounding boxes around each anomalous event in
each frame of the testing video. Here, each annotation box is labeled with a tracking number.
Hence, a single frame may have more than one bounding box. There are 17 classes of the
video anomalies such as jaywalking, biker outside lane, loitering, dog on the sidewalk, a car
outside lane, workers in buses, biker on the sidewalk, pedestrian reveres direction, car U-turn,
car illegally parked, person opening trunk, a person exists car on the street, a skateboarder
in the bike lane, person sitting on the bench, meter maid ticketing car, a car turning from the
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parking place, and motorcycle drives onto the sidewalk. The dataset is challenging due to
the presence of large varieties of anomalous classes, scenes having changing shadows, and
moving backgrounds such as blowing a flag as well as trees in the wind.

4.2 Video anomaly datasets for multiple scene formulation

Video anomaly datasets for multiple scene formulation, i.e., multiple scene video anomaly
datasets are comprised of videos corresponding to multiple scenes [1]. In other words, all
the normal and anomaly video samples are recorded at different scenes with fixed or varying
experimental setups. The detection accuracy of the models trained on the multiple-scene
dataset is slightly low compared to those trained on single-scene datasets onlywhen inference
is carried out on a particular scene only. However, accuracy does not degrade significantly
when the developed model is tested at different scenes. Hence, the generalization ability of
the models trained using the multiple-scene dataset is high as compared to that of the models
trained on the single-scene datasets. Following are the important publicly available video
anomaly datasets that are suitable for video anomaly detection using MSF.

4.2.1 UMN dataset

UMN dataset comprises both normal and abnormal events such as various panic-driven or
crowd escape events recorded on the University of Minnesota campus [46, 47]. The dataset
consists of three different scenarios of both indoor and outdoor scenes, such as lawn, indoor,
and plaza. Here, in each scenario, the normal walking of the group of people in various
directions is treated as normal events, whereas the sudden run away (escape) by the same
group of people is treated as abnormal events (video anomalies). All three video clips have
a frame resolution of 320 × 240. The video clips corresponding to lawn, indoor, and plaza
have 1450, 4415, and 2145 frames, respectively. Here, there are no separate video clips or
frame sequences are present for both training and testing. Instead, the anomalous frames are
extracted from the common frame sequence for testing purposes. Handling of occlusion is
one of the important research challenges that is provided by this dataset.

4.2.2 i-Lids dataset

This dataset was developed for performance evaluation of detection and tracking algorithms,
particularly for i-Lids bag and vehicle detection challenge of IEEE conference on Advanced
Video and Signal based Surveillance, 2007 [68, 69]. However, it can be used to detect anoma-
lous objects such as abandoned baggage in the platform scenario andwrongly parked vehicles
in the road traffic. The abandoned baggage and wrongly parked vehicle correspond to the
indoor and outdoor scenes, respectively. Intentionally introduced occlusion is one of the
significant challenges provided by this dataset. The dataset comprises seven videos that are
recorded at an fps of 25 with a frame resolution of 720 × 576.

4.2.3 UCF crowd segmentation dataset

The UCF crowd segmentation dataset [70–72] is developed for crowd flow and stability
analysis densely crowded scenarios such as large gatherings of people at events such as
religious festivals, parades, concerts, footballmatches, and so on. Few examples of the dataset
are a scene from New York City marathon, a large crowd participating in a political rally in
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Los Angeles, pilgrims circling around Kabba inMecca, etc. Here, detection andmanagement
of abnormal or anomalous behavior in time is very much necessary for managing these large
gatherings to maintain public safety. This dataset contains around 36 real-world surveillance
videos covering normal activities in various situations such as platforms, shopping malls,
marketplaces, religious places, etc. This can be used for training a video anomaly detector
to detect anomalous crowd behaviors.

4.2.4 Web dataset

Web dataset [72] is a video anomaly dataset focused on crowd activities in urban scenarios. It
comprises high-quality and documentary videos downloaded from the websites such as Getty
Images and ThoughtEquity.com. The dataset consists of twelve sequences of normal crowd
scenes and eight scenes of abnormal crowd scenes. The normal sequences include pedestrian
walking andmarathon running. Further, abnormal sequences include escape panics, protesters
clashing, and crowd fighting.

4.2.5 BEHAVE dataset

The BEHAVE dataset [48] is available in either four video clips or 76800 individual frames
extracted at 25 fps with a spatial resolution of 640 × 480. Here, the anomalies are in accor-
dance with crime-oriented abnormal behaviors such as chase, fight, and run together. There
are no separate files for training and testing. Hence, training and testing subsets can be seg-
regated as per the desired event. However, anomalous activities are scripted and acted by the
actors.

4.2.6 Traffic dataset

There are few important traffic datasets [73–77] for video anomaly detection. Two important
traffic datasets [73, 75] comprise two video clips (each video clip is of 3-hour duration)
corresponding to a crowded scene in Zurich traffic and two video clips (each clip is of 1-hour
duration) corresponding to London traffic. All these video clips are recorded at an fps of 25.
Similarly, a 50 minutes duration video with a spatial resolution 360 × 288 at fps of 30 is
collected [74]. Here, the footage includes themovement of cars and people in accordancewith
the traffic control signal. Further, another traffic dataset, a 5-hour long surveillance video,
is captured to detect video anomalies based on trajectory analysis [76]. Here, whenever
people, bicycle, and vehicles follow their normal or routine path, then it is known as normal
events. However, whenever the same objects follow an abnormal path, then it is known as
abnormalities. This dataset comprises 1000 trajectories in total where 898 normal and 102
abnormal trajectories. However, these datasets are not suitable for deep learning approaches
meant for video anomaly detection as the quantity and quality of the videos are not sufficient.

4.2.7 Anomalous behavior dataset

The Anomalous behavior dataset or York university dataset [78–81] contains eight frame
sequences corresponding to egiht different scenarios such as Traffic-Train, Belleview, Boat-
Sea, Boat-River, Subway-Exit, Camouflage, Airport-Wrong Direction having a total number
of frames such as 19218, 2918, 450, 250, 32426, 1050, 1629, and 2200 respectively. The
dataset provides awide range of challenges such as illumination effects, scene clutter, variable
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target appearance, rapid motion, and camera jitter for research. Manually constructed ground
truths for identifying anomalous behaviors relative to a training portion of the video are
available for all the frame sequences.

4.2.8 VIRAT dataset

The VIRAT dataset [34] is primarily developed for activity recognition. However, it can also
be used for context-specific anomaly detection. Variations in the activities and the presence
of clutters in the scene are the two important, challenging characteristics of the dataset. The
dataset consists of short video clips of variable duration from 2 to 15 minutes corresponding
to different realistic scenarios. It contains around 30 number of events.

4.2.9 Violent flows dataset

Violent Flows Dataset [82] is used to detect the breaking of violence in densely crowded
environments. The dataset is comprised of 246 number of video clips whose length varies
between 1.04 Sec to 6.52 Sec. Mostly, the videos are collected from the real-time footage
of various crow violence at football and hockey stadiums. However, the dataset is primarily
meant for the classification of crowd behaviors as normal and abnormal. Only video level
or folder level annotations are given. Hence, it can not be used for crowd anomaly detection
with the creation of proper annotations, at least at the frame level.

4.2.10 BOSS dataset

Boss dataset [83] is collected from the nine stationary surveillance cameras mounted in a
train at 25 frames per second. The videos have spatial resolution of 720× 567 and each video
last for 1 minute to 5 minutes. It contains three normal videos and eleven abnormal behavior
videos containing various anomalies such as the person with a disease, grabbing cell phone,
fighting, grabbing the newspaper, harassing, fainting, and panicking, which are performed
by the actors as per predefined scripts. Here, the variations in the anomalies are limited, the
dataset is small in size, and the number of video clips is also less.

4.2.11 LV dataset

Live Videos (LV) dataset [49] is one of the first video anomaly datasets recorded from the
realistic surveillance scenarios in the true sense. The dataset contains 28 realistic video clips
where the events occur naturally in a diverse subject interaction mode without the staged one
as per the predefined scripts.Here, the video clips are recordedwith different frame resolutions
(ranging from 176× 144 to 1280× 720) at different fps (ranging from 7.5 to 30). The dataset
contains highly unpredictable and naturally occurring video anomalies of different duration.
Few anomalies are very difficult to be detected as they are of very short duration consists of
the only couple of frames. The total duration of the dataset is 3.93 hours comprises 309940
frames in total (out of which 68989 frames are anomalous frames). Officially, there are no
separate clips for training and testing sets. Instead, the dataset is scenario correspondence
where the training and test data are captured from the same scene. The dataset is captured from
various diverse and challenging scenarios such as outdoor, indoor, streets, highways, traffic
intersections, and public places. These scenarios provide important research challenges of
variable crowd density ranging from no subject to very crowded environments. Further, the
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video clips are acquired in various challenging environmental conditions, such as changing
illuminations and camera motions. The dataset contains 14 varieties of video anomalies
such as robberies, wrong U-turns, crowd panic, loitering, fighting, homicide, trespassing,
kidnapping, fire, car driving in thewrongdirection, car accidents, falling of people, vandalism,
clashinf of people, thefts, loitering, hit and runs. However, the size of the dataset is 863 MB
which is comparatively less in size for data-driven approaches such as deep learning-based
video anomaly detection.

4.2.12 UCF crime dataset

A new large-scale dataset named UCF crime [7] is introduced for video anomaly detection
and activity recognition. The UCF crime dataset consists of 1900 long and untrimmed real-
world surveillance videos covering both normal activities and realistic anomalies. It contains
13 realistic anomalies such as abuse, arrest, arson, assault, accident, burglary, explosion,
fighting, robbery, shooting, stealing, shoplifting, and vandalism. The dataset can be used for
video anomaly detection where all the anomalies and all the normal activities are arranged
in two different groups. Further, the dataset can be used for the recognition of anomalous
activities where all the 13 anomalous classes are split into 13 subgroups. The dataset is 96.34
GB in size and has a total of 128 hours of content. It is by far the largest dataset among the
publicly available datasets for video anomaly detection and hence, more suitable for video
anomaly detection using deep learningmethods. The anomalies present in the videos are quite
complex and natural that are collected from the real-world surveillance videos available over
the Internet. Here, both anomalous and normal video clips are available for training. The
videos are captured by hundreds of stationary surveillance cameras from many scenarios,
and hence, the dataset provides a large set of diversity in the scenarios. Here, only weakly-
labeled annotations(only video-level annotations or folder-level annotations) are available
for training of the video anomaly detector. However, for evaluating the performance of the
video anomaly detector during testing, temporal annotations, i.e., the start and end frames of
the anomalous video segment, are provided. Hence, only frame-level evaluation is possible
for this dataset. Further, the abnormal frames of this dataset are not completely labeled. Here,
spatial evaluation is not possible due to absence of spatial-level annotations such as pixel-
label and bounding boxes. However, this dataset seems to bemore akin to activity recognition
[1].

4.2.13 ShanghaiTech campus dataset

Previously, most of the datasets were lacking diversity and viewing angles as they were
recordedwith a single stationary camera at a fixed viewing angle corresponding to a particular
scene [84]. Hence, ShanghaiTech Campus [50] has been built to increase the scene diversity
and volume of data. It is one of the very challenging video anomaly datasets that contains
330 training video clips and 107 testing video clips. It consists of 130 abnormal events (video
anomalies) covering 13 realistic scenes of complex lighting conditions. The total duration of
the ShanghaiTech Campus dataset is approximately (App.) 208 min. Few new varieties of
abnormalities such as chasing and brawling caused by sudden motion are introduced in this
dataset. The dataset comprises 317398 frames in total, out of which 274515 and 42883 are
used for training and testing purposes, respectively. Further, there are 300308 normal frames
and 17090 anomalous frames. Also, pixel-level-ground truth annotations are provided, which
helps in the performance evaluation of both anomaly detection and localization. This dataset
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is intended for developing a single model by following the SSF. However, the dataset is
collected from multiple scenes, and hence it follows the MSF.

4.2.14 LAD dataset

Large-scale Anomaly Detection (LAD) dataset [51] is proposed to address two critical prob-
lems, i.e., limited in scale and lack of annotations for the precise anomalous time duration,
in the previously existing datasets. It contains two thousand video sequences. It comprises
fourteen anomaly classes: crash, crowd, destroy, drop, falling, fighting, fire, fall into the
water, hurt, loitering, panic, thieving, trampled, and violence. All the videos are recorded at
an fps of 25 from 1895 different visual scenarios. This dataset contains proper annotations at
video levels and frame levels. Moreover, the dataset comprises of good or HD quality video
sequences as video sequences having a poor resolution, incomplete, and ambiguous anoma-
lies are dropped at the collection stage. Supervised learning-based video anomaly detection
may be applied to this dataset due to the availability of the proper annotations and their large
size.

4.2.15 UBnormal dataset

UBnormal dataset [52] is proposed to address two crucial issues such as lack of anomalous
samples compared to normal samples and inefficient detection of newunseen video anomalies
associated with the existing datasets. Further, the UBnormal dataset is a supervised open-set
video anomaly dataset comprised ofmultiple virtual sceneswhere the training, validation, and
testing samples encompass different anomaly classes. It comprises twenty-two anomalous
events such as running, falling, fighting, sleeping, crawling, having a seizure, laying down,
dancing, stealing, rotating 360°, shuffling, walking injured, walking drunk, stumbling walk,
car crash, running injured, fire, smoke, jaywalking, driving outside lane, jumping, people and
car accident. This dataset contains proper annotations at pixel, frame, and object levels. The
diversity of the UBnormal dataset is increased by including foggy scenes, night scenes, fire
scenes, smoky scenes, higher variations in anomaly types and scenes, and multiple object
categories such as people, cars, skateboards, bicycles, andmotorcycles.Moreover, the dataset
comprises HD-quality video sequences generated at 30 fps with a minimum height of 720
pixels. Here, virtual scenes are created using 2D background images and 3D animated objects
with the help of Cinema4D software. However, there may be performance degradation of
the VAD systems developed using the UBnormal dataset when deployed in the field as the
dataset lacks real-world anomalous samples.

5 Comparative analysis

Different datasets have been created for developing and testing video anomaly detection
methods. The fewness of the benchmarked datasets available for the video anomaly detec-
tion and location is due to rareness as well as infinite varieties of the anomalous activities in
real-life scenarios [15]. Comparative analysis of the benchmarked datasets for video anomaly
detection based on qualitative parameters for single scene and multiple scene formulations
are presented in Tables 2 and 3, respectively. In Tables 2 and 5, the comparison is carried
based on the various qualitative parameters such as surveillance environment, scenarios cov-
ered, challenges offered by the datasets, anomalous events involved, and availability of the
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ground truth (GT). Moreover, GTs are provided at various levels such as Object Level (OL),
Video Level (VL), Frame Level (FL), pixel Level (PL), and Bounding Boxes (BB). Simi-
larly, Comparative analysis of the benchmarked datasets for video anomaly detection based
on quantitative parameters for single scene and multiple scene formulations are presented in
Tables 4 and 5, respectively. Further, in Tables 4 and 5, the comparison is carried out based on
the various quantitative parameters such as dataset duration (Dur.), size, resolution (Reso.),
recording speed in fps, number of scenes covered (Sn), types/classes of anomalous events
(Acls), number of anomalous instances (Ainst ), the total number of video clips available
(Vtot ), the number of training video clips (Vtrn), the number of testing video clips (Vtst ),
the total number of frames available (Ftot ), number of frames available for training (Ftrn),
number of frames available for testing (Ftst ), number of regular or normal frames available
(Freg), and number of Irregular or abnormal frames available (Firreg). The selection of a
good combination of test data is one of the crucial components in deep learning-based devel-
opments [85]. The majority of the publicly available datasets contain simulated abnormal
behaviors, a limited number of realistic anomalous behaviors, videos that are recorded using
predefined scripts, training and test samples from different camera setups, videos mostly on
ideal environment [49]. Deep learning-based video anomaly detection methods require large
datasets covering realistic anomalous behaviors. Recently, few important datasets such as the
LV dataset [49], ShanghaiTech Campus dataset [50], UCF-Crime datasets [7], Street Scene
[1], and LAD [51] are put forth for developing as well as testing deep learning-based video
anomaly detection methods. However, there are nine most widely video anomaly detection
datasets such as UMN [46, 47], Subway [41], UCSD Pedestrian [31], CUHK Avenue [42],
[49], ShanghaiTechCampus dataset [50], UCF-Crime datasets [7], Street Scene [1], and LAD
[51]. This is due to their easy availability, presence of diversity in scenarios, good quality,
and quantity.

Further, based on the comparative analysis, it is evident that the methodology for select-
ing video anomaly datasets to achieve higher performances is a complex process. The
methodology for selecting appropriate video anomaly datasets depends on the context, tar-
geted application, desired accuracy, available time, and computational resources. However,
a generic yet effective guideline can be framed to select the best video anomaly datasets for
the problem in hand as follows.

• Defining the research objective: The research objective must be well-defined in terms of
desired accuracy and latency for the target application. Further, it must include a com-
prehensive list of potential anomalies with their context dependency for better planning
to curb the number of false alarms and miss detection.

• Data availability: Based on the research objective, the availability of the video anomaly
datasets must be checked. Further, suitable videos may be collected from the targeted
surveillance zones and subsequently preprocessed as well as annotated to develop a large
corpus of suitable video anomaly datasets that can be used for building efficient VAD
models.

• Data volume: As developing efficient and robust AI-based models for the detection and
localization of the video anomalies is a data-driven approach, the volume of the video
anomaly datasets must be high.

• Data quality: Alongwith data volume, data quality must be ensured to achieve the desired
accuracy from the trained video anomaly detector. Hence, high data quality in terms of
higher resolution, lower noise or artifact levels, and training samples free from corrupted
frames or videos must be maintained to obtain higher accuracy.
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• Data annotation consistency: The annotation of the video anomaly datasets must be
consistent throughout the of the video samples at video, frame, and pixel levels.

• Data diversity: The video anomaly datasets should be free from redundant and duplicate
samples. Alternatively, video anomaly datasets must have different varieties of normal
and abnormal samples to increase the robustness of the model.

• Availability of data ground truths: Any VAD model must be evaluated to measure its
efficacy. Hence, the datasets must have one or multiple levels of annotations files at FL,
PL, DPL, and OL to evalute the performance of the developed VAD model.

• Benchmarking: It is advisable to compare the results of the proposedmodel on the selected
video anomaly datasets with other SOTAmodels for the same datasets for benchmarking
purposes. Hence, video anomaly datasets that are widely used and publicly available
must be selected for the research purpose.

• Data documentation: While selecting video anomaly datasets, it is essential to under-
stand the data properly, for which proper documentation must be available. Hence, video
anomaly datasets having proper self-explanatory document is widely used and cited.

• Data privacy and ethical issues: While selecting or collecting video anomaly datasets,
the researchers must ensure that appropriate data privacy and ethical issues as per the
rule of land have been considered.

6 Issues with existing datasets

The various important issues or problems associated with the different publicly available
datasets of video anomaly detection may be outlined as follows.

6.1 Fewness of the datasets

There are only a few publicly available benchmarked datasets for video anomaly detection as
this research area is picking up recently. Further, this fewness of the benchmarked datasets has
resulted due to the equivocal and rareness nature of the video anomalies in practical scenarios
[15, 22, 86]. Hence, there is a requirement for a quite large number of video anomaly datasets
corresponding to a diverse range of applications.

6.2 Data imbalance

Video anomalies are irregular (rare) as well as abnormal patterns that can be detected
and localized in spatiotemporal dimensions. Hence, getting an equal amount of positive
(anomalous/ abnormal) and negative (normal) training samples corresponding to a particu-
lar anomalous event is not always possible [25]. Subsequently, a data imbalance problem
exists between positive and negative data samples inherently due to a very high difference
between the number of samples corresponding to both the classes. Therefore, most of the
widely used datasets [1, 7, 31, 46, 47, 49, 50, 87] are also associated with the inherent data
imbalance problem. This data imbalance problem precludes the supervised learning-based
models for video anomaly detection using these datasets. However, One-Class Classification
(OCC) involves learning the model from the normal data only and predicting the unseen data
as normal or anomaly [88]. Hence, the OCC also helps in addressing the data imbalance
problem.

123

59647Multimedia Tools and Applications (2024) 83:59617–59674



6.3 Annotation inconsistency

Consistency in annotations is very much essential for developing a deep learning-based effi-
cient video anomaly detector. However, most of the datasets such as Subway [41], [46, 47],
UCF Crime [7], etc. suffer from annotation inconsistency. This annotation inconsistency
includes spelling error/mismatch in the names of the classes, wrongly tagging of normal
events as anomalous ones or vice versa, missing annotations, etc., at few places. There-
fore, the performance of the developed model decreases, and also difficulty arises during
the performance evaluation of the developed video anomaly detectors. Hence, it is always
recommended to maintain annotation consistency for all the samples of a particular dataset
with the help of appropriate labeling techniques.

6.4 Lack of sufficient ground truth

The performance evaluation of the developed video anomaly detectors can be performed
effectively both at qualitative and quantitative levels, provided that appropriate ground truths
(both temporal and spatial ground truths) are provided. However, most of these datasets do
not provide complete ground truths, i.e., both spatial and temporal annotations for all the
test samples as mentioned in Tables 2 and 3. However, few datasets such as UMN [46, 47,
87], Subway [41, 80, 81], and Anomalous Behaviour [78, 79] provide only temporal ground
truths, which helps in performance evaluation at frame-level only. Further, few datasets
such as UCSD Pedestrian [31], CUHK Avenue [42], Boss [83], LV [49], ShanghaiTech
Campus [50], Street Scene [1] and LAD [51] offer both spatial and temporal ground truths,
facilitating the performance evaluation both at pixel as well as frame levels. Therefore, there
is a requirement of the video anomaly datasets having both spatial and temporal annotations
for all the testing samples.

6.5 Lack of good big datasets

Only a few datasets such as LV [49], ShanghaiTechCampus [50], UCF crime [7], Street Scene
[1], and LAD [51] are suitable for developing video anomaly detectors using deep learning
techniques. This is because data-driven approaches such as deep learning-based modeling
require large datasets. However, deep learning-based methods require not only large datasets
but also good quality datasets. Here, good quality datasets means datasets having annotation
consistency, redundant free, clean (noise-free) high resolution, and suitable ground truth
[89]. Hence, there is a requirement for good and big datasets for developing efficient video
anomaly detectors.

6.6 Lack of wide diversity in the scenarios

Most of the available datasets such as Subway [41, 80, 81], UCSD Pedestrian [31], CUHK
Avenue [42], UMN [46, 47, 87], LV [49], Anomalous Behavior [78], etc., cover only a limited
number of scenarios in the range of one to ten. However, the video anomalies may have high
variance (or a different variety of cases) within the positive samples for a limited number
of available training data samples [90]. Hence, there is a need for creating video anomaly
datasets that cover a wide range of anomalous activities in diverse scenarios.
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7 Understanding and transforming the datasets

It is always advisable to be familiarwith the dataset by understanding its inherent patternswith
the help of data exploration, subsequently transforming the data samples to suitable forms
with the help of data preparation.An excellent and in-depth understanding and transformation
of the datasets help in better model development. Particularly, a good knowledge of the video
anomaly datasets helps in selecting the appropriate modeling strategies to develop a better
video anomaly detector.

7.1 Data exploration

Data exploration or Exploratory Data Analysis (EDA) is the process of understanding and
identifying the interesting as well as unknown trends of the datasets by exploring graphical
representations without strong dependence on the preconceived assumptions and models
[91, 92]. In other words, EDA is the process of engineering the data to make them machine
learning-friendly with the availability of lots of data [93]. Usually, the complexity of the
EDA increases with the increase in the dimensionality of the input data. Hence, performing
EDA on the high dimensional and unstructured data such as image, video, and audio datasets
is slightly different from numerical data. In this regard, various types of dimensionality
techniques such as Principal Component Analysis (PCA) [94–96], Multidimensional Scaling
(MDS) [97], and t-distributed Stochastic Neighbor Embedding (t-SNE) [98] are found to be
helpful. Data after EDA is easy to interpret as compared to raw data in shorter duration. Here,
EDA is mainly intended to investigate the essential quantitative and qualitative parameters
of video anomaly datasets visually [99]. Few dedicated tools or techniques [100–103] have
been developed to facilitate query-based Explanatory Video Analysis (EVA). An EVA is
performed for the five important public datasets of the video anomaly detection such as
Subway [41], UCSD Pedestrian [31], CUHK Avenue [42], and Street Scene [1] for single
scene formulation as shown in Table 6. Similarly, another EVA is performed for the five
important public datasets of the video anomaly detection such as UMN [46, 47], LV [49],
UCF Crime [7], ShanghaiTech Campus [50], and LAD [51] for multiple scene formulation
as shown in Table 7. Particularly, these ten datasets are selected for the EVA due to the high
trend in the recent citation frequency, diversity in scenarios, good quality, and quantity of the
available datasets.

7.2 Data preparation

Data preparation is the process of cleansing and transforming the raw data prior to the exe-
cution of the main task of the model [104, 105]. It is the initial and essential step in the
development of any data analytics application. In the case of video/image datasets, RGB to
gray-scale conversion, the data preparation involves image resizing, video trimming, pixel
scaling, reformatting data to a common format (standardizing data), ensuring annotation
consistency, making corrections to the data, and combination of datasets to enrich data. Gen-
erally, data preparation should be performed consistently across all the data samples of the
concerned datasets used for the model development. However, image /video augmentation
is usually applied to the training samples only and not to the validation as well as testing
samples. Data preparation helps in removing or minimizing the inherent bias (caused by
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Table 6 Sample frames of the key single scene video anomaly datasets

Dataset Normal frame Anomalous frame

Subway Entrance [41]

Subway Exit [41]

UCSD Ped1 [31]

UCSD Ped2 [31]

CUHK Avenue [42]

Street Scene [1]
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Table 7 Sample frames of the key multiple scene video anomaly datasets

Dataset Normal frame Anomalous frame

UMN [47, 87]

LV [49]

UCF-Crime [7]

ShanghaiTech

Campus [50]

LAD [51]

the poor quality of the data samples) of the datasets. For an example, video anomaly detec-
tion is preceded by the data preparation stages such as RGB to gray scale conversion and
normalization [39, 40].

123

59651Multimedia Tools and Applications (2024) 83:59617–59674



8 AI approaches to develop efficient video anomaly detection
and localizationmodels by solving issues related to video anomaly
datasets

An AI system is built on data and codes (models or algorithms) [89]. The development cycle
of an AI-based systemmainly comprises four steps: defining the scope of the project, collect-
ing and preparing data, training the model, and deploying the trained model in production.
Further, there are two types of approaches, such as model-centric approach and data-centric
approach, for developing the deep learning models [89]. Specifically, these two types of
approaches are also suitable for developing deep learning-based video anomaly detection
models. Further, a taxonomy of AI approaches to develop efficient video anomaly detection
and localization models by solving issues related to video anomaly datasets is presented in
Fig. 1.

8.1 Model-centric approaches

In this approach, the model (code or algorithm) is systematically improved to get the desired
accuracy from the developed models [89]. In other words, the model-centric approach aims
to enhance the model performances with the existing dataset by enhancing the model archi-

Fig. 1 Taxonomy of AI approaches to develop efficient video anomaly detection and localization models by
solving issues related to video anomaly datasets
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tecture. So, consistently using a high-quality model throughout the development cycle is
paramount. Various tools and techniques such as hyperparameter tuning, efficient and latest
models, transfer learning, etc., are used to improve the model’s performance. Here, develop-
ment is carried out by improving the code iteratively while keeping the data fixed. Generally,
in this approach, data is collected as much as possible within the project’s scope, and focus
is given to developing a good enough model to deal with the noise in the data. Most of the
AI-based researches has been performed using a model-centric approach. In many applica-
tions, the model-centric approach helps to attain good performance with complex and deeper
models, resulting in a subsequent increase in maintenance and computational cost.

Few important model-centric approach-based video anomaly detection methods are deep
autoencoder with an autoregressive estimation network [106], memory-augmented autoen-
coder [107], object-centric Auto-encoders [108], spatiotemporal graph autoencoder [109],
Message-PassingEncoder-DecoderRecurrentNeuralNetworkn [110], self-trained deep ordi-
nal regression [111], variational autoencoder [112], autoencoder with memory models for
learning diverse and discriminative normal patterns [113], end-to-end adversarially Learned
One-Class Classifier [114], dual stream variational autocendoer [115], GAN-based Stacked
variational autoencoder [116], noise-modulated GAN [117], residual-spatiotemporal transla-
tion network [118], and graph convolutional network [119]. However, there are lots of scope
to improve the existing DNN architecture or develop novel DNN architectures for the video
anomaly detection.

Further, few important model-centric approaches used to address the various issues related
to the video anomaly datasets are outlined as follows.

8.1.1 Building better model’s architecture

More robust and abstract features should be used in training for improving the model gen-
eralization ability. This can be achieved by modifying the architecture of the deep learning
models. Based on this approach, significant number of progressively complex and efficient
architectures of deep learning models such as AlexNet [120], VGG Net [121], ResNet [122],
Inception-V3 [123], DenseNet [124], CondenseNet [125], BubbleNet [126],Convolutional
Spatiotemporal Auto-Encoder (ConvSTAE) [11], etc., have been proposed. Mostly, the idea
behind the development is going for the deeper and thinner networks. However, theoreti-
cally one can go to higher depths by using more and more layers [127]. But, practically, the
training of the highly deeper network is not feasible due to insufficient strength of the acti-
vation signal at the higher nodes and the requirement of excessive-high computational cost.
Hence, there is always a trade-off between the feasible depth of the Deep Neural Networks
(DNN) and desired performance. Recently, few important research works based on enhanced
architectures such as sparse denoising autoencoders [128], TransAnomaly using video vision
transformer [129], SmithNet using motion-texture coherence [130], generative adversarial
network using self-attention [131], faster RCNN using deep reinforcement learning [132],
non-local U-Net [133], combination of GAN and frame prediction [134], etc., have been
reported for the video anomaly detection and localization.

8.1.2 Regularization

A DNN is said to be suffering from over-fitting when it performs well on the training dataset
and significantly worse on the testing (unseen) data of the same domain or application [127,
135]. Mostly, over-fitting is caused by the noise present in the training datasets as the model
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has learned it as an underlying pattern of the training data. Unfortunately, these noises are
not the same for all the datasets of the same domain. Further, the DNNs may be over-fitted
or under-fitted when the datasets are small in size or imbalanced. In practice, complex DNN
(having more layers and neurons) is more susceptible to over-fitting than shallow neural
networks. Regularization is one type of functional solution that performs small changes
in the learning algorithm, improving the model generalization ability over the unseen data
by reducing the variance. There are different types of regulation techniques such as L1-
regularization (helps in decaying theweights to zero) andL2-regularization (helps in decaying
the weights towards zero, i.e., not exactly zero).

8.1.3 Early stopping

In contrast to over-fitting, under-fitting occurs when the model fails to capture the variability
of the data [136]. Here, the model possesses almost no predictive power due to the lack
of proper mapping of the training data [137]. There are various penalty methods such as
structural risk minimization, generalization cross-validation, etc., to avoid the problems of
the over-fitting and under-fitting [136, 138]. Another approach to address this issue is by
using early stopping criteria based on the results obtained for the training, validation, and
testing data.When validation error starts to increase after the initial decrease, then the training
is stopped to avoid over or under-fitting [136].

8.1.4 Dropout

Generally, largeDNN suffers from sluggishness and over-fitting during testing as the network
has to combine predictions from the various large neural networks. This problem can be
addressed by using dropout, a technique to randomly discard the neurons with corresponding
weights from the network during training to prevent too much co-adaption [139]. In other
words, the process of making zeros out the activation strengths of the randomly selected
neurons during training forces the DNN to learn more robust features instead of relying on
the predictive ability resulted from the small datasets [127, 139]. Subsequently, dropout is
incorporated in CNNs in the form of spatial dropout to discard the feature maps instead
of single neurons [140]. The dropout rate is a hyperparameter that needs proper tuning
corresponding to training datasets. Most of the reported deep learning-based video anomaly
detection techniques [141, 142] use dropout to prevent the over-fitting of the DNN.

8.1.5 Batch normalization

Batch normalization is a type of regularization technique used to the set of activation values
in a layer by subtracting the batch mean value from individual activation and subsequently
dividing by the batch standard deviation [127, 143]. It is helpful for the preprocessing of the
video sequences at the pixel level.

8.1.6 Transfer learning

Generally, the efficiency of themachine learningmodelsmostly lies on a common assumption
that both train and test data belong to the same feature space as well as the same distribu-
tion [144]. Whenever the distribution changes, it is advisable to learn the model from the
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scratch. However, in most real-world applications, it is not feasible or too expensive to col-
lect and prepare the training data required to rebuild the model from scratch [145]. In this
scenario, transfer learning or knowledge transfer helps the developer to address the problems
associated with small datasets. Transfer learning is the process of utilizing the weights of a
successfully trained model on a big dataset as the initial weights for another new problem
of the related field [127]. This is very much helpful in image or video processing as many
datasets share better learned low-level spatial characteristics. However, transferability is also
negatively affected due to the use of higher neurons in the primary task and optimization
difficulties associated with the splitting of the co-adapted neurons [146]. The effective use
of transfer learning is a significant development consideration. Various deep learning-based
video anomaly techniques [7, 147, 148] used transfer learning for robust and efficient feature
extraction.

8.1.7 Pretraining

Though pretraining is conceptually similar to the transfer learning, they are not the same. In
transfer learning, the weights along with the network architecture have to be transferred to
the target model [149]. But, in the case of pretraining, the new network architecture meant
for the target application is initialized with the weights of the source model trained on big
datasets, i.e., pretraining provides some flexibility in the network architecture design [127].

8.1.8 One-shot and zero-shot learning

One-shot and Zero-shot learning [150, 151] are very much useful for developing the deep
learning models using very limited training data [127]. In One-shot learning, the classifi-
cation model is trained from very limited training datasets comprising one image (or few)
per class. One-shot learning is very much helpful for the facial recognition tasks [152, 153].
Further, zero-shot learning is used to develop the deep learning-based classification mod-
els when there is an extreme scarcity of training data, i.e., very few training samples or
sometimes no labeled data. Zero-shot learning uses descriptive attributes using input and
output vector embedding such as Word2Vec [154] or GloVe [155] to classify the image
samples [127]. Recently, a one-shot-based Siamese 3D CNN [156] has been proposed for
video anomaly detection. Further, zero-shot learning-based crowd behavior analysis [157]
and outlier detection [158] are presented. However, further investigation is needed on the
one-shot and zero-shot learning-based video anomaly detection.

8.2 Data-centric approaches

In this approach, data are systematically improved to get the desired accuracy from the
developed models [89]. In other words, the data-centric approach aims to enhance the model
performances with the existing dataset by enhancing the data. So, consistently using high-
quality data throughout the development cycle is of paramount importance. Various tools
and techniques are used to improve the qualities such as annotation consistency, noise-free,
coverage over important cases, etc. Here, development is carried out by enhancing the data
iterativelywhile keeping the code fixed. The data can be systematically improved by changing
either the data (input) or corresponding labels or both in an iterative manner to achieve the
desired performance. In this approach, the focus is also shifted from big data to good data.
In other words, only big data is not sufficient enough to attain better performance. Instead,
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good (high-quality) data is required throughout the development cycle. Good data should
have the following important characteristics. The data is defined consistently (definitions of
annotations are unambiguous), has a high value of uniqueness (free from duplicates), and data
cover all the important cases (good coverage of the input dataset for the desired application).
The data has improved significantly by getting timely feedback from the production data
whose distribution covers data drift and concept drift. The data should be sized appropriately
while ensuring no bias is present. Inmany practical scenarios, the data-centric approach helps
to attain good performance with simple and lightweight models resulting in a subsequent
reduction in maintenance and computational cost. However, a significantly less percentage
of researches has been performed using a data-centric approach.Mostly, it is due to the tedious
and costly process of video anomaly dataset collection, preprocessing, and preparation.

Few important data-centric approach-based video anomaly detection methods are data
augmentation in temporal domain [39], and good video anomaly datasets such as Live Videos
(LV) [49], UCF crime [7], ShanghaiTech Campus [50], Large-scale Anomaly Detection
(LAD) [51], A Day on Campus (ADOC) [67], learning with annotations of different degrees
[159], etc. However, there are a lot of scopes to improve the existing datasets, develop better
datasets and efficient data augmentation techniques for video anomaly detection.

Data-centric approaches try to solve the various issues such as over-fitting, under-fitting,
class-imbalance, etc., from the root of the problems by improving the training datasets. Few
important data-centric approaches used to address the various issues related to the video
anomaly datasets are outlined as follows.

8.2.1 Collection of good and big datasets

The performance of the deep learning-based models can be improved significantly by using
good and big datasets. Here, the qualifier ‘good’ signifies the high level of annotation consis-
tency (error-free annotations) and data uniqueness (free from unwanted duplication of data
samples) covering various scenarios. Similarly, the quantifier ‘big’ denotes the size of the
video anomaly datasets. Hence, collecting good and big datasets is one of the most chal-
lenging and primary assignments in the deep learning development cycle. Higher quality
and quantity of the video anomaly datasets automatically result in better model performance.
Recently, few good and bog datasets such as such as LV [49], UCF crime [7], ShanghaiTech
Campus [50], LAD [51], ADOC [67], UBnormal [52], etc. have been developed to achieve
better performance of the video anomaly detectors.

8.2.2 Video data augmentation

Image data augmentation techniques have been studied in-depth, whereas very few studies
are available for video data augmentation. In the case of an image, only spatial augmentation
is feasible. However, in the case of videos, both spatial and temporal augmentations are
possible. Temporal augmentation can be applied mainly in two ways, such as cropping
random sequences from consecutive frames and subsampling of the video frames at different
frequencies using various stride sizes. For example, all the video clips comprising of the
frames 1, 2, 3, 4, 5, 6, 7, 8, ... for stride = 1; frames 1, 3, 5, 7, 9, ....... for stride = 2, frames 1,
4, 7, 10, ... for stride = 3, and so on,will have the same label [39, 40]. Subsequently,more video
clips are generated from the single video clip to increase the volume of the data. The spatial
augmentation is the same as applying it to the images, where spatial augmentation is applied
to all the frames (or images) of the complete video clip instead of an individual image. It is
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always advisable to use these techniques for video augmentation without simply duplicating
the same video clips to achieve data uniqueness. Particularly for video data augmentation,
temporal augmentation can be independently applied. However, spatial augmentation must
be applied for all the frames of the video clips to maintain temporal coherence. These types
of video data augmentation are effective in video classification, video anomaly detection,
etc.

Basically, the spatial augmentation in the video can use most of the image data augmen-
tation techniques. A comprehensive survey of image data augmentation techniques can be
found in [127]. The important and widely used image data augmentation approaches can
be broadly classified into the three categories such as approaches based on basic image
manipulations, deep learning, and meta-learning.

The approaches based on basic image manipulations aim to increase the quantity and
quality of the image data using various geometric transformations (flipping, cropping, rota-
tion, and translation), color space transformations (manipulation in color space and noise
injection), kernel filters, random erasing, and mixing images [127]. All these augmentation
techniques are applied to the images at the input space. However, safer data augmentation
techniques should ensure the level of preservation for the annotated data.

Recently, approaches based on deep learning have been successfully applied for image
data augmentation by exploring the potential of the DNNs. The most widely used techniques
in deep learning-based image data augmentation approaches are feature space augmentation
[160], neural style transfer [161, 162], adversarial training [163], Generative Adversarial
Network (GAN)-based data augmentation [164], and so on. However, these types of image
augmentation techniques always require high computational complexity.

Further, another set of approaches based on meta-learning have been explored for image
data augmentations. Meta-learning is used in deep learning for optimizing neural networks
with the help of neural networks [127]. The most widely used techniques in meta-learning
approaches are neural augmentation, auto-augment, and smart augmentations. Neural aug-
mentation is a strategy to meta-learn a neural style transfer strategy [165]. It is suggested that
the best strategy will be a combination of traditional augmentations and neural augmenta-
tions. Smart augmentation is another technique for meta-learning augmentations where the
combined images are exclusively derived from the learned parameters of a pre-trained CNN
instead of a neural style transfer algorithm as used in neural augmentation [166]. However,
auto-augment is a different meta-learning approach as compared to neural augmentation and
smart augmentation as it is based on the reinforcement learning concept [167]. Auto-augment
tries automatically to find an optimal augmentation policy from a constrained set of geometric
transformations having the miscellaneous level of distortions [168]. However, meta-learning
is a relatively new, time-consuming, and complex approach. Hence, there is a requirement
for detailed investigation for meta-learning.

Moreover, in the case of video, occlusion degrades the effectiveness of the spatial aug-
mentation techniques when applied to the video frames directly. This is because the moving
foreground objectmay act as an occlusion for the background region intended for the augmen-
tation [169]. Further, the complexity increases with the camera movement. Hence, multiple
camera feeds can be used for image-based rendering for video augmentation using perspec-
tive camera model [170]. Hence, the labeling should be occlusion-aware. In this regard, a
video data augmentation technique based on occlusion-aware and uncertainty-enabled label
propagation algorithm [171] is proposed for semantic segmentation [172]. Subsequently,
GAN-based video data augmentation technique using dynamic image (motion information
of the video is compressed into a still image by removing the interference event like the
background) is proposed [173]. Recently, a novel video augmentation technique known as
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VideoMix is proposed to improve the performance of the video classifier significantly [174].
Here, a new training video is created by inserting a video cuboid into another training video
while mixing the ground truth labels proportionally to the number of voxels of each video.
Moreover, there is little progress in the video data augmentation techniques delicately suit-
able for unsupervised tasks such as video anomaly detection. Recently, a GAN-based data
augmentation technique using doping is proposed for unsupervised anomaly detection [175].
Here, the objective is to increase the size of the training datasets by oversampling the rare
normal samples. Later, another technique of generating the abnormal data by transforming
the normal data to address the data-imbalance problem is proposed [176]. There is ample
scope to increase the quality of the video anomaly datasets to address various issues like the
high false alarm, data imbalance, and so on with the help of efficient video data augmentation
techniques.

Generally, all the data augmentation techniques mentioned above are applied to training
datasets only. However, recently it has been reported that performing data augmentation
during testing, i.e., test-time augmentation, increases the effectiveness of the model [127].
A test-time augmentation is a data-centric approach in the data space similar to ensemble
learning in the model-centric approach. Further, test-time augmentation is a process of data
distillation that can describe the effectiveness of ensemble predictions to get a better repre-
sentation of the images/frames [177]. When a model provides better predictions (having low
variance) across the augmentations, i.e., both for the training and test-time augmentations,
then the particular model is said to be a robust model [127]. However, it is tough to aggregate
all the predictions over the augmented test frames for video anomaly detection. Further, test-
time augmentation techniques are somehow good for supervised learning tasks. The test-time
augmentation increases the inference complexity and hence, the cost of the model.

8.2.3 Auto-labeling of video anomalies using active-learning

Manual Identification and labeling of the anomalous video segments are time-consuming,
laborious, erroneous, and costlier jobs [35]. This can be overcome with the help of auto-
labeling of video anomalies using active learning [36]. The video anomaly detector is initially
trainedwith the available datasets using amodel-centric approach anddeployed in the targeted
scenarios for real-time field trials. The initial video anomaly detection model detects the
video anomalies and labels them automatically. Then these videos are stored in a temporary
location and available for human domain expert verification using the developed graphical
user interface. The domain expert has to either approve or reject the decision of the video
anomaly detector. When the annotators approve the decisions, the machine-generated labels
are preserved. However, when the annotator rejects the decisions, there will be provision for
correcting the labels by the annotators. After corrections, the datasets can be added to the final
database. In this way, a new and good dataset will be available for retraining the model over
time. Then, the model can be retrained and deployed in the field. This cycle can be repeated
few times for adding the changes to the model due to new changes occurring in the scenarios.
In this way, a robust and efficient deep learning-based video anomaly detector model can be
developed. This approach helps in speeding up the initial labeling step and is more suitable
for online applications. However, the model requires continuous human intervention.

It is not always possible for practical scenarios to get the best performance, either using
model-centric or data-centric approaches independently. Therefore, it is always better to use
a hybrid approach, i.e., a systematic combination of both model-centric and data-centric
approaches for AI systems to get better performances. Initially, the AI system should be
developed by using the available data and model to get a baseline performance. Then, a
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data-centric approach should be applied to enhance the performance, followed by a model-
centric approach. This cycle of development using data-centric andmodel-centric approaches
can also be performed iteratively to get the best performance from the developed model
corresponding to a particular application. In summary, one has to give focus not only on a
code but also on data to develop an efficient AI system.

9 Emerging trends in detection and localization of video anomalies

The research and development trends in video anomaly detection are fast-moving due to the
availability of massive computational resources, efficient AI techniques, good and big video
anomaly datasets. Hence, key emerging techniques and their alignments with the availability
of the video anomaly datasets are presented as follows.

9.1 Problem formulation trends

Nowadays, multiple scene video anomaly datasets are in trend due to the availability of the
good and big video anomaly datasets generated from the readily available multiple video
surveillance cameras mounted at various geographical locations. Hence, video anomaly
detection and location using MSF is gradually taking the lead as compared to SSF-based
video anomaly detection. Hence, the video anomaly detectors are expected to be more gen-
eralized without compromising on the anomaly accuracy detection rate.

9.2 Modeling trends

Usually, detection and localization of the video anomalies are modeled using representation,
predictive, one-class, and generative models. Recently, due to the availability of good and big
video anomaly datasets and massive computational facilities to process them, deep hybrid
models (a combination of more than one modeling technique) for achieving better anomaly
detection accuracy with competitive processing speed.

9.3 Trend in training and learning frameworks

Inherently, video anomaly detection is an unsupervised learning problem. Further, video
anomaly datasets are inherently imbalanced. Labeling all the normal samples at the frame
level is a tedious and erroneous job. However, weakly labeled (folder-level annotated) normal
video samples are readily available in both good quality and quantity. Hence, weakly-
supervised learning is recently in trend for video anomaly detection. Video anomaly detection
based on a weakly supervised learning approach uses only folder-level annotated normal
video samples during training. However, the weakly supervised trained video anomaly detec-
tor is capable of localizing the video anomalies in the spatiotemporal domain.

9.4 Evolution of evaluation criteria

The evaluation of video anomaly detection and localization is commonly carried out utiliz-
ing three criteria, namely Frame-Level (FL), Pixel-Level (PL), and Dual-Pixel-Level (DPL)
[22, 44, 65, 86]. However, rapid improvements in video anomaly detection and localiza-
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tion methods driven by the availability of large-scale video anomaly datasets and massive
computational infrastructure also ensure the development of effective and robust evaluation
strategies. New evaluation criteria such as Object-Level (OL) [4, 86] and Region-Level (RL)
[1]. based on IntersectionOverUnion (IOU) are proposed. Similarly, theRL criterion, namely
Region-Based Detection Rate (RBDR), can be used to measure the effectiveness of the VAD
methods employed. The recent trend in evaluation criteria suggests that one must evaluate
the performance of the proposed video anomaly detection and localization methods using
primary criteria such as FL, PL, and DPL criteria with advanced criteria such as RL as well as
OL to ensure the overall effectiveness of the deployed model. However, there is ample scope
to develop lightweight, effective, and robust evaluation criteria with appropriate performance
metrics.

9.5 Current trajectory in computational resource requirement

There is an increasing trend in the requirement for massive computational platforms with
high-end GPUs, processors, RAM, and storage for training the DL models with large-scale
video anomaly datasets to detect and localize the video anomalies.

9.6 Targeting better trade-off between detection accuracy and inference speed

Nowadays, IVSS is in high demand to detect video anomalies in real-time with higher accu-
racy and lower latency to meet the deadline of latency-sensitive applications [178]. Hence,
there is a high requirement for lightweight, robust, and efficient deep hybrid models to detect
and localize the video anomalies at the edge only. Hence, researchers are always targeting
to achieve a better trade-off between anomaly detection accuracy and inference speed of the
deployed model corresponding to the desired application.

9.7 Progressive shift frommono-modal VAD tomulti-modal VAD

Multi-modal video anomaly detection is a sophisticatedmethodology employed for detecting
the presence of anomalies within video data. This strategy entails the amalgamation of several
sources ormodalities of information to enhance the accuracy and effectiveness of the detection
process [179]. The concept of multi-modal anomaly detection involves the integration of
many datamodalities, including visual, audio, text, and sensor data, with the aim of enhancing
the accuracy and resilience of anomaly detection within video streams [180]. Hence, there
is a progressive shift from mono-modal VAD to multi-modal VAD, which is at the barely
minimum early stage of the research due to unavailability of bench marked public multi-
modal video anomaly datasets.

10 Applications of detection and localization of video anomalies

Video anomaly detection and localization has awide range of potential applications, i.e., most
of the IVSS can use video anomaly detection and localization to enhance their performances.
Following are the few crucial applications of video anomaly detection and localization across
diverse applications fields catalyzed by the availability of large-scale video anomaly datasets.
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10.1 Smart city applications

Smart city is a recently emerged concept to improve the quality of life of the urban citizens
by converging information and communication technologies with the Internet of Things-
enabled physical infrastructure of the city [181]. Ensuring the safety of lives and assets at
public places is one of the important components of the smart city. Hence, the IVSS can
use video anomaly detectors to detect and localize various anomalous activities using live
video streams. For example, various anomalous activities such as abuse, burglary, explosion,
fighting, riots, vandalism, and so on can be detected in time using video anomaly detectors
[182]. However, video anomaly detectors must be trained with sufficiently good and big
datasets corresponding to these anomalous activities and application scenarios.

10.2 Intelligent transport systems

Video anomalies such as abnormal activities/events inside the vehicle and on the roads can be
detected from the video feeds using appropriate models for video anomaly detection. Various
on-road anomalies such as wrong U-turn, overtaking, road accident, etc., can be detected in
real time [183–185]. Subsequently, emergency service providers such as hospitals, police
stations, etc., can be notified promptly to prevent further damage or loss of lives and assets.

10.3 Defense applications

Video anomaly detectors can be used for various defense applications such as border
surveillance, intrusion detection, abnormal activity detection happening near-critical defense
establishments, etc., from the video feed either from fixed IP cameras or from moving cam-
eras (e.g., cameras mounted on drones). One major constraint is the unavailability of the
proper datasets for these sensitive applications.

10.4 Online education

Recently, the traditional offline mode of teaching is rapidly shifting to the online mode of
teaching due to the tremendous enhancements of the ICT technologies. Particularly, since
the outbreak of COVID-19, online modes of education, including teaching, learning, and
evaluation, have been widely used [186]. Video anomaly detection techniques can be used
to automatically detect the suspicious or abnormal behaviors such as cheating, malpractices,
etc., during the proctored examination over the existing ICT infrastructure [187]. Though
few works [188, 189] have been reported in this direction, there are lots of scopes to propose
more robust and intelligent techniques to detect anomalous behaviors during the proctored
examination.

10.5 Smart home

Now a days, many people are installing video surveillance systems at their residential
premises to ensure comprehensive security of their lives and assets [186]. However, video
anomaly detection algorithms can run on top of the video surveillance system to automati-
cally detect abnormal activities such as intrusion [190], loitering [191], thefts [192], etc., in
real-time so that appropriate preventive actions can be initiated.
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10.6 Public healthmanagement

The objective of public health management is to improve the quality of human life through
the appropriate prevention and treatment of infectious diseases. For example, video anomaly
detection can be used to detect anomalous behaviors such as violation of social distancing,
no proper use of face masks, etc., for preventing further transmission of infectious diseases
like COVID-19. Though few works [186, 193–197] have been reported in this regard, there
is ample scope to propose further lightweight and robust deep learning-based models for the
automatic and timely detection of anomalous behaviors.

10.7 Industrial applications

Accurate and timely detection of the video anomalies in industrial premiseswill help the early
detection of potential breakdowns and proactive maintenance activities [186, 198]. Various
video anomalies related to industrial applications are production breakdown, discontinuity of
production process, objects/accessories at the wrong places, etc. Industrial applications could
be improved significantly with the help of deep learning-driven video anomaly detection,
Digital Twin technologies [199] , virtual and augmented realities for better productivity
[200, 201].

11 Research challenges and future directions

Important research challenges associated with video anomaly detection due to the lack of big
and good datasets may be outlined as follows.

11.1 Difficulty in collecting and generating video anomaly datasets covering all the
environmental conditions

Collection, annotation, and preprocessing of video datasets is a tedious, time-consuming,
and costly job. The deep learning model performs better only in a similar scenario with the
training samples. So, to make the video anomaly detector that will efficiently work in the day,
night, sunny hours, rainy hours, camera shaking due to high wind speed, etc., requires video
datasets covering all these scenarios. Practically, it is not always feasible to collect the video
datasets covering all these scenarios. However, this problem can be minimized significantly
by choosing appropriate video data augmentation techniques to generate similar artificial
videos corresponding to these environmental conditions from the available training datasets.

11.2 Difficulty in developing end-to-end trainable deep learning-based video
anomaly detector

Broadly, video anomaly detection is the process of detecting and localizing the abnormal
events or unexpected spatiotemporal patterns. However, in practical scenarios, there is no
clear boundary between the normal and anomalous events due to the inherent equivocal
natures of the video anomalies [186]. Hence, perfect labelling of the video anomalies in the
spatiotemporal dimensions is not always possible [9, 10, 22, 202]. So, insufficient labeled
data prevents the development of complete end-to-end trainable deep learning-based video
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anomaly detector [9, 10, 22, 202]. However, good and big datasets such as ShanghaiTech
Campus [50], Street Scene [1], and LAD [51] are published recently due to rapid advance-
ment in video surveillance technology. Hence, the development of end-to-end trainable deep
learning-based video anomaly detectors is feasible for the specific context.

11.3 Difficulty in applying supervised learning techniques

Anomalies are inherently rare occurring events, and hence, the class imbalance problem is
always associated with the video anomaly detection [22, 203, 204]. Due to imbalanced
datasets, the models are biased towards the majority class predictions (normal events),
leading to an increase in miss rate for video anomaly detection. Subsequently, supervised
learning-based video anomaly detection is not a reliable modeling approach. However, data
augmentation is a data-level solution that helps in alleviating the data imbalance problem
[127]. Hence, supervised learning-based video anomaly detection is just started due to the
availability of good and big datasets like LAD [51] and UCF Crime [7].

11.4 Difficulty in developing universal video anomaly detector

Video anomalies are always context-dependent [12, 22, 205].Avideo anomaly detectormeant
for a classroom scenario may not be suitable for the market scenario. So, the development of
a universal video anomaly detector is not possible, i.e., the video anomaly detector models
are not adaptable [186]. However, there is scope to develop a video anomaly detector for
a wider range of applications that can cover multiple scenes using good and big datasets
covering multiple appropriate scenarios.

11.5 Selection of appropriate training strategy with the available video datasets

Selection of appropriate learning mechanisms such as supervised, semi-supervised, weakly
supervised, and unsupervised is carried out depending on the available dataset and targeted
applications. Recently, a novel learning mechanism, i.e., curriculum learning [206], is pro-
posed to select the training data in a systematic way that increases the model performances as
compared to the random selection [127, 207–209]. Further, curriculum learning is applicable
for all the deep learning models (including models trained with limited data). The curricu-
lum learning helps to understand the underlying patterns in the training data by plotting the
training accuracy over time for various initial training subsets. This understanding allows
the developer to speed up the training process [127]. Generally, data augmentation yields
massive training data resulted from applied augmentation techniques, and hence, there is a
high chance to get a training subset that is responsible for faster and more accurate training. It
is suggested to train the model with original datasets initially, and subsequently, the training
should be completed with the datasets comprising original as well as augmented data points.
However, there is no clear consensus, and hence, no standard practice regarding the way to
perform curriculum learning [127] has been developed. Further, it is complicated to apply
curriculum learning in the case of video data as complexity increases significantly. As per
our survey, no work related to video anomaly detection has used curriculum learning yet.
However, it may be used in video anomaly detection in the future due to the availability of
high-end computational facilities.
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11.6 Selection of appropriate resolution

Deep learning-based models require extensive computational resources to be trained using
higher resolution videos/images. Therefore, most of the deep learning models downsample
the resolution of the HD and 4K videos/images before processing. However, downsampling
of the resolution increases the speed at the cost of accuracy [210–212]. Hence, there is always
a trade-off between accuracy and speed during training using down-sampled videos/images.
An ensemble model trained with both high and low resolution performs better as compared
to that of individual models [127]. Hence, choosing an appropriate combination of low and
high-resolution samples in the training video datasets is a challenge to get better model
performance.

11.7 Difficulty in handling high voluminous data resulted from video augmentation

One of the crucial aspects of video data augmentation is to determine the size of final datasets
as the video itself is highly computational hungry. If the final datasets, i.e., the combination of
the original samples and augmented samples, is very large, then it may not be feasible to han-
dle them by providing the required additional memory and computational power. When data
augmentation is applied on the fly (online data augmentations) using the data transformers
embedded in the data loaders, then memory storage requirement reduces at the cost of train-
ing time. In contrast, if all the augmented data are prepared using independent transformers
before the training (offline data augmentations), then training time decreases at the cost of
memory requirement [127]. Hence, the developers should decide the appropriate augmenta-
tion technique depending on the available resources and targeted applications. Recently, it
is possible to apply video data augmentation using a massively distributed training system
using offline data augmentation [213, 214]. However, it is better to use a few but effective
video data augmentation techniques to achieve desire model performance in the case of video
anomaly detection.

11.8 Privacy issue

Video anomaly detection is based on the video surveillance data that includes facial and
behavioral information of the subjects available on the scene. However, an individual’s right
to privacy is breached when the video anomaly dataset is made publicly available as an
open-source dataset [186]. Hence, there is a scarcity of open-source video anomaly datasets

11.9 Noise issue

Video surveillance data is readily available due to the wide use of video surveillance systems
at various public places such as shopping malls, market areas, traffic junctions, homes, etc.
However, manual data preparation and annotation processes are tedious and more prone
to errors [186]. Hence, there is a high chance that noise will be inherently present in the
video data, and eradicating the noise from the video data is not feasible. Hence, this noise
will degrade the quality of the dataset, and subsequently, the model performance will be
negatively affected.
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11.10 Need for hybrid approach

Neither the model-centric approach nor the data-centric approach is self-sufficient in stan-
dalone mode for developing an efficient video anomaly detector. Therefore, there is a need
for a hybrid approach involving both model-centric and data-centric approaches in a comple-
mentary manner to develop efficient DL models for the video anomaly detection. Recently,
data-centric approaches have helped in enhancing the performance of the models developed
by the model-centric approach due to the availability of large-scale video anomalies and
massive computational resources.

12 Conclusions

The successful development of the efficient and robust deep learning-based models for the
video anomaly detection as well as localization requires appropriate big and good video
anomaly datasets. Hence, it is a basic requirement to understand various publicly available
video anomaly datasets for effective modeling. In this article, a comprehensive review of
publicly available video anomaly datasets has been presented.A brief on problem formulation
depending on the training datasets using either SSForMSF is presented.Most of the important
and widely used video anomaly datasets are explained to explore data-centric approaches for
video anomaly detection and localization. A comparative analysis of the publicly available
video anomaly datasets is presented to explain both qualitative and quantitative parameters.
Subsequently, various issues such as the fewness of the datasets, data imbalance, annotation
inconsistency, lack of sufficient ground truth, lack of good big datasets, and lack of wide
diversity in the scenarios related to available datasets have been summarized. Further, the
data exploration and data preparation techniques required to understand and transform the
datasets are presented. Various model-centric and data-centric approaches that are useful
for addressing the model performance degradation due to the issues related to the datasets
are discussed. It is recommended to use both data-centric and model-centric approaches in
an interlaced manner to get the best possible model performance. Current research trends
and challenges, particularly due to the unavailability of suitable video anomaly datasets and
potential applications of video anomaly detection, are summarized. This article is expected
to serve as a standalone reference for understanding the details of the publicly available video
anomaly datasets.
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