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Abstract
With the ever-expanding ubiquity of the Internet, wireless networks have permeated every 
facet of modern life, escalating concerns surrounding network security for users. Conse-
quently, the demand for a robust Intrusion Detection System (IDS) has surged. The IDS 
serves as a critical bastion within the security framework, a significance further magni-
fied in wireless networks where intrusions may stem from the deluge of sensor data. This 
influx of data, however, inevitably taxes the efficiency and computational speed of IDS. To 
address these limitations, numerous strategies for enhancing IDS performance have been 
posited by researchers. This paper introduces a novel feature selection method grounded in 
Support Vector Machine (SVM) and harnessing the innovative modified Aquila Optimizer 
(mAO) for Intrusion Detection Systems in Wireless Sensor Networks. To evaluate the 
efficacy of our approach, we employed the KDD’99 dataset for testing and benchmarking 
against established methods. Multiple performance metrics, including accuracy, detection 
rate, false alarm rate, feature count, and execution time, were utilized for assessment. Our 
comparative analysis reveals the superiority of the proposed method, with standout results 
in terms of feature reduction, detection accuracy, and false alarm mitigation, yielding sig-
nificant improvements of 11%, 98.76%, and 0.02%, respectively.

Keywords  Aquila optimizer · Intrusion detection system · Support vector machine 
classifier · Feature selection

1  Introduction

Internet and networks have been included in most daily life activities and applications. 
For example, during the COVID-19 pandemic, most jobs were transferred using Internet 
network applications, including critical sectors such as financial education and industrial 
corporations [1]. These applications require advanced networks that are capable of satisfy-
ing such demands. One of the shared network types used for collecting and transferring 
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data is the Wireless Sensors Network (WSN), which consists of several sensors that collect 
specific data and connect wirelessly [2]. This type of network is mainly used in military 
applications such as border control and health services to monitor patients’ vital signs in 
the primary nurses’ control room [3, 4].

WSN consists of low-power sensors called nodes deployed over a specific area, as given 
in Fig. 1, to collect environmental data such as sound, vibration, temperature, and motion 
[5]. This data is sent from the sensors to a central unit or base station for further process-
ing regarding the intended application. The central unit has storage capacity for the data 
and primarily provides access for the user to the network [6]. Since the sensors are con-
nected wirelessly, effective routing between the base station and nodes can be achieved 
[7]. Hence, they cover a specific area, for example, a battlefield being watched for enemy 
movement or a river where the water level is observed to alert early to a flood in real-time. 
The nodes can be used in several real-time applications to achieve smart detecting, data 
processing and storage, target tracking, monitoring and controlling synchronization, and 
node localization [8–10].

The sensors used in WSNs are usually small in size, low in power consumption, and 
powered mainly by a battery or small solar cell. They have transmitters and receivers 
to communicate with each other and the base station [11]. In the process of developing 
WSNs, many properties must be regarded. For example, power-wise nodes must be effi-
cient in their consumption due to the difficulty of supplying the nodes with power because 
of their remote location, which is usually deployed in vast open areas, and this requires the 
choice of the appropriate power source. Also, a WSN must be resilient and able to cope 
with any network fault and maintain a stable level of exemplary service [12]. WSN can be 
homogeneous, consisting of one type of sensor that collects one type of data; on the other 
hand, heterogeneous nodes with different types or sizes collect various data [13].

Since data is transmitted wirelessly between the nodes, it is possible to hack the network 
once in range of the network. Due to the sensitivity of the data in most applications, for 
example, real-time military locations of troops or critical financial data where the security 

Fig. 1   Wireless Sensors Network 
components
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of a whole nation can be threatened, this leads to the importance of an effective security 
system [14]. Security threats to WSNs come mainly from the network’s intrusion by hack-
ers, where data can be stolen or manipulated [15–18]. The Intrusion Detection System 
(IDS) is needed to detect such activities, which can be defined as a system that can extract 
and examine the features of the input data and interrupt the detected anomalous data, sig-
nificantly increasing the system’s security [19–21].

IDS is the primary line of defense for the network against an attack that can affect the 
system’s performance or steal critical information. The defense mechanism of IDS is rep-
resented as it monitors the network activities and events and analyzes the traffic for any 
unusual activity that can be a potential threat. Moreover, IDS performs other functions; 
for example, it analyzes the user activity to ensure that users do not break the user Abuse 
policy. IDS performs these tasks by analyzing the collected data, extracting certain fea-
tures, and comparing them to save data from identified attacks or threats [22]. Several 
types of attacks might occur according to the nature of the WSN application. For example, 
bank account information can be stolen, or power plant data can be manipulated to cause 
a blackout. Hence, it is significant to use artificial intelligence and machine learning tech-
niques to give IDS the ability to adapt to different attacks.

IDS processes a significant quantity of data that may contain irrelevant and useless fea-
tures that cause a lower detection rate, accuracy, and computation time. Hence, it is neces-
sary to use a technique to choose the most appropriate features to enhance the performance 
of IDS in terms of detection rate, accuracy, and computation time [23, 24]. Several IDS 
models were developed to adjust to different attacks. Still, most suffer from weak detec-
tion rates, high false alarm rates, and high time consumption, allowing malicious data and 
cyber-attacks through the network. In addition, high false alarm rates cause misdiagnosing 
of standard data as suspicious, resulting in weak security and more network vulnerability. 
Therefore, it is essential to develop more efficient and adaptive IDS to ensure the secu-
rity of the WSN, and this can be done by involving optimization algorithms with IDS to 
increase detection accuracy. Over the years, researchers have developed many optimization 
methods for feature selection in IDS [25–28], which have been proven to enhance IDS per-
formance significantly.

SVM-based IDS systems can handle a limited number of users. With the increasing use 
of the WSNs, the efficiency of such systems is less, and threats increase, which motivated 
the researchers to develop new methods to detect any threats. This paper suggests a new 
method using a modified Aquila Optimizer (mAO) to select the best features with the least 
possible number compared to the original Aquila Optimizer set before the classification 
process. The feature selection step intends to reduce the amount of data by removing irrel-
evant or similar features. Only the relevant features are used in the classification to achieve 
better IDS performance regarding accuracy, detection rate, and false alarm. Modifying the 
original Aquila Optimizer replaced the levy distribution function with the Cauchy distribu-
tion function in narrowed exploration and exploitation steps. The main aim of the research 
is to study the effect of feature selection using mAO on IDS in WSNs based on the SVM 
algorithm. Where mAO is used to select features by SVM to classify the data set. The eval-
uation of the proposed method is conducted using the Dataset of KDD, and the results are 
compared with other methods in the literature. The proposed IDS’ main objectives include 
the preparation of the Dataset, feature selection using mAO, and data classification using 
SVM to detect intrusion. The achieved contributions can be indicated as follows.

•	 A new method is proposed to enhance the intrusion detection rate in the WSN environ-
ment called mAO.
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•	 The proposed method used an improved Aquila Optimizer (MAO) version to solve the 
feature selection problem.

•	 The proposed method affects the false alarm rate and the processing time of intrusion 
detection systems in the WSN environment.

The novelty of this research lies in several key aspects:

•	 Innovative Feature Selection Method: The research introduces a novel feature selection 
method based on Support Vector Machine (SVM) in combination with the modified 
Aquila Optimizer (mAO). This approach is not commonly found in existing literature 
and offers a unique way to enhance Intrusion Detection Systems (IDS) in Wireless Sen-
sor Networks (WSNs).

•	 Efficiency Improvement: The proposed method specifically targets the challenge of effi-
ciency in IDS performance when dealing with the substantial volume of data generated 
by sensors in wireless networks. By effectively selecting relevant features, it aims to 
optimize computational efficiency and reduce the computational burden on the IDS.

•	 Comprehensive Evaluation: The research conducts a comprehensive evaluation using 
various performance metrics, including accuracy, detection rate, false alarm rate, fea-
ture count, and execution time. This thorough assessment provides a well-rounded 
understanding of the proposed method’s capabilities and advantages compared to exist-
ing approaches.

•	 Significant Performance Gains: The results of the comparative analysis indicate notable 
performance gains in terms of feature reduction, detection accuracy, and false alarm 
reduction. These improvements are noteworthy, with an 11% reduction in features, a 
98.76% detection rate, and a minimal false alarm rate of 0.02%.

In summary, the novelty of this research lies in its unique feature selection methodology, 
its focus on efficiency improvements in IDS for WSNs, and its comprehensive evaluation 
that demonstrates significant performance enhancements compared to existing methods.

The rest of this paper is organized as follows. Section 2 presents the most related works 
to the IDS. Section 3 shows the procedure of the proposed method. Section 4 shows the 
experiments and results. Section 5 presents the conclusion and future work directions.

2 � Related works

The researchers have been continuously developing IDS models benefiting from long-term 
experience with different attack types and the becoming more prominent and larger scale 
of the Internet to enhance the efficiency of real-time intrusion detection [29]. Recently, 
machine learning methods have been employed for IDS in WSNs. In this section, some 
recent optimization methods for feature selection are represented as follows:

An intrusion detection system (IDS) is defined as one that can extract and examine the 
features of the input data and interrupt the detected anomalous data, significantly increas-
ing the system’s security [19]. IDS is the primary line of defense for the network against 
an attack that can affect the system’s performance or steal critical information. The defense 
mechanism of IDS is to monitor the network activities and events and analyze the traffic for 
any unusual activity that can be a potential threat.



59891Multimedia Tools and Applications (2024) 83:59887–59913	

1 3

Wireless Sensor Network (WSN) consists of low-power sensors called nodes 
deployed over a specific area to collect specific data and connected wirelessly to each 
other. This data is sent from the sensors to a central unit or (base station) for further 
processing regarding the intended application. The central unit has storage capacity for 
the data and mainly provides access for the user to the network [2]. Since the sensors 
are connected wirelessly, effective routing between the base station and nodes can cover 
a specific area.

Support Vector Machine is a supervised learning algorithm for classification and regres-
sion problems [30]. The SVM algorithm’s primary function is to find the optimal bound-
ary, called a hyperplane, to classify the input data. Feature Selection methods remove 
irrelevant or similar features, and only the significant features are used in the classification 
[31–35]. It is essential to have a method for choosing the best features to increase accuracy 
and reduce training and testing time [36]. Feature selection aims to resolve some of the 
issues in IDS by choosing relevant features that hold basic information to aid the classifi-
cation process [23]. This results in reduced cost, less storage space, and a comprehensive 
understanding of the data.

Machine learning (ML) techniques, such as Support Vector Machine (SVM), Logis-
tic regression, and decision tree, use features of input data to categorize the network data 
into standard or suspicious data, called classification. ML is fast when analyzing a lim-
ited amount of data and a few features. However, when analyzing large amounts of data 
based on many features, the system becomes less efficient, and the probability of overfit-
ting increases. Any irrelevant or similar features are removed to prevent such problems, 
and only the significant features are used in the classification; this process is called feature 
selection [37].

Over the years, many optimization algorithms have been developed for feature selec-
tion [38, 39]. Meta-heuristic algorithms are famously known for their ability to adapt to 
different systems, such as the Aquila Optimizer (AO) [40], Dwarf Mongoose Optimization 
Algorithm (MDOA) [41], Arithmetic Optimization Algorithm (AOA) [42], Ebola Optimi-
zation Search Algorithm (EOSA) [43], Whale Optimization Algorithm (WOA) [44], Star-
ling Murmuration Optimizer (SMO) [45], Grey Wolf Optimizer (GWO) [46], and Reptile 
Search Algorithm (RSA) [47]. The primary function of such algorithms is to find the opti-
mal solution using exploration and exploitation techniques to search all possible areas and 
obtain the best solution [48, 49].

A modified grey wolves optimizer is proposed in [25] to solve IDS, called mGWO. 
GWO is a nature-inspired optimization algorithm that simulates headship arrangement and 
hunting techniques by grey wolves in nature. The order consists of alpha, beta, delta, and 
omega wolves. Usually, the wolves live in packs, where the usual number for each pack 
ranges between five and twelve. The order of leadership consists of alpha wolves, then beta 
and delta wolves, respectively. Another type of wolf is omega, the least expected solution, 
responsible for watching other wolves. By modifying the number of wolves from three to 
five and suggesting a new cost function, GWO is called modified GWO (mGWO), which is 
the contribution of the research.

In [50], an Arithmetic operators optimization algorithm (AOA) with SVM Intru-
sion detection system (AS_IDS) was suggested to improve AOA-based IDS’ efficiency 
in WSN. The outcomes showed that the suggested method is better than the GWO-based 
IDS method regarding accuracy, detection rate, and execution time. The AS_IDS method 
enhanced the evaluation metrics by 0.67% accuracy, 2.80% detection accuracy, and % exe-
cution time of 97%. On the other hand, the based IDS method was better than AS_IDS in 
terms of false alarms with a rate of less than 33% and the number of features by 25%.



59892	 Multimedia Tools and Applications (2024) 83:59887–59913

1 3

In [51], an intrusion detection model was built to be well-matched with the properties 
of WSN. The model uses the information gain ratio and the online passive-aggressive clas-
sifier. Initially, the features are selected using the information gain ratio. Then, different 
Deny of Service attacks were used to train the online passive-aggressive algorithm for 
detection. The suggested model ID-GOPA has achieved a detection rate of 96%. The detec-
tion accuracy was 86%, 68%, 63%, and 46% for detecting different types of attacks, namely 
gray hole, coding, and blackhole attacks. These results indicate that the ID-GOPA model 
provided good intrusion detection to the WSN.

In [52], a technique called cross-correlation-based feature selection (CCFS) is devel-
oped and utilized with the use of four types of classification techniques, and the results of 
the new method were compared with the Cuttlefish Algorithm (CFA) and Mutual Infor-
mation-Based Feature Selection (MIFS). The used datasets are KDD Cup 99, NSL-KDD, 
AWID, and CIC-IDS2017. Analyzing the results showed that the CCFS technique is the 
best in terms of results in accuracy, precision, recall, and F1-score criteria among the com-
pared algorithms using DT as a classifier.

In [53], a wrapper feature selection algorithm for IDS using a pigeon-inspired Optimizer 
is developed. The proposed approach converts the continuous pigeon Optimizer to binary 
and compares it to the commonly used method for converting continuous swarm intelligent 
algorithms into binary. Three different datasets, KDDCUP 99, NLS-KDD, and UNSW-
NB15, were used to verify the suggested method. The proposed algorithm was superior to 
many feature selection algorithms from the literature regarding True Positive Rate (TPR), 
False Positive Rate(FPR), accuracy, and F-score. In addition, the suggested cosine simi-
larity method for binarizing the algorithm has a better convergence rate than the sigmoid 
method.

In [54], a method is developed for data collection and processing using DST-based 
fuzzy membership for indoor WLAN intrusion detection and generates a characteristic 
database at each marked point. The researcher used a linear independent function for the 
fuzzy membership estimation treatment to model the membership function. On the other 
hand, in DST calculation, the membership function is used as the probability mass function 
to assess the reference points. Finally, the calculated maximum probability and centroid 
modes are used to estimate the location of the suspicious event. The experimental results 
showed that the proposed technique has more efficient intrusion detection than the current 
PNN and ray tracing.

In [55], a feature selection model based on a hybrid learning mechanism was created. 
The proposed IDS joins feature selection and clustering. The first uses a Support Vector 
Machine (SVM), and the second uses a K-Medoids clustering algorithm. Also, the method 
utilizes the Nave Bayes classifier to assess the KDD CUP99 dataset. The suggested method 
is assessed by three performance measures: accuracy, detection rate, and false alarm rate. 
The results were compared with three other feature selection methods. The comparison 
methods included K-Medoids GFR Naive Bayes, K-Medoids Nave Bayes, and tenfold 
cross-validation Nave Bayes. The results showed that the proposed method has an accuracy 
(91.5%), detection rate (90.1%), and false alarm rate (6.36%).

Deep learning-based Intrusion Detection Systems (IDS) offers a promising avenue for 
effectively identifying intrusions with exceptional precision. Nonetheless, owing to their 
intricacy, these models often present a challenge, as they are regarded as enigmatic ’black 
boxes’ by developers and security analysts due to their incomprehensible decision-mak-
ing processes. Encouraged by these complexities, this paper introduces an explainable and 
robust IDS tailored for Industry 5.0 [56]. The proposed IDS is fashioned by integrating 
bidirectional long short-term memory networks (BiLSTM), a bidirectional-gated recurrent 
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unit (Bi-GRU), fully connected layers, and a softmax classifier, all aimed at enhancing 
the intrusion detection capabilities within the context of Industry 5.0. Subsequently, we 
employ the Shapley Additive exPlanations (SHAP) mechanism to shed light on and gain 
insights into the most influential features driving the decisions of this cyber-resilient IDS. 
Assessing the proposed model’s performance using explainability techniques is a critical 
assurance of its functionality. Empirical findings, based on the CICIDDoS2019 dataset, 
affirm the superior performance of the proposed IDS when compared to several recent 
approaches.

As an alternative, many researchers explore vehicle intrusion detection systems (IDSs) 
using side-channel analysis, which doesn’t impact CAN bus bandwidth. However, existing 
solutions often fall short of pinpointing the source electronic control unit (ECU) of mali-
cious data frames or detecting such frames from both ECUs and external nodes simultane-
ously, limiting their practicality. To address these limitations, they introduce an innova-
tive IDS relying on vehicle voltage signals [57]. They map multiple identifiers (IDs) each 
ECU sends, even without developer documentation. Additionally, they pioneer a Feature-
Bagging-CNN hybrid model to detect malicious intrusions precisely. This system excels at 
detecting and tracing the origin of malicious data frames sent by external nodes or compro-
mised ECUs, enhancing its practical utility.

The escalating diversity, decentralization, and sheer volume of consumer electronic 
(CE) devices have caused a significant surge in data traffic. Conventional static network 
infrastructure approaches require manual setup and exclusive management of these CE 
devices. In response to these challenges, this article introduces an innovative approach 
that combines Software-Defined Networking (SDN) with Deep Learning (DL) to create 
an intelligent Intrusion Detection System (IDS) for smart CE networks [58]. The approach 
first leverages SDN architecture as a dynamic solution capable of reconfiguration within 
static network infrastructure. It effectively addresses the distributed nature of smart CE net-
works by decoupling control and data planes. Next, a DL-based IDS employing Cuda-ena-
bled Bidirectional Long Short-Term Memory (Cu-BLSTM) is developed to detect various 
types of attacks within the smart CE network. Simulation results using the CICIDS-2018 
dataset demonstrate the effectiveness of this approach, surpassing recent state-of-the-art 
security solutions. It solidifies its position as a promising choice for securing next-genera-
tion smart CE networks.

In [59], a feature selection technique is proposed based on the binary grey wolf optimi-
zation. The main goal of the technique is to find the optimal position of the related features 
during the classification. The method utilizes stochastic crossover and a sigmoidal function 
to obtain the updated grey wolf position. This leads to increasing the classification accu-
racy and reducing the selected features. A dataset from the UCI (UC Irvine) repository was 
used, and the results were compared to the genetic algorithms and particle swarm Opti-
mizer. The results show that the suggested approach is superior to genetic algorithms and 
particle swarm Optimizers in solution search, feature selection fitness, and accuracy. An 
overview of the given studies is presented in Table 1.

As stated, most of the proposed methods in the literature have achieved moderate accu-
racy, detection rate, and false alarm results. It was known that the execution time was rarely 
accounted for in most of the proposed methods, which leads to weak security and a more 
vulnerable WSN. Hence, a method for optimizing the selected features along with other 
metrics is still needed to enhance the accuracy of intrusion detection. As a widely used 
technology, WSN has become an exciting field for researchers and scientists to develop 
more secure and efficient networks for sensitive applications. Because of the continuously 
changing attack methods, researchers have been motivated to develop various models of 
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IDS and used optimization algorithms to enhance their performance, mainly in terms of 
time and accuracy, as traditional IDS suffered from weak performance and long execution 
time, causing security issues for WSNs. The AO algorithm has achieved superior results 
as an optimization method. In this paper, we suggested a modified AO algorithm (mAO) 
for the feature selection process with the ambition of achieving superior results compared 
to the literature in terms of the evaluation metrics mentioned above, especially in terms of 
accuracy and execution time which means more efficient IDS in WSN.

3 � The proposed method

In this chapter, a new method using the mAO algorithm is represented to enhance the per-
formance of IDS by performing a feature selection process to select the best set of features 
to be classified by SVM for intrusion detection.

3.1 � The original aquila optimizer (AO)

AO is a new optimization algorithm inspired by Aquila’s hunting behavior in nature [59]. 
AO is represented in four methods of search that mimic Aquila hunting actions: expanded 
exploration, narrowed exploration, expanded exploitation, and narrowed exploitation [61]. 
The method uses the condition if t⩽(2/3) * T to transfer from the exploration to the exploi-
tation method and levy flight as a distribution function [62].

3.1.1 � Expanded exploration

This method is the first step of the optimization process and is represented mathematically 
as in Eq. (1).

where, X1(t + 1) is the solution of the next run of t, found by (X1). Xbest(t) is the best-found 
solution up to tth iteration. The formula 

(
1 −

t

T

)
 is utilized to control the wide search by the 

number of iterations. XM(t) is the locations mean value of the current solutions at tth itera-
tion and calculated using Eq. (2). rand is a random value between 0 and 1. t and T is the 
current iteration and the maximum iteration number, respectively [63].

where Dim is the dimension size of the problem and N is the number of population size.

3.1.2 � Narrowed exploration

This is the second step of the optimization process with the following mathematical 
representation.

(1)X1(t + 1) = Xbest(t) ×
(
1 −

t

T

)
+
(
XM(t) − Xbest(t) ∗ rand

)

(2)XM(t) =
1

N

∑N

i=1
Xi(t),∀j = 1, 2,… ..,Dim

(3)X2(t + 1) = Xbest(t) × Levy(D) + XR(t) + (y − x) ∗ rand
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where, X2(t + 1) is the solution to the next iteration. D is the dimension space. Levy (D) is 
the levy flight distribution function, which is calculated by Eq. (4). XR(t) is a random solu-
tion taken in the range of [1, N] at the ith iteration.

where, s is a constant value fixed to 0.01, u, and υ are random numbers between 0 and 1. σ 
is calculated using Eq. (5).

where β is a constant value fixed to 1.5 and gamma function. Γ(x) is calculated as given in 
Eq. (6).

3.1.3 � Expanded exploitation

In this step, the AO starts to converge the search space for the solution, where the math-
ematical representation is the presented in Eq. (7).

where X3(t + 1) the solution of the next run of t, and  Xbest(t) is the estimated location of 
the prey until ith iteration. XM(t) is the average value of the current solution at tth iteration. 
rand is a random number that varies from 0 to 1. α and δ are the exploitation tuning param-
eters equal to (0.1). LB refers to the lower bound, and UB refers to the upper bound of sug-
gested solution.

3.1.4 � Narrowed exploitation

In the last step of the optimization process, the AO narrows the search space to find the 
final optimal solution, which is represented mathematically in the Eq. (8).

X4(t + 1) is the best solution. QF is the Quality Function, and it is utilized to balance the 
search methods and calculated using Eq. (9). G1 indicates the movement of AO to follow 
the prey, which is calculated using Eq.  (10). G2 presents decreasing values from 2 to 0, 
which refers to the incline flying of the AO that follows prey during the hunt from position 
(1) to position (t), which is calculated using Eq. (11). X(t) is the current solution at the tth 
iteration.

(4)Levy(D) = s ×
u × �

|v| 1

P

(5)� =

⎛
⎜⎜⎝
Γ(1 + �) × sin(

��

2
)

Γ(
1+�

2
) × � × 2

(
�−1

2
)

⎞⎟⎟⎠

(6)Γ(x) = ∫
∞

0

e
−t
t
x−1

dt

(7)X3(t + 1) =
(
Xbest(t) − XM(t)

)
× � − rand + ((UB − LB) × rand + LB) × �

(8)X4(t + 1) = QF × Xbest(t) −
(
G1 × X(t) × rand

)
− G2 × Levy(D) + rand × G1

(9)QF(t) = t
2×rand−1

(1−T)2
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QF(t) is the quality function value at the tth iteration. rand is a random number between 
0 and 1. t and T is the current run and the maximum number of iteration, respectively. 
Levy(D) is the levy flight distribution function. The pseudo-code of the original AO is pre-
sented in Algorithm 1.

(10)G1 = 2 × rand − 1

(11)G2 = 2 ×
(
1 −

t

T

)

Algorithm 1   Pseudo-code of the Aquila Optimizer



59899Multimedia Tools and Applications (2024) 83:59887–59913	

1 3

3.2 � Modified aquila optimizer algorithm (mAO)

In this section, we proposed the modified Aquila optimization algorithm. The main modi-
fication is replacing the Levy distribution function with the Cauchy distribution function in 
narrowed exploration and exploitation steps.

The Cauchy distribution function is a dominant search tool in literature. For example, 
in [50], Ant colony optimization with Cauchy and greedy Levy mutations for multilevel 
COVID-19 X-ray image segmentation was used. The Cauchy distribution was found to 
improve the convergence rate [64], so in this paper, we employed the Cauchy function to 
enhance the optimization performance of the AO algorithm. The proposed mAO algo-
rithm is represented to enhance the performance of IDS by performing a feature selec-
tion process to select the best set of features to be classified by SVM for intrusion detec-
tion, as shown in Fig. 2.

The first step is to prepare the data by splitting the Dataset of the Dataset (NSL-
KDD) into two groups (training and testing). After that, Normalization is done on the 

Fig. 2   The proposed methodology
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Dataset because of the wide range of values of the features that cause significant faults 
in the classification procedure, so it is necessary to make the range of feature values 
from 0 to 1. The next step is to obtain the optimal set of features using mAO, repre-
sented in four methods: expanded exploration, modified narrowed exploration, expanded 
exploitation, and finally, modified narrowed exploitation, at which the optimal solution 
is obtained. The last step of the proposed method is to classify the obtained subset of 
features through SVM to normal and attack classes and compare the results of the test-
ing data to the training data to calculate the evaluation measures: accuracy, detection 
rate, number of features, false alarm, and execution time.

3.2.1 � The main steps of the proposed mAO

Expanded exploration  The first step of the optimization process is represented mathemat-
ically as in Eq. (12).

where, X1(t + 1) is the solution of the next run of t, found by (X1). Xbest(t) is the best-found 
solution up to tth iteration. The formula 

(
1 −

t

T

)
 is utilized to control the wide search by 

the number of iterations. Xbest(t) is the locations mean value of the current solutions at tth 
iteration and calculated using Eq. (13). Rand is a random value between 0 and 1. t and T is 
the current run and the maximum iteration number, respectively.

where Dim is the size of the problem and N is the number of nominee solution.

Modified narrowed exploration  The second step of the optimization process is mathe-
matical presented in Eq. (14).

where X2(t + 1) is the solution to the next run. D is the dimension space, and Cauchy (D) 
is the Cauchy distribution function, calculated using Eq. (15).  XR(t), is a random solution 
taken in the range of [1 N] at the ith iteration.

(12)X1(t + 1) = Xbest(t) ×
(
1 −

t

T

)
+
(
XM(t) − Xbest(t) ∗ rand

)

(13)XM(t) =
1

N

∑N

i=1
Xi(t),∀j = 1, 2,… ..,Dim

(14)X2(t + 1) = Xbest(t) × Cauchy(D) + XR(t) + (y − x) ∗ rand

(15)Cauchy(D) = � + s ∗ (tan(� ∗ (rand − 0.5)))
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where median μ = 0 and scale s = 1; rand is a normally distributed stochastic number.

Expanded exploitation  The third step starts to converge the search space for a solution, 
and the mathematical representation is presented in Eq. (16).

where X3(t + 1) the solution of the next run of t. and  Xbest(t) is the estimated location of 
the prey until ith iteration, and XM(t) is the average value of the current solution at tth itera-
tion. Rand is a random number that varies from 0 to 1. α and δ are the exploitation tuning 
restrictions equal to (0.1). LB refers to the lower bound, and UB refers to the upper bound.

Modified narrowed exploitation  The last step of the optimization process narrows the 
search space to find the final optimal solution, which is represented mathematically in 
Eq. (17).

X4(t + 1) is the best solution. QF is the Quality Function, which is utilized to balance 
the search methods and calculated using Eq. (18). G1 indicates the movement of AO to fol-
low the prey, which is calculated using Eq. (19). G2 presents decreasing values from 2 to 0, 
which refers to the incline flying of the AO that follows prey during the hunt from position 
(1) to position (t), which is calculated using Eq. (20). X(t) is the current solution at the tth 
iteration.

QF(t) is the quality function value at the tth iteration, and rand is a random number 
between 0 & 1. t and T is the current run and the maximum number of iteration, respec-
tively. Cauchy (D) is the Cauchy distribution function. The main procedure of the proposed 
algorithm is presented in Algorithm 2.

(16)X3(t + 1) =
(
Xbest(t) − XM(t)

)
× � − rand + ((UB − LB) × rand + LB) × �

(17)
X4(t + 1) = QF × Xbest(t) −

(
G1 × X(t) × rand

)
−G2 × Cauchy(D) + rand × G1

(18)QF(t) = t
2×rand−1

(1−T)2

(19)G1 = 2 × rand − 1

(20)G2 = 2 ×
(
1 −

t

T

)
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Algorithm 2   Pseudo-code of the Modified Aquila Optimizer
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3.3 � NSL‑KDD dataset

In this paper, KDD is a famously used online dataset for experimental testing of the pro-
posed methods. The KDD dataset has 41 features in each set, as shown in Fig. 3. These sets 
are labeled as an attack or normal data, and each feature is categorized into three attribute 
types (Nominal, Binary, and Numeric) [65]."

The basic types of attacks in the KDD dataset are shown in Table 2:

•	 Denial of Service Attacks (DoS) happens when the user is restricted from accessing a 
service by an attack.

Fig. 3   Features of the KDD dataset

Table 2   Type of attacks

Probe Satan, Ipsweep, Nmap, Portsweep, Mscan, Saint
DoS Back, Land, Neptune, Pod, Smurf, teardrop, Mailbomb, Pro-

cesstable, Udpstorm, Apache2, Worm
R2L Guess_Password, Ftp_write, Imap, Phf, Multihop, Warezmas-

ter, Xlock, xsnoop, Snmpguess, Snmpgetattack, Httptunnel, 
Sendmail, Named

U2R Buffer_overflow, Loadmodule, Rootkit, Perl, Sqlattack, Xterm, Ps
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•	 User to Root Attacks (U2R): This happens when the attacker accesses the root system 
computer unauthorizedly.

•	 Remote to Local attacks (R2L): happen when the attacker has unauthorized access 
from the root machine

•	 Probing attacks occur when the attacker probes the network to collect information 
about the system to avoid the security system.

3.3.1 � Preparing dataset

Several steps have to be done before using the Dataset for selecting the optimal features. The 
first step is to convert the categorical features to numeric features to enable SVM to deal with 
them because machine learning algorithms do not process non-numeric features. The conver-
sion mechanism is applied in Fig. 4, representing the feature values with their numeric values 
used to transform categorical data into numeric.

The second step is Normalization, which is needed because of the feature values range that 
leads to major errors in classification. Normalization means unifying the range of values of 
features from 0 to 1. Due to the non-uniformly distributed features of the KDD dataset, the 
Max–Min Normalization method is used as in Eq. (21).

where X′ is the normalized value. The last step is to choose the most relevant features to be 
processed by SVM, which is done by the proposed (mAO) method.

(21)X� = (Original value −Min_Value)∕(Maxvalue −Min_Value)

Fig. 4   Transform Methodology
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4 � Experiments and results

In this chapter, the efficiency of the suggested method using mAO is examined using KDD 
99 as a test dataset, and the results are evaluated against the original AO method, Modified 
GWO-based IDS (mGWO), and PSO-SVM as in (Safaldin, Otair & Abualigah 2020) and 
AOA SVM Intrusion detection (AS_IDS) as in (Faten Q., 2021). We have taken a sys-
tematic approach to select the parameters, ensuring that they align with the best-known 
configurations in the field. Our parameter choices are grounded in the extensive research 
and experimentation reported in the literature. The simulation of the test was accomplished 
using a Personal computer with a Core i7 2.4 GHz CPU, 8 GB RAM, and MATLAB 2020.

4.1 � Evaluation measures

The following evaluation measures are used to assess the results obtained by the proposed 
method. Various criteria are used to evaluate the performance of the proposed method, 
such as; accuracy, detection rate, false alarm rate, number of features, and execution time.

•	 Accuracy: the percentage of data correctly classified as a true positive (TP) and true 
negative (TN).

•	 Detection Rate (DR): "is the ratio of true positive to the total non-self-samples found 
by Dataset, where TP and FN are the tallies of true positive and false negative.

•	 False Alarm Rate (FAR): is the ratio of false-positive to the total self-samples recog-
nized by the Dataset, where FP and TN are the tallies of false-positive and true nega-
tive, as shown below.

(22)DR = TP∕(TP + FN)

(23)FAR = FP∕(FP + TN)

Fig. 5   Accuracy values of compared methods
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•	 Number of Features: this is the number of selected features used to classify normal 
and abnormal activities.

•	 Execution time: is the time used to complete the process of classification.

4.2 � Results and discussion

In this section, the test results of the proposed method are analyzed and compared to the 
results obtained by the AO algorithm, mGWO, and AS_IDS as they have remarkable 
results regarding the evaluation metrics, including accuracy, detection rate, and the number 
of features, execution time and false alarm rate.

Fig. 6   False alarm values of compared methods

Fig. 7   Detection rate values of compared methods
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Fig. 8   Execution time (hours) values of compared methods

Fig. 9   Number of features of compared methods

Table 3   The results of the proposed technique based on the evaluation metrics

Method Accuracy Detection Rate False Alarm Process Time 
(hours)

Feature Number

mGWO 96% 96% 0.03 69.6 12
AO 97.9% 98.52% 0.03 0.037 12
mAO 97.8% 98.76% 0.02 0.0697 11
AS_IDS 96.65% 98.69% 0.04 2.09 15
PSO 89% 93% 0.26 129.6 26
Enhancement AO

0.1%
mAO
0.24%

mAO
33%

AO
88%

mAO
8.3%
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As in Fig. 5, the mAO method and AO have very close results with 97.8% and 97.9%, 
respectively, which are higher than the accuracy of mGWO, AS_IDS and PSO with 96%, 
96.65%, and 89%, respectively. This indicates that the modification of mAO did not affect 
the performance of the original Aquila regarding accuracy. On the other hand, mAO out-
performs the other compared method by a significant difference.

Considering the false alarm results, Fig. 6 shows that the proposed method (mAO) has 
least value of 0.02, which is less than AO and mGWO, with values of 0.03 for both meth-
ods, a value of 0.04 for the AS_IDS method, and 0.26 for PSO method. This indicates that 
mAO method experiences much fewer errors when detecting suspicious data and confirms 
the superiority of mAO.

As shown in Fig. 7, the detection rate of the proposed method mAO is 98.76%, and it is 
higher than AO, mGWO, PSO, and AS_IDS, with 98.52%, 96%, 93%, and 98.69%, respec-
tively. This indicates the superiority of the mAO method and reflects the high accuracy in 
detecting suspicious data among network traffic. Also, this result proves that mAO method 
is superior to other meta-heuristic algorithms.

Figure 8 shows that the proposed method mAO has a relatively higher execution time 
than AO, with values of 0.0697 and 0.037 h, respectively. Although it is considered an 
excellent result compared to other methods, mGWO, PSO and AS_IDS result with a 
value of 69.6, 129.6, and 2.09 h, respectively. This indicates that the mAO method is 

Fig. 10   Convergence rate of mAO and AO
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much better, outperforms other methods, and consumes less time, leading to a more 
efficient and secure IDS.

As shown in Fig. 9, the proposed mAO method has resulted in 11 features less than 
AO and mGWO results of 12 features, 15 for AS_IDS and 26 for PSO. This shows that 
mAO has selected a small number of features compared to the original data of 41 fea-
tures, leading to faster IDS performance.

In summary, mAO method is superior to mGWO, AS_IDS, PSO, and AO methods 
in terms of detection rate and false alarm and has fewer features than the original data. 
However, the accuracy value of mAO is slightly less than the AO method, which is 
insignificant regarding the high accuracy achieved by mAO method. This means that 
mAO is very effective for feature selection optimization than other well-known methods 
i.e., AO and mGWO as demonstrated in Table 3.

The enhancement percentage is calculated by comparing the results of mAO with the 
best result among mGwo and AO using the following Equation:

Old value: is the best value between AO and mGWO for example, regarding detec-
tion rate, the best value is found by mAO. Based on that, the enhancement done is cal-
culated as follows:

Also, it is noticed that the convergence rate of mAO is better than AO, which means 
that mAO reaches a better fitness value than AO within the same number of iterations, 
as shown in Fig.  10. The convergence rate is compared between AO and mAO only 
because other methods’ results are obtained from the literature.

5 � Conclusion and future work

IDS systems predominantly suffer from low detection rates and low accuracy. This 
paper suggested a method using (mAO) for feature selection to enhance the perfor-
mance of the SVM intrusion detection system. The suggested method was evaluated 
using KDD’99 datasets. The results indicated that the proposed method had accom-
plished excellent results considering the accuracy, detection rate, false alarm rate, 
number of features, and execution time. The obtained outcomes of mAO are compared 
with mGWO, AS_IDS, and AO algorithms. The comparison indicated that the sug-
gested method is better than the compared methods, considering the number of fea-
tures, detection rate, and false alarms with 11, 98.76%, and 0.02, respectively. Also, 
the suggested method is better than the AS_IDS and mGWO regarding accuracy and 
execution time by 97.8% and 0.0697, respectively. Overall, the suggested (mAO) 
method has competitive results regarding the evaluation metrics, especially when con-
sidering the selection of the least number of features, which significantly reduces the 
execution time and reflects the efficiency and security of IDS. The mAO method can 
be verified with various datasets and different classifiers such as decision trees. Also, 
the proposed method can be used to solve different real-world optimization problems 
such as image segmentation, clustering, and cloud computing task scheduling.

EnhancmentPercentage = (|OldValue − NewValue|)∕OldVlaue

Theenhancement = ((mAOdetectionrate − AOdetectionrate)∕mAOdetectionrate) ∗ 100%

= ((98.76 − 98.52)∕98.76) ∗ 100% = 0.24%
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