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Abstract
Recommendation systems (RS) play a crucial role in enhancing conversion rates in
e-commerce by offering personalized product recommendations based on customer pref-
erences. However, traditional RS heavily rely on numerical ratings, which might not fully
capture the subtle nuances of user preferences. To overcome this limitation, the integration
of textual data, such as reviews using sentiment analysis (SA), has gained considerable sig-
nificance. Nevertheless, effectively analyzing and comprehending unstructured review data
presents its own set of challenges. In this work, we propose a novel RS that synergizes
collaborative filtering with sentiment analysis to deliver precise and individualized recom-
mendations. Our approach encompasses three main steps: (1) Developing a BERT fine-tuned
model for accurate sentiment classification, (2)Creating a hybrid collaborative filtering-based
Recommendation Model, and (3) Improving the product selection process in the RS using
BERT insights for enhanced recommendation accuracy in the e-commerce domain. Notably,
our SAmodel exhibits remarkable accuracy, achieving 91%, and outperforming state-of-the-
art models on a benchmark dataset. Through extensive experimentation and evaluation, we
demonstrate that our method significantly improves the accuracy and personalization of the
RS, thereby providing customers with a tailored and reliable recommendation service in the
e-commerce domain.

Keywords BERT · Collaborative filtering · Recommendation system · Sentiment analysis ·
Ensemble learning

1 Introduction

The proliferation of online information has given rise to a formidable challenge for users
who must navigate through an abundance of options across diverse services like products,
hotels, and restaurants. This phenomenon, termed as information overload, can significantly
intricate decision-making [1]. In response, recommendation systems (RS) have emerged to
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filter and deliver personalized suggestions based on individual preferences [2]. These systems
aim to alleviate the time users spend in information search and offer items aligned with their
interests, ultimately enhancing the quality of information access services. The applicability of
RS spans various sectors including social networking (Facebook), music streaming (Spotify),
and e-commerce (Amazon).

The development of E-commerce platforms has underscored the indispensability of rec-
ommender systems in assisting customers to discover products that match their specific
requirements and preferences [3].

Multiple techniques exist for item recommendations within RS, with the prominent meth-
ods being content-based filtering (CBF), collaborative filtering (CF), and hybrid approaches
[4]. CF techniques, widely adopted in numerous online shopping platforms, tailors recom-
mendations to a user based on the preferences of similar users [5]. CF can be categorized
into memory-based and model-based systems. model-based creates models to predict user
preferences, while memory-based relies on user or item similarities for recommendations [6].
Among CF techniques are Item-based and User-based methods [7]. On the contrary, CBF
assesses the semantic substance of items [8]. A final approach, the hybrid [9], Integrates
diverse algorithms into a unified RS.

Nevertheless, traditional recommender systems often rely on a single standard rating for
recommendations, which might not provide comprehensive insights into user behavior [10].
Furthermore, CF encounters challenges like Sparsity and gray-sheep [11], diminishing its
reliability in some scenarios. This underscores the ongoing significance of RS as a pivotal
research domain, necessitating innovative solutions to enhance its efficacy.

Notably, customer reviews have substantially influenced consumer decisions, leading to
a surge in online reviews. These reviews mirror individual experiences with services or
products, and sentiment analysis techniques can be employed to infer customer opinions and
emotions on diverse subjects.

The primary aim of Sentiment Analysis is to ascertain the emotional sentiment or atti-
tude conveyed within user-generated text pertaining to a particular entity or subject [12].
This objective is achieved through the automated identification and extraction of relevant
information concerning the subject under discussion, followed by an evaluation of whether
the language utilized in the text portrays a sentiment that is positive, negative or neutral
in nature. SA can be executed at various levels of data extraction [13], including document,
sentence, and aspect levels. The resolution of the SAproblem encompasses three keymethod-
ologies [14]: Lexicon-based, Machine Learning-based, and Hybrid methods. The earliest
techniques employed for SA were lexicon-based methods, which rely on established linguis-
tic rules and lexicons, and can be categorized into two principal categories: dictionary-based
and corpus-based strategies [15]. Machine Learning (ML) driven methodologies encompass
both traditional and deep learning (DL) techniques [16]. In a complementary manner, hybrid
methodologies amalgamate lexicon-based approacheswithmachine learning techniques [12].
The domain of DL has exhibited superior efficacy compared to conventional methodologies
in the realm of SA [17]. Notably, DL models, such as Recurrent Neural Networks (RNNs),
Deep Neural Networks (DNNs), and Convolutional Neural Networks (CNNs), find utility in
the task of sentiment classification.

IntegratingSAmethods into recommendation systems is away to improve the performance
and quality of recommendations. By incorporating sentiment analysis into recommendation
systems, it becomes possible to gather additional information about user feedback and pref-
erences on items. This integration can significantly enhance the performance of the system
by providing a deeper understanding of user sentiments and preferences.
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In this study, we leverage the capabilities of fine-tuned BERT (Bidirectional Encoder
Representations from Transformers), a potent language model pre-trained on unlabeled data
and further refined on labeled data, for sentiment analysis. Fine-tuning BERT for sentiment
classification enhances its accuracy in analyzing sentiments within textual data. BERT’s
fine-tuning process empowers it to learn from labeled data, enabling it to understand intricate
sentiment patterns. This surpasses traditional models, providing more reliable sentiment
analysis. We integrate BERT-based SA into our recommender system, aiming to improve
recommendation precision. We conduct experiments on a benchmark dataset to evaluate
our approach. The results show that by combining BERT-based sentiment analysis with our
recommender system, we achieve superior performance compared to state-of-the-art models.

The organization of this paper is outlined as follows: Section 2 furnishes an extensive
review of preceding research works. Section 3 expounds upon the approach and methodolo-
gies adopted for the creation and refinement of our recommender system. Section 4 scrutinizes
and presents an in-depth analysis of the outcomes derived from the experimental endeav-
ors conducted. Delving into the interpretive domain, Section 5 engages in a comprehensive
discussion of the acquired results. Lastly, Section 6 culminates the paper by furnishing a
conclusive summary and accentuating prospective avenues for future research exploration.

2 Related work

The academic community is currently focused on collaborative filtering research. Traditional
methods, however, have limitations such as sparse data for many items (data sparsity), diffi-
culty in providing recommendations for new users or those with little interaction (cold start),
and the inability to make recommendations for users with unique interests and preferences
(grey sheep) that can make it difficult to capture accurate user profiles. In light of these limi-
tations, researchers are currently working on developing new ways to improve conventional
CF methods to address these limitations. One of the ways in which collaborative filtering
techniques are being improved is by combining them with sentiment analysis.

For example, in a work by Rayan et al. [18], a novel method was introduced that integrates
content-based and collaborative filtering to deliver personalized recommendations for per-
sonal well-being services. The researchers aimed to address the challenges of traditional CF,
especially the cold-start problem. Through experimentation on a data of personal well-being
services, the proposed technique demonstrated superiority over conventional collaborative fil-
tering methods. Similarly, in another work [19], the authors proposed a hybrid recommender
system that incorporates content-based and CF while incorporating sentiment analysis based
on the Naive Bayesmethod. This systemwas developed usingmicroblogging data to improve
the overall recommender system.

In the study of Osman et al. [20], the authors suggested a RS that utilizes CF methods and
incorporates contextual SA to enhance the personalization and accuracy of recommendations.
They developed a system that takes into consideration the context of a user’s feedback and
preferences, and used it to generate more relevant recommendations. The authors aimed
to address the drawbacks of conventional collaborative filtering methods, which ignore the
context of a user’s feedback, by integrating a contextual sentiment model in the RS.

In the study [21], the authors aimed to resolve the problem of cold-start in RS. They
suggested a method that integrates SA of textual data from online communities (Facebook
and Twitter) to overcome this problem. ML methods such as Naive Bayes (NB) and Sup-
port Vector Machine (SVM) were utilized to conduct SA on the data, which then provided
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additional information about new items or users. This information was utilized to enhance
the personalization and accuracy of recommendations by incorporating SA of social network
data in the recommendation process.

Ziani et al. [22] have proposed a recommendation system that uses user-based CF and
combines it with sentiment analysis to generate highly accurate recommendations. They use
a semi-supervised SVM as a sentiment analysis method to analyze the sentiment of reviews
and ratings offered by users. The combination of CF and sentiment analysis allows the system
to take into consideration both the preferences of users and the sentiment of their feedback,
resulting in more personalized and accurate recommendations. Additionally, the use of a
multilingual approach allows the system to cater to users who speak different languages,
making it more inclusive and accessible to a wider range of users.

The authors of study [23] suggested a technique that combines collaborative filtering and
SA to enhance the performance of a RS for groups of users. They utilized Linear Support
Vector Classification (LSVC) and Naive Bayes Multinomial (NBM) classification methods
for SA and Singular Value Decomposition (SVD) to enhance the scalability of the RS. The
results of the research show that the suggested technique enhances the performance of the
RS, providing more personalized and precise recommendations.

The authors in [24] proposed a recommender system, which integrates item-based col-
laborative filtering with sentiment analysis using logistic regression. This combination aims
to improve the recommendation process by enhancing the suggestions and excluding items
with negative sentiment.

In the study conducted by Nabil et al. [25], they created a novel recommendation sys-
tem that relies on SA applied to tweets. The research aimed to improve the accuracy of
recommendations by utilizing ML techniques (Naive Bayes and SVM), to categorize tweets
into negative, positive, or neutral sentiments. The sentiment information extracted from the
tweets was then utilized to provide more tailored and precise recommendations based on the
interests and preferences of users. To address scalability challenges, the authors integrated
Singular Value Decomposition into the recommendation system. The findings of the study
indicated that the suggested approach significantly enhanced the performance of the recom-
mender system, offering more personalized and accurate recommendations to users based on
the SA.

The authors of the research [26] have introduced an approach to augment the performance
of CF methods. They have incorporated lexicon-based SA to capture the emotional content
within recommended items, leading to more accurate predictions of users’ preferences.

The assimilation of SA has proven to yield promising outcomes in augmenting the efficacy
of recommender systems. In Table 1, a comparative analysis is presented, juxtaposing our
proposed approach with the most relevant studies that integrate SA in RS. To underscore the
novelty of our work and its principal contributions, we elucidate distinctive aspects in our
methodology that advance the current state of research in recommender systems.

The studies presented in the table differ in terms of the combination of techniques used,
the data sources, and the goals of the research. However, all the studies aim to enhance the
performance and personalization of recommendations. And each study has its own set of
advantages and limitations.

With a focus on bridging the gap between advanced SA and CF methodologies, our
research aims to redefine the contours of personalized recommendations. The following
contributions encapsulate the unique elements that set our study apart in the realm of RS :

• Innovative Sentiment Analysis Model: Our study introduces a state-of-the-art sentiment
analysis model based on contextual features extracted using BERT. Through meticulous
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Table 1 Comparative analysis of our proposed approach with the most relevant studies that integrate SA in
RS

Study RS technique SA
Method

Advantages Limitations

Contratres
et al.
[21]

CF SVM, NB - Addresses the problem of
cold-start in RS.
- Uses ML methods for auto-
mated sentiment analysis.

- Focuses only on SVM and
NB, other ML or DL methods
could be considered.

Ziani et
al. [22]

CF (User-
based)

Semi-
supervised
SVM

- Semi-supervised SVM is a
flexible approach that can han-
dle different types of input
data and feature representa-
tions.
- Leveraging both labeled
and unlabeled data for senti-
ment analysis improves per-
formance.

- The study only focuses on
user-based CF and does not
explore other CF algorithms,
such as item-based or model-
based CF, which may provide
better performance in certain
scenarios.

Sallam et
al. [26]

CF (Item-
based,
SVD)

Lexicon-
based

- Lexicon-based sentiment
analysis is cost-effective and
efficient for emotional content
incorporation.
- Simple and easy to integrate
into existing CF algorithms.

- The study only focuses on
lexicon-based sentiment anal-
ysis. Other sentiment analysis
techniques such as machine
learning-based approaches
may also be useful in improv-
ing recommendation quality.

Our pro-
posal

Hybrid
CF (User-
based,
Item-based)

BERT
Fine-tuned

BERT captures contextual and
semantic information from
text, enabling precise senti-
ment classification.

- BERT’s computational com-
plexity and resource require-
ments can be challenging for
certain environments.

- Combining item-based and
user-based CF methods into
a single hybrid approach that
captures the advantages of
both methods.

- Contextual understanding of
user feedback improves rec-
ommendation accuracy and
personalization.

fine-tuning, our BERT model surpasses traditional deep-learning models like BiLSTM
and BiGRU, establishing its superiority in sentiment classification tasks. This novel
architecture significantly advances the understanding and representation of sentiments,
contributing a unique dimension to the field.

• Proprietary FusionMethod: Another key contribution lies in our novel fusionmethod that
merges predictions from User-Based and Item-Based CF approaches, employing Sup-
port Vector Regression. Unlike conventional methods, our fusion technique strategically
leverages the strengths of both CF approaches, enhancing precision and personalization
in recommendations. This innovative fusion method distinguishes our work and offers a
fresh perspective on optimizing recommendation systems.

• Integration of Sentiment Analysis and Hybrid CF: Our study seamlessly integrates
BERT-based sentiment analysis with a hybrid CF approach, specifically tailored for the
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e-commerce domain. This integration leads to substantial enhancements in recommen-
dation precision and personalization. By harmonizing sentiment analysis with CF, our
approach provides userswith amore individualized and reliable recommendation service,
representing a novel and impactful contribution to recommender system literature.

• ThoroughEvaluation andSuperiority: To establish the robustness of our contributions,we
conducted comprehensive testing, evaluating various well-known algorithms and tech-
niques. Our results unequivocally demonstrate the superiority of our method in terms of
prediction accuracy, surpassing alternative collaborative filteringmethods. Thesefindings
underscore the practical significance of our approach in generating precise and relevant
recommendations for e-commerce users.

3 Methodology

This research proposes a recommender system that utilizes sentiment classification based on
BERT. The system predicts the sentiment of user reviews as either negative or positive, and
leverages this information to enhance the accuracy of user recommendations. By integrating
SA into recommender system, it aims to improve the user experience and provide more
personalized and accurate recommendations.

The proposed system comprises a comprehensive approach consisting of six key stages.
Firstly, relevant information is gathered and selected for analysis. It’s crucial to choose
the right data sources to ensure the effectiveness of the subsequent stages. Subsequently,
a data preprocessing phase is carried out to prepare the data for subsequent analysis. The
core component of the system involves sentiment classification utilizing a BERT fine-tuning
approach. This enables the accurate categorization of user sentiments as positive or negative.
The next stage involves the creation of a recommendation system that leverages the insights
extracted from BERT to select suitable products for recommendation. Lastly, the system’s
performance is evaluated using metrics such as Mean Absolute Error (MAE) and Root Mean
Square Error (RMSE). Figure 1 provides an illustrative depiction of the system’s overall
architecture.

3.1 Dataset

The data selection process was carefully considered, taking into account factors such as
data availability and accessibility. For our study, we opted to utilize the Amazon Musical
Instruments reviews dataset [27], which proved to be an excellent fit for our purposes. This
dataset comprises a diverse range of reviews for variousMusic products offered onAmazon. It
provides detailed information about the users and the Music items, including both numerical
ratings and textual reviews. With a substantial amount of data containing 10,262 rows and
9 columns, this dataset offered an ideal resource for conducting our analysis and evaluation.
Its large number of reviews for Music products enabled us to conduct a comprehensive
evaluation of both our recommendation system and sentiment analysis model. The dataset’s
diverse range of reviews allowed us to accurately assess the effectiveness and performance of
our models. Furthermore, the dataset’s significant size and variety provided us with valuable
insights and a robust validation of our approach in the context of Music products. Table 2
presents the column names along with a brief description for each.
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Fig. 1 Overall structure of the proposed system

3.2 Data preprocessing

During the preprocessing stage, we apply several steps to prepare the review text for input into
our model. Firstly, we perform canonicalization by removing all digits, punctuation symbols,
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Table 2 Description of the used
dataset columns

Column name Description

Asin Unique product identifier

ReviewerID Distinct identifier for the reviewer

ReviewerName Full name of the reviewer

ReviewText Content provided in the user’s review

Helpful Rating indicating the review’s useful-
ness

Overall User’s rating of the product

Summary Brief title or synopsis of the user’s
review

ReviewTime Date and time of review submission

UnixReviewTime Unix timestamp corresponding to the
review’s submission date and time

and accent marks, and converting the text to lowercase. This step helps standardize the text
and reduce the impact of noise.

Next, we tokenize the text using the ‘BertTokenizer’, which is a specialized tokenizer
designed specifically for BERT models.

Finally, the tokenized sequence includes the special tokens [SEP] and [CLS]. The [CLS]
token is placed at the beginning of the sequence to represent the classification task, while the
[SEP] indicates sentence boundaries. These special tokens are essential components of the
BERT model and serve specific functions in tasks like sentiment analysis.

By following these preprocessing steps, we ensure that the review text is appropriately
prepared and tokenized, ready to be fed into the BERT model for SA.

3.3 Sentiment analysis approach

Transformer networks have revolutionized the field of Natural Language Processing (NLP)
by introducing a mechanism to effectively capture contextual information in large sequences
of data, such as sentences or paragraphs. This architecture employs self-attentionmechanisms
to weigh the importance of different words in a sequence relative to each other, enabling the
model to understand complex relationships and dependencies within the text. Transformer
networks are built around the core idea of attention. Attention allows the model to focus on
specific parts of a sequence based on their relevance to the current task. Transformer networks
use self-attention mechanisms, where each word (or token) in a sequence is compared to all
other words in the same sequence to determine its relative importance.

In particular, the self-attention mechanism calculates three vectors for each word: query,
key, and value. These vectors are used to compute an attention score between the word
in question and all other words in the sequence. The scores are then normalized to obtain
attention weights, indicating the relative importance of other words with respect to the word
in question. These weights are used to weight the values of the other words and obtain an
enhanced contextual representation of the word in question [28]. Figure 2 illustrates the
architecture of the self-attention mechanism.

One of the major advantages of attention is its ability to capture nonlinear relationships
between words. In contrast to traditional sequential processingmodels, transformer networks
excel at identifying long-range dependencies and intricate relationships within text. This
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Fig. 2 Self-attention architecture

feature is particularly valuable forNLP tasks,where themeaningof aword canbe significantly
influenced by words located far away in the sequence.

In recent years, significant advancements in the field of NLP have been driven by the
adoption of pre-trained models, including ELMo (Embeddings from Language Models)
[30], BERT [29], and GPT (Generative Pretrained Transformer) [31]. These models have
showcased substantial improvements in NLP performance, primarily owing to their ability to
fine-tune after extensive pre-training on vast textual data. This approach has greatly enhanced
the capabilities of NLP systems, resulting in more precise and effective text analysis.

BERT stands out as an exemplary NLP model designed to excel across a range of NLP
tasks. It achieves this through fine-tuningwith labeled text subsequent to pre-training on unla-
beled text using deep bidirectional representations. Its exceptional performance has garnered
significant recognition in the recent landscape of NLP [29].

In our study, we opted to utilize the BERTmodel, which empowers us to conduct compre-
hensive analysis of the contextual nuances within review text. This, in turn, results in more
accurate predictions of sentiment attributes. BERT’s bidirectional representation enables it to
grasp intricate relationships and dependencies amongwords, capturing the intricate subtleties
of language usage in expressing sentiments.

The decision to employ BERT for sentiment analysis within our study is well-grounded,
bolstered by its established success in the field [32, 33]. Its impressive efficacy in enhancing
the precision and effectiveness of text classification tasks underscores its potential for senti-
ment analysis. In a comprehensive comparative assessment carried out by the authors [34],
which evaluated diverse state-of-the-art language models, BERT emerged as the preeminent
choice for text classification tasks. The investigation underscored BERT’s exceptional per-
formance and highlighted its supremacy over other transformer-based models like ELMO
and GPT.

The creators of BERT [29] introduced two models with different configurations:
BERTBASE and BERTLARGE. BERTBASE has a hidden layer size of 768, 12 layers, and
12 attention heads. On the other hand, BERTLARGE has a hidden layer size of 1024, 24
layers, and 16 attention heads.
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The development process of our sentiment analysis model involved several steps to ensure
robust performance. Firstly, to ensure a robust evaluation of our sentiment analysis model,
we partitioned our dataset into distinct training and testing sets. The training set comprises
70% of the data, equivalent to 7,183 rows, while the testing set accounts for 30%, amounting
to 3,078 rows. This division allows us to train our SA model on a portion of the data and
assess its performance on unseen data, enabling a reliable evaluation of its effectiveness.

Due to computational constraints, we opted for a train/test split, balancing efficiency
and robustness. We initially explored k-fold cross-validation with small k values and data
portions. The results were not significantly different from the train/test split approach. This
approach alignswith common practices and providesmeaningful insights within our resource
limitations. By training on the training set, our model learns patterns and relationships from
the labeled data, enabling them to make predictions. On the other hand, the testing set serves
as a benchmark for evaluating how well our model performs on new, unseen data.

To perform sentiment analysis, we utilized the BERTBASE model and fine-tuned it with our
labeled dataset. This fine-tuning process involves training the BERT model on our specific
dataset, enabling it to adapt to the sentiment classification task. By fine-tuning the BERT
model with our dataset, we enhance its ability to capture the nuances and patterns in sentiment
expressed in the text. This, in turn, improves its understanding of the context and sentiment
of the given text data, resulting in more accurate sentiment classification predictions.

Through this approach,we aim to demonstrate the effectiveness of theBERTmodel for SA,
particularly in the domain of e-commerce. Our goal is to enhance the performance of senti-
ment classification, especially within the context of recommendation systems. By fine-tuning
the BERTBASE model with our labeled dataset (Fig. 6), we seek to leverage its pre-trained
knowledge and language understanding capabilities to better understand and classify senti-
ments expressed in customer reviews related to various e-commerce products. The improved
sentiment classificationwill then be integrated into our recommender system to deliver highly
precise and personalized product recommendations based not only on numerical ratings but
also on the sentiment expressed in user reviews.

The process of fine-tuning consists of three principal components, as illustrated in Fig. 3.
Firstly, the review text undergoes tokenization using the ‘BERT Tokenizer’, which breaks the
text into individual tokens, taking into account the subword-level structure of words. These
tokens are then encoded using the pre-trained BERT model. This encoding process captures

Fig. 3 BERT fine tuning process
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the semantic meaning and contextual information of the text, resulting in the generation of
the Final Hidden State. The Final Hidden State represents the encoded representation of each
token in the review, encompassing important details such as word order, dependencies, and
relationships. The second stage of fine-tuning involves introducing a fully connected layer.
This layer receives the encoded representations from the Final Hidden State as input and
performs sentiment prediction. By applying a set of weights and biases, the fully connected
layer transforms the input into a suitable format for the binary classification task (positive
or negative). Through this layer, the model learns to identify and leverage complex patterns
and features extracted from the BERTmodel’s representations. Following the fully connected
layer, a sigmoid activation function is applied to generate the final sentiment predictions. The
sigmoid function ensures that the output falls within the range of [0, 1], allowing the model to
estimate the probability of the positive sentiment class. In our binary classification task, “0”
represents the negative sentiment class, while “1” corresponds to the positive sentiment class.
These labels serve as the target values for the model during the fine-tuning process, guiding it
to learn the distinction between positive and negative sentiments effectively. Finally, during
the training process, the model is optimized using the ‘AdamW’ optimization algorithm [35].
The ‘cross-entropy’ loss function is used to measure the discrepancy between predicted and
actual sentiment values.

By fine-tuning the BERT model with the addition of the fully connected layer and the
sigmoid activation function, the model effectively capitalizes on the pre-trained knowledge
embedded within BERT. This enables the model to make accurate predictions for sentiment
classification, effectively distinguishing between positive and negative sentiments.

Overall, this fine-tuning process leverages the power of BERT’s pre-training and adapts
it to the specific task of sentiment classification, resulting in enhanced performance and
improved sentiment prediction accuracy.

In our study, our primary objective was to showcase the enhanced performance of the fine-
tuned BERT model in the SA task. To achieve this, we conducted an extensive comparative
analysis, pitting the fine-tuned BERT against other widely recognized algorithms. Among the
algorithms subjected to evaluation were Bi-directional Long Short-TermMemory (BiLSTM)
and Bi-directional Gated Recurrent Unit (BiGRU), both renowned for their prowess and
success in SA tasks.

In the context of our study, prior to integration into deep learning models (BiLSTM and
BiGRU), the textual data underwent a rigorous process of cleansing and lemmatization. This
transformationwas pivotal to facilitate the conversion of textual data into a suitable numerical
format compatible with the employed deep learning models. Leveraging GloVe embeddings
(Global Vectors for Word Representation), which have demonstrated superior performance
compared to other methods like Word2vec across a spectrum of benchmark tasks, further
elevates the quality of word representations in our study.

GloVe [36] stands as a robust and impactful word embedding technique, serving to trans-
late words into real-valued vectors situated within a higher-dimensional space. The primary
goal of GloVe is to capture the broader statistical characteristics of words, achieved by metic-
ulously scrutinizing their co-occurrence frequencies across an expansive textual corpus. The
underlying principle hinges on the understanding that words frequently appearing within
akin contexts are prone to share semantic meanings or establish intricate relationships.

The models were evaluated using multiple classification metrics, including accuracy,
Matthew’s Correlation Coefficient, F1-score, and Area Under the Curve (AUC). These
metrics offer a comprehensive understanding of the models’ performance in sentiment clas-
sification tasks, covering different aspects such as overall performance, prediction accuracy,
and the trade-off between false positive and true positive rates. By analyzing these metrics,
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we can compare the effectiveness and efficiency of the different models and make informed
decisions about their suitability for sentiment classification tasks.

3.4 Proposed recommendation system

Figure 4 depicts the development phases of our suggested system. These phases outline
the key steps involved in building and implementing the recommendation system. The first
step involves building a BERT-based sentiment analysis model. This model is trained on a
labeled dataset to accurately classify the sentiment of textual reviews. The next step involves
the creation of a recommendation system that utilizes hybrid collaborative filtering tech-
niques, specifically combining both item-based and user-based methods. In the item-based
CF method, the system identifies similarities between items based on the ratings given by
users. It then recommends items that are similar to the ones that a user has previously rated
highly. In the user-based CF approach, the system identifies users with similar rating patterns
and preferences. It then recommends items that have been highly rated by similar users but
not yet rated by the target user. Both item-based and user-based CF methods have proven to
be successful in capturing user preferences and interests by analyzing historical interactions
and ratings, enabling the RS to provide personalized and accurate recommendations for each
user. However, CF-based RSs solely rely on numerical ratings, which may not fully capture
the underlying sentiment and nuances expressed in user reviews. Integrating supplementary
textual information from user reviews has the potential to considerably elevate the system’s
accuracy while offering a more holistic comprehension of user preferences.

Fig. 4 Development phases for our proposed system
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In the third step of our proposed approach, we aim to leverage the power of sentiment
analysis by combining it with the hybrid CF approach. By integrating the sentiment analysis
results into the collaborative filtering process, we can enrich the recommendation process
with valuable insights from user sentiments. This integration allows the system to consider
not only the ratings but also the emotional expressions, attitudes, and opinions conveyed in the
reviews. As a result, the RS can make more informed and context-aware recommendations,
ensuring that the recommended products not only align with the user’s numerical ratings but
also resonate with their sentiment preferences. This synergy between collaborative filtering
and SA aims to enhance the accuracy and relevance of the recommendations, offering users
a more personalized and satisfying recommendation service in the e-commerce domain.

• Recommender system algorithms The recommendation system in this work was devel-
oped utilizing a hybrid collaborative filtering technique based on SVR. This time the
dataset was split into two portions: 80% (8,209 rows) for training the RS model and 20%
(2,052 rows) for evaluating its performance. To prepare the training data, it was trans-
formed into a matrix format, where each row represented a product and each column
represented a user. This matrix captured the interactions between users and products,
forming the basis for the CF model.

In collaborative filtering methods, when aiming to predict the ratings for products that a
specific user has not yet rated, it is essential to employ a similarity metric to measure the
likeness between users (in the case of user-based CF) or between items (in the case of item-
based CF). To address this requirement, we opted for the cosine similarity metric, a widely
used approach for this task (1) [37].

sim (va, vb) =
∑

j x jb · x ja
√∑

j x
2
jb ·

√∑
j x

2
ja

(1)

Where va and vb are two vectors, and x ja and x jb represent the components of vectors va
and vb, respectively. This equation calculates the similarity between vectors va and vb based
on their weighted components.

Subsequently, a cosine similarity-based approach was employed to predict ratings. This
process involved harnessing the ratings of themost akin users (in the context of the user-based
technique) or items (in the context of the item-based technique) to estimate the rating that a
specific user would assign to a particular item that lacked a previous rating.

Pi j = r̄i +
∑

u sim(u, i)
(
ri j − r̄i

)

∑
u | sim(u, i) | (2)

where:

– Pi j : represents the predicted rating for item j by user i .
– ri j : is the rating provided by user i for item j .
– r̄i : is the average rating given by user i .
– sim(u, i): indicates the similarity between users u and i .

Pui =
∑

j ru j · sim(i, j)
∑

j sim(i, j)
(3)

where:

– Pui : represents the predicted rating for user u and item j.
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– rui : is the actual rating that user u gave to item j.
– sim(i, j): represents the similarity between items j and i.

In the context of user-based CF, the prediction of ratings is carried out using (2). Conversely,
for item-based CF, the prediction process is governed by the utilization of (3).

In this research, we introduce a fusion technique that combines predictions from
User-Based and Item-Based using Support Vector Regression models. The conceptual rep-
resentation of this fusion approach is illustrated in Fig. 5.

The principle of fusing Item-Based and User-Based CF lies in combining the predictions
generated by these two collaborative filtering approaches. In the context of CF, User-based
offers recommendations based on similar user preferences, while Item-based focuses on
similarities between items to generate recommendations. The key idea of this approach is to
leverage the predictions from these two distinct approaches and fuse them using SVRmodel.
By integrating the strengths of both collaborative filtering techniques, our fusion method
aims to enhance the accuracy and personalization of recommendations, providing users with
a more tailored and customized recommendation experience that aligns with their specific
needs and preferences.

It is imperative to highlight that integrating sentiment analysis can enhance the accuracy
and personalization of the recommendations. By taking into account the emotions conveyed
in user reviews, the system can better understand user preferences and make more informed
recommendations. The inclusion of SA can provide valuable insights into the sentiment
associated with each item, allowing the system to recommend products that align not only
with user ratings but also with their sentiment preference.

• Enhancing recommendations: a fusion of collaborative filtering and BERT-based
sentiment analysis
The final result is presented as a weighted combination of the predicted rating using
hybrid CF technique (R) and the predicted sentiment score using the BERT-based model
(S). The weight assigned to each term in the equation is denoted by a. The purpose of
combining the predicted rating and sentiment score is to incorporate both the explicit

Fig. 5 The fusion of item-based and user-based approaches
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user preferences captured by hybrid CF approach and the implicit sentiment expressed
in the textual reviews. By assigning an appropriate weight to each term, we can balance
the influence of user ratings and sentiment in the final recommendation.

H = a × R + (1 − a) × S (4)

Equation (4) represents a linear combination of the two terms, where a determines the
relative importance of the rating and sentiment score. A higher value of a places more
emphasis on the predicted rating, while a lower value places more emphasis on the sentiment
score.

By combining the hybrid approach of CF-based predicted rating and the BERT-based
sentiment score, the proposed system aims to provide more comprehensive and accurate rec-
ommendations. It leverages both implicit and explicit user feedback to enhance the accuracy
and relevance of the recommended items.

• Evaluation:
The evaluation of the recommender system’s effectiveness is accomplished by employ-
ing two assessment metrics: MAE and RMSE. These metrics yield values within the
interval [0,+∞] and are inversely oriented, meaning that lower values indicate better
performance.

MAE =
∑N

i=1 | (Predictedi j − Actuali j ) |
N

(5)

RMSE =
√

∑N
i=1(Predictedi j − Actuali j )2

N
(6)

In all of the aforementioned equations, N denotes the total number of ratings within the
test partition. Predictedi j signifies the predicted rating for item j and user i, while Actuali j
corresponds to the actual real vote.

4 Results

To validate and assess the efficacy of our system, we undertook experiments employing two
distinct approaches: the first entailed the absence of sentiment analysis, while the second
involved BERT-based sentiment analysis.

In the first scenario, recommendations were generated through the application of recom-
mender system techniques, with no consideration given to sentiment analysis. This approach
served as a baseline for comparison, allowing us to assess the impact of incorporating our
proposed sentiment analysis model. In the second scenario, we incorporated the sentiment
analysis results of the reviews into the recommendation process. By leveraging BERT’s
sentiment analysis capabilities, we aimed to enhance the accuracy and relevance of the rec-
ommendations. This approach enabled the system to consider the sentiment expressed in the
reviews when generating recommendations. By comparing the results of the two approaches,
we were able to assess the effectiveness of integrating our proposed sentiment analysis model
into the recommendation system.
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Fig. 6 Preprocessed data result

4.1 Data preparation

The initial phase of creating our recommendation system and sentiment model involved
data preprocessing. Upon obtaining the data, our process commenced with the acquisition
of the dataset and the elimination of irrelevant attributes that held no relevance to our anal-
ysis. Furthermore, we executed preprocessing procedures on the textual data, as detailed in
Section 3.2, prior to the construction of our BERT Fine-Tuned model. This paved the way for
the eventual development of our recommender system. Figure 6 displays the preprocessed
data.

where:

– reviewerID: Unique identifier for the reviewer.
– Asin: Unique identifier for the product.
– Overall: Rating of the product given by the user.
– review_prepared: Text submitted in the review by the user after preprocessing.
– sentiment: the polarity of the review; negative (0) or Positive (1).

The dataset was divided into two distinct segments: a training set and a test set. The funda-
mental objective of the training set was to facilitatemodel training, enabling the acquisition of
data patterns and relationships. Conversely, the test set was reserved to evaluate the model’s
effectiveness on fresh and autonomous data, previously unencountered during the training
stage.

4.2 Sentiment model

An integral aspect of any deep learning solution involves the careful selection of hyper-
parameters. Hyperparameter selection and optimization can be done through two distinct
approaches: manual and automatic. Both methods have their merits and trade-offs. While
the manual approach allows for informed decisions based on a deep understanding of the
model, automatic approaches can efficiently explore a broader range of possibilities but come
with higher computational costs. In our study, we opted for a manual approach to select
hyperparameter values for our proposed approach. We conducted experiments with different
hyperparameter configurations, including those recommended, and assessed their impact on
accuracy. By carefully testing and comparing various settings, we chose the hyperparame-
ters that yielded the best accuracy for our sentiment analysis task. By taking this manual
approach, we could leverage our understanding of the model and the specific requirements
of the sentiment classification task, ultimately leading to a well-optimized system without
incurring excessive computational overhead.
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Table 3 Hyper-parameters used
in the experiment for our
proposed model (Fine-tuned
BERT)

Hyper-parameter Value

Activation function Sigmoid

Epochs 10

The optimizer AdamW

Dropout rate 0.2

Batch size 32

Learning rate 2e-5

max_seq_length 128

Loss function Crossentropy

Table 3 shows the hyperparameters used in the fine-tuned BERT model for our approach
in the experiment.

In Figs. 7 and 8, the outcomes of the sentiment classification experiments conducted
with the BERT model are displayed. The figure illustrates that the sentiment classification
model utilizing BERT performs admirably, achieving high accuracy, F1-Score, and reason-
ably strong MCC and AUC values. These results serve as validation for the effectiveness of
the proposed SA model.

To demonstrate the superiority of our sentiment model, we conducted a comprehensive
comparison with other popular algorithms known for their success in sentiment classification
tasks, including Bi-LSTM and Bi-GRU. These algorithms have been widely used and proven
effective in sentiment analysis. By comparing our results with these established methods, we
can assess the performance of our suggested method.

Tables 4 and 5 show the hyperparameters used for BiLSTM and BiGRU models in the
experiment.

Figure 9 and Table 6 illustrate the comparison between the proposed model and state-of-
the-art methods in terms of metrics such as Accuracy, F1-Score, MCC, and AUC.

– BiLSTM:The incorporation ofBiLSTM[38, 39] in sentiment analysis aims to enhance its
performance. This is attributed to the BiLSTMmodel’s ability to utilize two independent

Fig. 7 Sentiment classification model performance
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Fig. 8 Performance evaluation using receiver operating characteristic (ROC)

Table 4 Hyper-parameters used
in the experiment for BiLSTM
models

Hyper-parameter Value

Activation function Sigmoid

Epochs 10

Dropout rate 0.5

Loss function Crossentropy

The optimizer Adam

Batch size 64

Table 5 Hyper-parameters used
in the experiment for BiGRU
models

Hyper-parameter Value

Activation function Sigmoid

Epochs 10

Dropout rate 0.3

Loss function Crossentropy

The optimizer Adam

Batch size 32
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Fig. 9 Comparative evaluation of the proposed model and baseline models on our dataset

LSTM models to capture contextual information from both right to left and left to right,
subsequently merging them. In our study, we employed GloVe embeddings [36] to create
feature vectors, which served as input for the BiLSTM model. The BiLSTM model
achieved an Accuracy of 0.87, F1-Score of 0.92, AUC of 0.69, and an MCC of 0.39 on
our dataset.

– BiGRU: The integration of Bi-GRU [40, 41] in sentiment analysis task aims to improve
its performance similarly to BiLSTM. The Bi-GRUmodel, like BiLSTM, leverages bidi-
rectional processing to capture contextual information from both directions, allowing it
to effectively understand the text’s underlying patterns. The principal difference between
BiGRU and BiLSTM is that BiGRU uses GRU (Gated Recurrent Unit) cells instead
of LSTM (Long Short-Term Memory) cells. GRU cells have fewer parameters, making
them computationally more efficient than LSTM cells. In our experimentation, we used
GloVe embeddings [36] to create feature vectors, which served as input for the Bi-GRU
model. The Bi-GRUmodel achieved notable results, with an Accuracy of 0.89, F1-Score
of 0.94, AUC of 0.76, and an MCC of 0.42 on our dataset.

According to the results depicted in Fig. 9 and Table 6, our proposed model outperformed
other deep-learning models on the Amazon Music Reviews dataset. The proposed model
achieved a maximum accuracy of 0.91, an F1-score of 0.95, MCC of 0.50, and AUC of 0.87,
demonstrating its superiority compared to the alternative models.

Table 6 Comparative evaluation
of the proposed model and
baseline models on our dataset

Model Accuracy MCC F1-Score AUC

BiLSTM 0.87 0.39 0.92 0.69

BiGRU 0.89 0.42 0.94 0.76

Our proposal 0.91 0.50 0.95 0.87
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Table 7 Comparative performance on the Amazon Musical Instruments reviews dataset

Authors Method Accuracy (%) F1 score (%)

Elmurngi and Gherbi [42] Naïve Bayes 80.61 −
Decision tree 81.45 −
Logistic regression 81.61 −
Support vector machine 80.90 −

Tilloo et al. [43] CNN − 79.04

Our proposed model BERT 91 95

Table 7 presents our proposed SAmodel’s performance comparedwith other recently pub-
lished articles that used the same dataset (Amazon Musical Instruments Reviews), focusing
on F1-Score and accuracy as the evaluation metrics.

The proposed model, which utilizes BERT, achieved remarkable results with an accuracy
of 91% and an F1 Score of 95% on a benchmark dataset. These outcomes clearly demonstrate
that our proposed approach outperformed the other sentiment analysis models, showcasing
its superior performance in accurately predicting sentiments within the given dataset. The
high accuracy and F1 Score values serve as strong evidence for the effectiveness of the
BERT-based approach, affirming its capability to capture intricate nuances of sentiments and
deliver more precise predictions compared to alternative methods.

Given the compelling evaluation metrics, the BERT-based model was selected as the
preferred model for sentiment analysis. This model will be utilized for sentiment prediction
as a preliminary step before integrating it with recommendation approaches. This integration
aims to amplify the overall performance and personalization capabilities of our recommender
system.

4.3 Recommender system

During the evaluation of our recommendation model, we conducted a thorough series of
experiments that encompassed user-based CF and item-based techniques, along with the
fusion of these two approaches. We then compared the results obtained from traditional CF
methods with those from the fusion CF methods, further improved by the integration of our
proposed sentiment analysis model. The main objective behind these comparisons was to
reveal the noticeable improvements resulting from this novel combination of methodologies.

Figures 10 and 11 visually depict the outcomes obtained from our analysis, centering
on the RMSE and MAE measurements within the context of the Amazon Musical Instru-
ments reviews dataset. These metrics serve as tangible benchmarks of prediction accuracy,
constituting the fundamental criteria for assessing the efficacy of our proposed system.

Figure 10 offers a comprehensive comparative insight into MAE and RMSE values,
encompassing both user-based and item-based CF methodologies. Moreover, the hybrid
approach, which amalgamates the predictive outcomes of these two techniques, is included
in the analysis. It is crucial to emphasize that this evaluation transpires prior to the incorpo-
ration of our sentiment analysis model. In specific numerical terms, the MAE values for the
Item-Based CF and User-Based CF stand at 2.06 and 2.50, respectively. Concurrently, the
RMSE values for Item-Based CF and User-Based CF are recorded as 2.60 and 2.80, respec-
tively. Notably, upon the implementation of the hybrid approach, a significant decrease in
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Fig. 10 Comparison of MAE and RMSE values before integrating sentiment analysis

Fig. 11 Comparison ofMAE and RMSE values with and without using the proposed sentiment analysis model
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the MAE value to 1.58 is observed, coupled with a decline in the RMSE value to 2. This
outcome underscores the substantial predictive enhancement achieved solely through the
fusion methodology, demonstrating its efficacy in comparison to the individual collaborative
filtering techniques.

Figure 11 offers a comprehensive comparative analysis that investigates the effective-
ness of the hybrid collaborative filtering approach, considering both its utilization with and
without the proposed sentiment analysis model. In the context of sentiment analysis inte-
gration, various weighting factors denoted by a (such as 0.3, 0.5, and 0.7) are introduced.
This integration reveals significant insights: the MAE values exhibit a substantial reduction,
indicative of enhanced predictive accuracy. For instance, when the weighting factor a is set at
0.3, the MAE values experience notable minimization, resulting in a decrease to 1.36 for the
hybrid approach. A similar trend is observed for RMSE, which also experiences a decrease
to 1.43. This unequivocally underscores the positive impact of integrating sentiment analysis
into the hybrid CF framework. Importantly, this enhancement is uniformly manifested across
the range of examined scenarios, emphasizing the consistent and advantageous impact of
sentiment analysis on predictive accuracy.

In conclusion, the presented results collectively underscore the tangible benefits of inte-
grating SA into the hybrid CF approach. The reduction in both RMSE and MAE values
substantiates the notion that sentiment analysis serves as a valuable enhancement, leading to
more accurate and reliable recommendations.

5 Discussion

The results obtained from our comprehensive comparison of the suggested model based on
BERT with other state-of-the-art models commonly used for sentiment classification clearly
demonstrate the superiority of BERT. The evaluation metrics, including an accuracy of 91%,
and an F1-score of 95%, showcase themodel’s remarkable capability in accurately predicting
sentiment. These impressive metrics highlight the performance of our suggested method and
emphasize its potential in outperforming alternative methods for sentiment analysis.

The conducted experimental investigations on the amalgamation of the hybrid Collab-
orative Filtering approach with Sentiment Analysis have yielded compelling outcomes,
signifying substantial and consistent enhancements in the evaluation metrics in compari-
son to the hybrid CF method devoid of SA. Across a range of weight coefficients (a), the
hybrid collaborative filtering approach enriched by sentiment analysis consistently exhibits
superior performance compared to its counterpart that lacks the sentiment analysis compo-
nent. This discernible improvement can be attributed to the invaluable insights furnished
by SA, which adeptly captures the emotional nuances embedded within user reviews. This
augmentation elevates the system’s comprehension of user inclinations and sentiments per-
taining to specific items. Remarkably, the optimal or most favorable performance is observed
with a weight coefficient value of a = 0.3. This outcome underscores the pivotal role played
by the sentiment analysis model, underscoring its substantial influence on the recommen-
dation process. This influence translates to more accurate and tailored suggestions, thereby
accentuating the significance of sentiment analysis in enhancing the overall performance of
the recommendation system.

Overall, our study provides valuable insights into the effectiveness of the suggested
BERT-based model for sentiment analysis and its successful integration into the collabo-
rative filtering recommender system. These findings contribute to the advancement of SA
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and RSs, showcasing the potential for more accurate and personalized recommendations for
users based on sentiment insights.

While our study presents promising results and novel contributions, it’s important to
acknowledge certain limitations and potential weaknesses that should be considered:

1. Computational Complexity: The integration of BERT-based sentiment analysis introduces
computational challenges due to the model’s large size and resource-intensive nature.
Fine-tuning BERT and processing large volumes of text data require significant compu-
tational resources and time, which might limit the feasibility of real-time applications or
implementation in resource-constrained environments.

2. Domain Specificity: Our study’s findings are based on experiments conducted on a spe-
cific Domain, which might limit the generalizability of the results to other domains or
datasets. Different domains may have varying sentiment expression patterns, affecting the
performance of the sentiment analysis model.

3. Data Imbalance: Imbalanced sentiment distribution within the dataset can impact the
model’s ability to accurately predict minority sentiment classes. Addressing class imbal-
ance, particularly in scenarios with a limited number of negative or positive samples, is a
challenge that might affect the model’s overall performance.

Addressing these issues and weaknesses requires a thoughtful approach. While com-
putational complexity and domain specificity pose challenges, optimizing resources and
employing domain adaptation techniques can enhance the model’s practicality. For data
imbalance, strategic data handling techniques can contribute to more balanced sentiment
prediction and improve the overall robustness of the proposed system.

6 Conclusion & future work

In this research, we have proposed a comprehensive system architecture encompassing two
core constituents: sentiment analysis of user reviews and an ensemble learning framework
that seamlessly integrates collaborative filtering and sentiment analysis, culminating in per-
sonalized recommendations. Our approach harmoniously combines the efficacy of the hybrid
collaborative filtering technique with the precision of BERT-based sentiment analysis, result-
ing in dependable and tailor-made suggestions for users.

The pivotal role of sentiment analysis is highlighted, as it underpins our investigation with
the objective of categorizing user reviews into positive or negative sentiments. To achieve this,
we meticulously constructed diverse models, striving to identify the most optimal approach
amidst the inherent variability characteristic of such evaluations. The judicious selection of
an appropriate classification model emerged as a critical focal point in our research journey.

The validation and rigor of our system were demonstrated through an exhaustive analysis,
involving the rigorous comparison of diverse recommendation algorithms. This endeavor
spanned across three distinctive scenarios: User-based CF, Item-based CF, and our hybrid CF
method that adeptly blends bothUser-based and Item-based techniques. A noteworthy nuance
of our evaluation was the exploration of the hybrid method’s performance in two distinct
scenarios: one driven solely by ratings for recommendations and the other synergistically
fusing ratings and sentiments. The former configuration was established as a baseline to
discern the discernible impact of sentiment analysis infused into the latter scenario.

Empirical findings unequivocally affirmed the potency of incorporating sentiment analy-
sis within the hybrid CF approach, leading to a marked enhancement in performance metrics.
This substantiates the empirical utility of harnessing sentiment information to augment and
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refine the recommendation process, underscoring a transformative effect on the overall effi-
cacy of the system.

Moving forward, our future endeavors encompass expanding the scope of our system
to encompass a diverse range of domains, accommodating various types of ratings and user
comments while catering to a wide array of user preferences. Additionally, we aim to address
the issue of imbalanced data by implementing strategies to handle this challenge effectively.
We aspire to improve the SA component by integrating advanced algorithms and incorporat-
ing additional information to ensure a comprehensive evaluation across different domains.
Through ongoing refinement and improvement, our ultimate goal is to develop a flexible and
adaptable recommendation service that continually evolves to meet the dynamic needs of
users and provides accurate and personalized recommendations while addressing the com-
plexities of imbalanced data.
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