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Abstract
Nowadays, virtual reality (VR) technologies are increasingly used in various domains. 
Thus, there is an urgent need to sufficiently explore a natural approach to human–computer 
interaction that can be customized to various situations across different user groups. In this 
study, we explored hand gesture types that are more effective and natural for manipulating 
three-dimensional (3D) objects for application in freehand interaction within a VR envi-
ronment. More specifically, gestures for 3D manipulation including directional navigation, 
rotation, scaling, and teleportation were tracked and recognized through a Leap Motion 
sensor equipped in front of a head-mounted VR device and on top of 3D glasses, respec-
tively. To systematically validate the efficiency, usability, and reliability of the hand ges-
tures, we designed a series of representative tasks in a specifically designed VR application 
and then recruited 40 participants to complete all required interaction tasks using the newly 
designed gestures and baseline hand controller. The results showed that the gestural inter-
action method was sufficiently effective for accomplishing most of the interactive tasks, 
indicating that this method could be a viable alternative to the conventional hand controller 
interaction method. Moreover, users preferred the new gestural interaction method more 
than the conventional one in terms of user experience and immersion. Based on these 
results, guidelines and strategies were discussed for developing freehand interaction tech-
niques in general VR applications.
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1  Introduction

 Nowadays, virtual reality (VR) technologies are widely used in various fields, such as 
medicine, education, entertainment, and art exhibition [1, 2]. The technical progress in 
VR, in terms of both hardware and software, allows highly immersive virtual experiences 
to be created for users. The most common interaction is through a handle. However, this 
has many limitations; for instance, it is cumbersome and unnatural to implement interac-
tion using external input devices [3]. Currently, research on gesture-based interaction is 
expanding. Studies have shown that the sense of body ownership in VR can provide a 
more immersive experience [4], as basic body movements and freehand gestures are mean-
ingful and expressive, and using hands to operate the model directly is a good means of 
human–computer interaction (HCI) [5].

To develop truly natural gesture interaction, there are multiple hardware-based 
approaches. Some modern commercial VR devices, e.g., Oculus Quest, provide limited 
gesture-based interaction by establishing a special physics-based model on the shape of 
the tracking hand. Media Pipe Hand, a gesture tracking system from Google, uses a camera 
and 2.5D technology to approximate 3D simulation [6]. However, there are still limita-
tions given that gesture-recognition technology is immature, such as the finite and complex 
nature of gestures.

Moreover, the majority of the earlier studies investigating on the hand gestural interac-
tion were based on a VR device of head-mounted display (HMD), but had little investi-
gation on a large display-based VR application. Quite a few researchers had proven that 
information searching and interaction on large displays had qualitative advantages owing 
to the larger space and deeper immersion [7]. From this perspective, a more comprehensive 
investigation on both an HMD- and a large display- based VR application is quite neces-
sary. The goal of our research is to explore the most natural and efficient freehand ges-
tures that can be widely used in universal VR applications and tasks, across different VR 
devices; at the same time, to explore respective advantages of freehand gestural interaction 
in HMD- and large display- based VR environments.

As the gesture recognition method based on Leap Motion has high accuracy, real-time 
performance, and low cost [8], the interaction method proposed in this paper adopts a Leap 
Motion device. We designed and developed natural hand gestures to manipulate the model, 
including panning and rotating, scene navigation, teleportation, menu manipulation, grasp-
ing, and scaling. In addition, we used a collision detection algorithm to enhance the target 
manipulation task. We evaluated the actual effects of different hand gestures on manipulat-
ing virtual objects, and a user study (Section 5) was conducted to compare the task per-
formance between the freehand interaction method and traditional hand controller-based 
method.

The three main contributions of this study are as follows:

(1)	 We propose a convenient large-screen VR interactive system that can be adapted to a 
wide range of scenes.

(2)	 A user-verified freehand gesture set is proposed, which can be generally applied to 
natural hand gestural interaction in various VR scenes.

(3)	 By comparing to the controller-based interaction method, we systematically validate 
the practical advantages of the freehand gestural interaction method in terms of task 
completion efficiency, usability and reliability. It implies guidelines for developing 
natural user interaction applications in VR environment. 
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2 � Related work

In terms of HCI, new interaction metaphors, designs, and tools have been implemented; 
various existing virtual motion technologies have been updated; and new technologies have 
been developed and studied [9].

Meanwhile, motion solutions based on classical input devices have lost their appeal 
because they break the illusion of interacting directly with the virtual world. Researchers 
have begun to investigate gesture-based VR content interaction by using contactless soma-
tosensory devices, such as Microsoft’s Kinect and Leap Motion [10]. VR HMDs have also 
achieved hardware advances by integrating more tracking solutions into consumer hard-
ware, such as eye tracking integration or direct manual tracking [11, 12]. Natural user inter-
faces, such as freehand gestures in VR, are likely to become built-in standards. Therefore, 
future VR should require only an HMD and no additional hardware.

Over the past few years, many studies have been conducted on gesture interaction in 
VR. For instance, Tian et al. [13] developed some simple applications to use gestures as a 
“natural mouse” for tasks such as instruction and drawing so that users perform these tasks 
in a familiar manner. Wu et al. [14] elicited user-defined gestures for shopping tasks in an 
immersive VR environment. Masurovsky et al. [15] compared hand tracking and controller 
performance in grab-and-place tasks. Their studies indicate that gestural interaction can 
substantially improve users’ operating experiences, as it allows users to directly control the 
information space in physical space with two hands. However, using free-hand gestures is 
still immature compared with the user’s expectations [16]. In one recent research by Ven-
katakrishnan et al. [17], a host of design issues such as the input modality, hand trigger-
ing mechanisms and the interface geometry had been investigated, and they summarized 
guidelines for designing future mid-air freehand drawing and writing applications in VR.

Studies have extensively explored different tasks, such as pointing, reaching, moving, 
and rotating [18, 19]. Argelaguet et al. [20] conducted a survey of different 3D object selec-
tion techniques. Schafer et al. [21] studied the hand gestures of distant pinch and template 
grab for picking up virtual objects and found that there were no significant differences in 
performance and accuracy. Meanwhile, if the users want to select or grasp an object that is 
far away, they may need to move to the front of the object through walking or teleporting. 
Bowman et al. [22] evaluated the grabbing and manipulating techniques for remote objects 
in immersive virtual environments and discussed their characteristics and limitations. In 
addition, rotation is a fundamental input task. Su et al. [23] developed an improved device-
based technique within handheld mobile augmented reality (AR) interfaces to solve the 
large-range 3D object rotation problem, as well as issues related to position and orienta-
tion deviation in manipulating 3D objects. To imitate interactions with physical objects as 
closely as possible, Mendes et al. [24] used 6 degrees-of-freedom (DOF) information from 
users’ hands with direct manipulation, where the grabbed object follows the movement of 
the hand, and they implemented the technique as presented. Hands-free menu selection 
can greatly reduce the occupation of space and enrich operation content; previous works 
have explored different kinds of menus. Gerber and Bechmann [25] developed a technique 
called “rotating menu,” which places the menu on the user’s wrist. Xia et al. [26] designed 
a gesture-based menu to assist users in learning the spatial layout of a virtual environment 
more efficiently. Although the approaches are effective in specific scenarios, they need to 
be optimized.

Travel is considered the most basic and important component of the VR experience, 
through which the user’s viewpoint position can be changed and rotated. Various virtual 
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locomotion techniques have been developed and studied, aiming to offer a natural, user-
friendly, and efficient way of travel in a virtual environment (VE) [27, 28]. Zhang et  al. 
[29] proposed a motion control method using two-handed gestures: the left palm is used 
to control the movement forward or backward, while the right thumb controls the move-
ment left or right. Caggianese et  al. [30] compared gesture-, gaze-, and controller-based 
movement techniques in which participants had to move along predefined paths in a VE. 
However, there is still potential to explore possible ways to integrate various techniques 
into seamless and intuitive interaction. The applications of most basic interactions in VEs 
need to be optimized [31].

Designing and optimizing these technologies can be challenging, and the main problem 
is how to choose a gesture that can easily adapt to all users. In addition, fatigue can affect 
users, especially when repetitive actions are required to complete tasks. The increase of 
functions will also lead to the increase of cognitive load [32]. For example, when multi-
ple tasks need to be performed, it is not ideal to use the commonly used tracking control-
ler [33]; therefore, it is crucial to study the most appropriate interaction metaphor and its 
applicability in VR. In addition, several studies have experimentally evaluated how dif-
ferent virtual hand representations affect user performance [34–36]. Lougiakis et al. [37] 
discussed the effects of different virtual hand representations in terms of interactivity and 
the user’s sense of embodiment when using controllers, and no significant differences were 
identified in the sense of agency. Ismail et al. [38] highlighted that enabling speech with 
gestures for interaction can improve the speed of task completion.

As presented, the exploration of these techniques is still limited. Most gesture stud-
ies focus on specific applications and are not systematic or universally applicable. If each 
device requires a different gesture, the user may need to be familiar with too many gestures. 
In addition, to the best of our knowledge, most of the gestures proposed and researched to 
date were in an HMD environment, and few were in a large-scale environment, where users 
benefit more from stereoscopic vision [39].

In this paper, we define a relatively complete set of gestures that can not only be used in 
an HMD but also in a large-screen environment, fully considering utility and reliability and 
minimizing the cognitive burden on users. We then present our experiment to evaluate the 
performance and usability in an uncontrolled VR application scenario.

3 � Methodology: design of freehand gestures

The goal of this study was to develop a universal set of gestures that could replace the 
handle for most tasks. This research involved several steps. First, we gathered statistics and 
studied the requirements of gesture operation in the field of HCI. Then, we defined gestures 
and developed programs based on the principles of gesture design. Next, we conducted 
an in-lab experiment and analyzed all the proposed techniques and their task performance 
in the VE. The whole design process is shown in Fig. 1. In this section, these steps are 
described in detail.

3.1 � Gesture design requirements

With the development of MR technology, we must consider which problems should be 
solved by gesture interaction in AR/VR. By referring to the interaction design guidelines 
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of Quest [40], the literature, and a user survey [41], we believe that gesture interaction 
needs to solve at least the following problems:

(1)	 How to select a virtual object. Selecting a virtual object constitutes the essential basic 
operations, such as move and rotate. Distant pinch and template grab gestures are often 
used to select objects.

(2)	 How to control and move an object. The ability to manipulate virtual objects is a key 
feature while interacting within VEs. It is still difficult to place a virtual object in the 
desired place with a high degree of accuracy.

(3)	 How to rotate an object naturally and effectively. It would be interesting to implement 
6DOF object rotation with a single hand.

(4)	 How to scale a 3D object. Developing more convenient scaling manipulations for 
spatial operation.

(5)	 VR locomotion. Allowing users to control their viewpoint motion in a three-dimen-
sional environment is a crucial element in establishing a sense of immersion or pres-
ence. Teleportation and walking-based approaches are widely used for VR locomotion, 
while locomotion solutions based on classic input devices may break the illusion of 
interacting with the virtual world directly and may not be that attractive. Freehand 
techniques allowing a deeper immersion in the VE have begun to be more widely used. 
However, these techniques are challenging to design and optimize.

(6)	 System functions (such as home button or menu): Through a menu, more interactive 
functions can be achieved but with the same effect as mouse operation.

3.2 � Gesture design and connotations

Gesture design should follow sign language recognition design theory and principles 
[42]. Gesture recognition mainly consists of data acquisition, feature representation, and 
classification. Common feature extraction is divided into trajectory and hand shape fea-
tures. Trajectory features are mainly used to collect information such as hand angle, 
acceleration, and position, which is followed by gesture feature extraction and gesture 
recognition. The principles of gesture design mainly include user aspect, interactive 
process, and interactive system. Through the research on gesture theory and the princi-
ples of gesture design, gestures were defined.

Fig. 1   Experimental design process
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(1)	 Gesture design principles. The principles of gesture design are mainly reflected in 
the user, interactive process, interactive system, and timely feedback. (i) Users. The 
ultimate purpose of gesture design is to facilitate user operation. Therefore, the design 
of gestures needs to start from the perspective of user behavior research, conform to 
users’ common habits, and ensure that the operation is simple, convenient, intuitive, 
and natural so that users can experience enjoyment in gesture operation. (ii) Interac-
tion process. The gesture design interaction must be smooth. Use of the dominant 
hand to complete a task should be prioritized, considering the historical and cultural 
connotations of gestures in specific regions to avoid conflicts. (iii) Interactive system. 
We must simplify gesture design and emphasize systematic gesture design and unity 
of the design style, with as little functional crossover as possible. (iv) Timely feedback. 
In the process of user operation, the computer system should give a variety of feedback 
prompts for the user’s behavior in a timely manner so that the user can operate conveni-
ently.

(2)	 Gesture definition. According to common task requirements and gesture design prin-
ciples, a specifically designed survey was first conducted. We invited ten researchers, 
teachers, and students in the field of VR, showed them the task, and asked them to 
perform the gestures they would use. We captured and recorded the process. Based on 
their proposed gestures and those already in the literature, we discussed and voted for 
universally applicable gestures and formed a gesture set. The gesture definitions are 
shown in Fig. 2, and their corresponding operation descriptions are given in Table 1. 
To test and compare the gestures we defined, all functions were also implemented in 
a controller. Most of our gestures are defined to use the right hand, except zoom and 
teleport. The zoom gesture requires two hands grasping the object to move closer or 
farther away. If the user’s right hand is pinching or grasping an object without releas-
ing it, then they can move it to the target location. The user’s left hand performing the 
pinch gesture represents teleporting. The user needs to place the pinch gesture on top 
of the place they wish to reach. The visual feedback of the traveling direction is then 
displayed as a ray advancing from the center of the pinch down onto the VE terrain, 
where a placeholder indicates the position to reach. When the fingers are loosened, the 
virtual avatar arrives. This technique gives the user the ability to move in all directions, 
even walking backward and sideways, without rotating the head.

 

Fig. 2   Eleven basic gestures are defined, the same functions are implemented on the controller
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3.3 � Capturing static gestures

Leap Motion encapsulates a number of APIs that can be called on to retrieve relevant 
data. However, some simple function calls cannot guarantee the accuracy and realism of 
manipulating objects in the VE. We propose a gesture capturing and freehand interac-
tion system that is implemented by detecting the finger state and palm direction in real 
time, using grasp decision rules based on collision detection and virtual gesture manipu-
lation. This system can recognize gestures effectively.

The system monitors the state of the finger and distinguishes between two states: 
stretched or bent. Thus, the state of each finger forms a clear descriptor of the gesture; 
for example, a fist is recognized when all fingers are bent. Pointing gestures are detected 
when the index finger is stretched and the other fingers are curled. Using finger states as 
descriptors can detect certain hand postures, but not a variety of more complex gestures.

For example, the pinch gesture is judged by the pinching of the thumb and index fin-
ger, but the pinching surface also has an orientation. Thus, finger state descriptors alone 
are not sufficient. Hand orientation provides information about which way the hand is 
facing, as well as implicit information about which way each finger is pointing. To this 
end, we also use gesture direction as a descriptor for gesture recognition systems and 
find it very suitable for this purpose. Because the original orientation value of the hand 
is too limited, we activate a gesture by adding a tolerance value. By combining these 
two descriptors, the system recognizes multiple static gestures and is able to perform 
gesture capture events while the user is running, and quickly prototype any combination 
of gestures to control motion. Leap Motion has a wide range of recognition. When worn 
on the head, it can also be detected whether the wearer is standing up and the hands are 
hanging down at the sides, which may cause malfunction. To solve this problem, we set 
a range beyond which the operation remains untriggered even if the hand is detected.

Table 1   The corresponding relationship between gesture and operation type

Functions Gestures for manipulations

Pinch Point your finger at the target object then pinch
Release Loosen the fingers
Grasp When the virtual hand touches the virtual object, make a fist to 

grasp the object
Rotate Grab the object and rotate the hand
Teleport The left hand intersects the ground with making the pinch gesture
Zoom in Grasp the object with two hands and make a fist to move closer
Zoom out Grasp the object with two hands and make a fist to move apart
Forward Thumbs up and forward and other fingers hold
Backward Thumbs up to back and other fingers hold
Turn left Thumbs up to the left and other fingers hold
Turn right Thumbs up to the right and other fingers hold



52488	 Multimedia Tools and Applications (2024) 83:52481–52507

1 3

3.4 � Technical implementation

We implemented the interaction system based on the gesture design, which includes the 
following functions:

(1)	 Recognition of pinch: Pinch gesture is used in many gesture-based HCI devices [43]. 
Because ray-casting techniques are convenient to reach an object, we set the condi-
tion that if the distance between the thumb and index finger is less than 1 cm when 
they make a kneading posture, a ray will be emitted from the center point between the 
thumb and index finger tips. The direction formed by the arm to the center point is the 
vector of the ray, and the point where the ray intersects the virtual object is the point 
to be selected. When the distance between the tip of the thumb and tip of the index 
finger is less than 0.1, the pinching gesture is considered to be triggered. This allows 
objects or menus to be selected, especially distant objects. Here, the dummy hand is a 
ball-and-stick model.

(2)	 Grasp: When people want to operate on an object, it is natural to reach out and grasp 
the object and then carry out the corresponding operation, especially for close objects. 
Our approach is closer to commonly used metaphors; the difference in our design is 
that when the hand grabs the object, a menu pops up. We can not only grasp the object 
and rotate it naturally but can also navigate through the menu to operate it precisely.

(3)	 Translation: When the user’s hand is judged to be in the state of pinching or grasping, 
the user can move the object by moving their hand. By calculating the displacement 
vector of the hand, the position of the virtual object is synchronized.

(4)	 Rotation: When pinching or grasping a virtual object, the user rotates the hand to 
make the object rotate. The key to the rotation gesture is to calculate the rotation 
angle α between adjacent frames. Because the accuracy of Leap Motion differs for 
different gestures, experimental comparison is needed to find the most suitable data 
to represent the direction of the hand. In this system, the coordinate of palm position 
is selected as the characteristic data of hand position, which is used to calculate the 
vector of hand displacement.

(5)	 Zoom in and out: The object is held with two hands. When the hands are slowly 
approaching, it means shrinking. When the hands are far away, it means enlarging. 
When both palms are extended, the current state remains.

(6)	 Teleport: Pointing arrows are used to provide visual feedback for the user to select 
the destination of the teleport. When the left hand is pinched, the center point of the 
fingertips of the thumb and index finger is connected with the shoulder to emit a ray, 
and the point where the ray intersects the ground is the position where the teleport 
arrives. The direction can be selected by moving the pinching hand. When the finger 
is released, the teleportation is triggered and the user’s avatar is teleported to that posi-
tion. In pilot tests, when players were interacting with buttons or looking around, they 
would accidentally make gestures that triggered teleportation commands. We addressed 
this issue by making it impossible to teleport when near interactive objects.

(7)	 Steering-based walking: When users move around in VR, as is often discussed in the 
literature, a natural and effective way of controlling locomotion is still a general prob-
lem to be solved. In much of the existing literature [30], the palm is used as a navigation 
gesture, which requires the cooperation of two hands and is obviously not convenient. 
According to a study on human kinematics [44], it is comparatively easier to control 
the direction of the thumb muscle group. Different gesture types were investigated and 
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compared, and we finally decided to use the “thumbs up” gesture, using the thumb 
direction to determine the direction of movement. The locomotion is performed at a 
constant speed. Because the original orientation value of the hand was too restrictive, 
a tolerance value was added to allow the system to activate the gesture. The gesture 
operation is shown in Fig. 3.

 The above functions were implemented in HMD mode. To fully test the usage experi-
ence of gestures, we developed a system based on a large operating screen, as shown in 
Fig. 4. This approach does not require an HMD and uses the device shown in Fig. 6b. We 
attached the Leap Motion sensor on the 3D glasses and adjusted the fixed angle between 
the sensor and the glasses through a self-made 3D printing bracket. At the same time, a 
gyroscope is used to locate the device, and the data are sent to a computer through a mobile 
phone connection for processing. Then, the running results are projected onto the screen. 

Fig. 3   Different gestures identified by Leap Motion are displayed in the scene

(a) Teleport (b) Pinch (c) Scale

(d) Forward            (e) Grasp (f) Rotate

Fig. 4    Gesture operations in large-screen environment
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In the large-screen environment, when the avatar moves, it is impossible to change the 
direction by turning the head as is the case when wearing an HMD. Therefore, we designed 
a direction arrow to appear at the intersection point between the virtual hand and ground 
during the teleportation operation. The direction can be adjusted by rotating the wrist, and 
when the thumb and index finger are released, a teleport is performed.

 To enable gesture manipulation to support complex interactions better, we implemented 
two menus. Figure 5a shows that once the user grasps the object, a menu will pop up, from 
which they can choose to let the virtual object rotate around the X, Y, or Z axis through the 
pinch gesture. Moreover, they can rotate it just by rotating their wrist. Figure 5b shows the 
functional menu to extend the interactive function. As an example, we mainly implemented 
the following typical functions: add objects to the scene, change wallpaper or floor, edit 
objects in the scene, and copy and delete virtual objects. As there is no Home button for 
both hands, we designed a way for the user to summon a menu in the application expe-
rience. Users can select various menus, and when the thumb and forefinger are pinched 
together, the corresponding buttons will be executed. Figure 5b shows the user selecting 
the material change button to change the floor material to carpet. In Fig. 5c, the user selects 
the “add object” button, selects a sofa from the object library to add to the scene, and then 
scales and positions the sofa. In addition, all of these features were also developed and 
implemented with the controller. In a later experiment, we invited users to experience both 
and provide feedback.

(a) The rotating menu (b) Menu

(c) Adding an object                       (d) Handle operation

Fig. 5    Operation via menu and handle
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3.5 � Controller function development

The functions of the controller were defined as follows. The left joystick controls forward 
and backward direction, and pressing the left trigger button continues the forward move-
ment. The right controller emits a ray in the scene. If the ray intersects an object, the object 
can be selected by pressing the trigger button of the right controller. If the ray is intersect-
ing the ground, the trigger button performs the teleportation action. While selecting the 
object, press X or Y on the left controller can scale the object. When the object is selected, 
the wrist can be rotated to realize rotation of the object, and releasing the trigger button 
drops the object.

4 � User study

To comprehensively evaluate the proposed strategy for using freehand interaction in VR 
and compare it with controller manipulation, we designed an empirical experiment to com-
pare the performance of all proposed techniques performing the same task in the same VE. 
In addition, these methods were evaluated, considering both quantitative and qualitative 
measures. In this section, the experiments are described and the results are discussed.

4.1 � Objectives and hypotheses

Our objective was to measure different freehand motion techniques by evaluating efficiency 
and effectiveness and associated user satisfaction [45], and compare them with baseline 
techniques using controllers. Several studies have evaluated the efficiency and effective-
ness of controller operation. According to ISO’s generalized definition of usability [46], 
our efficiency measures task completion times, while effectiveness measures error rates 
and solution quality. The above objective indicators, efficiency and effectiveness, were 
used as performance indicators, that is, to measure the results of user interactions. In addi-
tion, to complete the usability and reliability analysis, we considered subjective indicators 
to explore emotional, usability, physical, and cognitive needs and preferences. Based on 
previous work and our experience, we built the following three hypotheses for experiment:

H1: Hand-direct operation without relying on controllers has no effect on interaction 
performance.
H2: Freehand gestural interaction has a higher user immersion than the controller-based 
interaction, and the former results in lower perceived exertion and task difficulty.
H3: Freehand gestural interaction has advantages over controller-based interaction in 
terms of user navigation efficiency, naturalness, and convenience, which leads to its 
preference over freehand interaction.

We assessed the opinions of the subjects participating in the study, particularly user 
perceived exertion (UPE), user perceived task completion difficulty (UPTD) and user 
perceived system usability (UPSU), through a subjective assessment scale. These three 
subjective assessment scales were specifically designed based on the Borg15 Scale [47], 
NASA-TLX [48], and Brooke System Usability Scale (SUS) [49], respectively. The UPE 
assessment based on the Borg15 Scale requires no additional equipment but asks the 
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participant to assess their perceived rate of physical exertion from light to strenuous in 
the specific physical activity. It classifies physical exertion in a range between 6.0 and 
20.0, where a higher quantitative value represents a stronger perception of the physical 
exertion. The UPTD assessment method was derived from the NASA TLX scale devel-
oped by Hart. It was initially developed for measuring the operators’ perceived task load 
at NASA, but nowadays, it is widely used and regarded as the gold standard for measur-
ing subjective workload across a wide range of industries. It contains 6 measurements: (1) 
mental demand, (2) physical demand, (3) temporal demand, (4) overall performance, (5) 
effort, and (6) frustration, which are specifically defined to assess the mental and percep-
tual demand level, physical efforts needed, time pressure perceived, user’s overall satis-
faction with the task performance, mental and physical difficulties encountered, and stress 
and irritations experienced in completing the required task. The UPSU assessment based 
on the Brooke SUS provides a quick technical assessment and useful score that simplifies 
comparisons with other methods. The overall goal is to determine whether the free-hand 
method is better in terms of efficiency, usability, and reliability than the controller-based 
method and to determine which gestures are more natural to the majority of users.

4.2 � Participants

For the study, we recruited 40 unpaid volunteers (23 Male, 17 Female). The average age 
was 24.6 years (SD = 3.78), and all participants were right-handed. Among all the partici-
pants, 22 were undergraduate and graduate students of the department of digital media and 
the other 18 were undergraduate students from the department of art and design from a 
local university. All of the participants rated themselves as having good knowledge of soft-
ware and computers, with fifteen participants mentioning that they had used a VR headset 
before and the others having no previous hand tracking experience.

4.3 � Apparatus

The computer used for the user study was a VR Ready computer running 64-bit Windows 
10, Intel Core i7 8 GB, and NVIDIA RTX 3070. Oculus with a Leap Motion device was 
used in this experiment, as shown in Fig. 6.

(a) Leap Motion with HMD (b) Leap Motion with 3D glasses

Fig. 6   Device used in the experiment: the left is Leap Motion mount on the Oculus Quest, the right is 
attached to the glasses with a locator
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Oculus Quest 2 is an all-in-one VR machine that Facebook officially released in 2020. 
It has a pure white body design and weighs 503  g. It uses an LCD screen, runs on a 
Qualcomm Snapdragon XR2 processor, and comes with 6 GB of running memory. With 
monocular 1832 × 1920 and binocular 3664 × 1920 display resolutions, it supports 72 and 
90 Hz refresh rates. The Oculus Quest 2 comes with a pair of 6DOF controllers and sup-
ports hand tracking.

We use the Leap sensor to achieve freehand interactive motion. Equipped with two gray 
scale camera sensors and three infrared LED light sources, the Leap Motion has a field of 
view of up to 180 degrees. It can detect and track the user’s hand and fingers with high 
accuracy and tracking frequency and return the traced hand model for developers to use. 
Although Leap Motion’s redeveloped operation is more playable, the definition of various 
gestures and the detection of complex movements require further research and develop-
ment. The Leap Motion controller can be installed on any HMD device, including Oculus 
Quest.

This study used Open Scene Graph (OSG) for comprehensive development. OSG 
is a powerful and efficient 3D graphics rendering engine, which is completely based on 
C + + and Open GL graphics underlying development languages and can be applied to 
different development platforms, including Microsoft Windows system, Mac OSX, and 
Linux.

4.4 � Experimental tasks and design

The virtual environment in this experiment, which was developed by OSG, was a large 
room scene having a few furniture items such as sofa, bed, lamp and vases. This virtual 
environment was designed for personalized customization of interior arrangement: through 
virtual interaction, users can design their own home and visualize the decoration effect in 
real time. The participants were required to navigate through a specifically designed home 
decoration virtual scene and complete various tasks.

These tasks were of five types:

(1)	 Walking-based navigation task: the participant followed a designated path to visit the 
entire scene.

(2)	 Rotation task: the participant teleported to a specific position, rotated the flowerpot 
to get a whole view of the flowerpot in 6DoF, and checked and reported the numbers 
marked on the back.

(3)	 Translation task: the participant moved the flowerpot to the other side of the booth.
(4)	 Scaling task: the participant zoomed the flowerpot in and out to give it the same height 

as the booth.
(5)	 Teleportation task: By teleporting to the front of the round table, the right hand does 

the pinch gesture and intersects the ground to bring up the menu. The participant 
clicked the Add Object button in the menu, added a sofa to the scene, shrunk it to the 
appropriate size, and moved it to the specified position and orientation.

Participants were initially shown all five tasks, so they were not required to remember 
the tasks and their order. After completing one task, they were reminded of the next, and 
once the participants had completed all tasks with one technique, they answered a ques-
tionnaire about the experience. The questionnaire included closed and open-ended ques-
tions. A 5-point Likert scale was used, from very dissatisfied (1) to very satisfied (5).
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We used a 2 × 5 within-participant design to conduct the experiment, with 2 interaction 
methods and 5 tasks. The benefits and limitations of the freehand gestural interaction method 
were measured quantitatively and qualitatively. The former included task performance, such as 
execution time, accuracy, frequency of motion interruptions, and hand tracking losses, while 
the latter included UPE and UPTD on two interaction methods. In summary, the independent 
variables and dependent measurements in the experiment are as follows:

Independent variables:

•	 Interaction method (2): freehand gestures, controller;
•	 Experimental task (5): translation, walking-based travel, teleportation, rotation, scaling;

Dependent measurements:

•	 Task execution efficiency (measured in task completion time);
•	 Task completion accuracy;
•	 Motion interruption frequency;
•	 Hand tracking losing frequency;
•	 UPE;
•	 UPTD;

4.5 � Procedure

After entering the testing laboratory, participants first read and signed the consent form. Then, 
the supervisor explained the overview of the experiment and how the hardware is used to each 
individual. Furthermore, a brief introduction about the task was given, and the range of the 
hand tracker was explained. Participants were told they could stop the experiment at any time 
or take plenty of rest, especially if there were physical or mental problems at the time of the 
experiment.

The participants were asked to perform all tasks using hand gestures or the controller. To 
prevent learning and fatigue effects, each volunteer used a different ordering of the locomo-
tion techniques, based on a Latin square. Subjects were allowed to try each method for 3 min 
before the actual task (as many had no experience with either VR or hand tracking). When all 
techniques had been tried, a thorough survey was completed by the users.

A total of 1600 interactive task tests were completed, with 40 users × 2 input devices × 5 
tasks × 2 × Times × 2 rounds = 1600 interactive tasks. Before starting the test, the user was 
first introduced to the interaction map for each input device. After completing all individual 
tasks, users needed to give their preferences and reasons for each input device. For complex 
integrated tasks, there was no time limit, and the main measurement was the smoothness of 
the operation and overall completion. At the same time, subjective evaluations, such as user 
interactions and preferences, were recorded.

5 � Analyses and results

Each participant completed two blocks; one used the freehand gestural interaction tech-
nique and the other used the controller to complete the tasks. After the experiment, a total 
of 80 task log files were collected, which recorded the task completion time, number of 
motion interruptions, hand tracking losses, and error frequency of operations.



52495Multimedia Tools and Applications (2024) 83:52481–52507	

1 3

These data were measured to be normally distributed; thus, they were analyzed by 
repeated-measures ANOVA and two-tailed dependent T-tests for paired comparisons.

Besides the task log files, there were also 120 subjective assessment scales collected fol-
lowing the experiment. For such subjective assessment scale statistics, they were analyzed 
by non-parametric multi-sample Kruskal–Wallis test and two-sample Mann–Whitney U 
test. All results reported below were significant at least at the p < 0.001 level.

5.1 � Task completion time

The mean task execution time over the entire experiment was 106.95  s. There was a 
main effect of block (F(1, 19) = 17.26, p < 0.001). In completing the required task by 
the freehand interaction technique, the task execution time had minimal difference com-
pared to that in the hand controller interaction (M(freehand) = 105.31 s, M(hand control-
ler) = 108.58 s, p = 0.724). The average completion time for each task and each input device 
was compared, and the results are shown in Fig. 7. In translation tasks, the mean task time 
spent by the controller was 12.79 s, while that by freehand gestures was 11.73 s, which is 
an insignificant difference; in the tasks of teleportation and walking-based navigation, the 
two interaction methods resulted in similar efficiency in the task completion time without 
significant difference. However, in the rotation tasks, the new interaction by freehand ges-
tures generated a significantly shorter task time than the controller-based interaction (F(1, 
19) = 8.12, p < 0.001). In the scaling tasks, the freehand gestures were found to be faster 
than the controller-based interaction (M(freehand) = 7.89  s, M(freehand) = 8.95  s, F(1, 
19) = 10.31, p < 0.001).

5.2 � Loss frequency of hand tracking

During the system running, log files automatically record the process information. If the 
gesture node is not tracked for more than 2 s during the gesture operation, a trace loss is 
recorded. In this study, the count of the hand tracking loss was aimed to evaluate the stabil-
ity of gesture tracking. We ensured that the gestures all use one-handed methods, except 
the rotation gesture that requires both hands. A lower tracking loss indicates better overall 
usability of the system [50]. According to statistics, the average number of one-handed 
tracking loss was 8 times and two-handed tracking was 10 times. Hand tracking failure 

Fig. 7   The comparisons of task execution time in different tasks between freehand gestures- and controller- 
based interaction methods



52496	 Multimedia Tools and Applications (2024) 83:52481–52507

1 3

happens in two cases: (1) the participant moved the hand suddenly at a high speed, or (2) 
the hand was moved outside the Leap Motion’s sensing field.

5.3 � Gesture recognition accuracy

We calculated statistics on the accuracy of gesture recognition. The recognition rate of 
mobile gestures was 100%. The recognition accuracy of selection, magnification, rotation, 
and teleportation was also high. The recognition accuracy of the gestures of “backward,” 
“turn left,” and “turn right” was relatively lower than others. When making the selection 
gesture, the side pinched by the thumb and index finger should be perpendicular to the line 
of sight. During the experiment, it was found that if the posture was standard akin to that 
of experienced VR players, the accuracy of this gesture was 100%, while users who had no 
VR experience would have inaccurate recognition when performing this operation.

Table 2 shows the recognition accuracy statistics of eleven types of gestures. The prob-
ability of a gesture being recognized once is very high, and generally speaking, it is very 
accurate.

We found that all gestures had a high recognition accuracy of ≥ 90%, expect for the 
“backward” gesture. The main reason is that the backward gesture requires the user to make 
a fist while pointing their thumb towards themselves. This action is easy to understand, but 
if users put their hands slightly low, it led to movement beyond the detection range of Leap 
Motion or misidentification, resulting in lower accuracy.

5.4 � User Perceived Exertion (UPE)

As we interpreted in Section 4.1, the participants were required to complete three scales to 
assess each of UPE, UPTD, and UPSU. In the UPE assessment scale, UPE for the freehand 
gestural and controller-based interaction techniques were rated 6.0 and 20.0, respectively. 
Figure 8 shows a statistical graph of the UPE comparison between the two interaction tech-
niques. It can be seen that in the freehand gestural interaction, the UPE was lower than that 
in the baseline controller-based interaction; the Mann–Whitney U test on the UPE proved 
that this difference is statistically significant. There was also a significant interaction effect 
of Gender × Technique on the UPE results ( χ2

2
 = 11.98, p < 0.001), as shown in the right 

graph of Fig. 8. For the male participants, using the freehand gestural interaction or con-
troller technique, there was little difference in the UPE, but for the female participants, the 
freehand gestural interaction technique resulted in an obviously lower UPE than the con-
troller interaction technique. Table 3 presents a summary of the statistical analyses of the 
UPE result.

5.5 � User Perceived Task Difficulty (UPTD)

Given the 40 UPTD assessment scales, UPTD in different genders and techniques was also 
compared. As we described previously, the UPTDs consisted of 6 measurements derived 
from the NASA TLX scale and 2 other questions. The 6 measurements were rated on a 
7-point Likert scale, with 1 representing “strongly disagree” and 7 representing “absolutely 
agree,” i.e., a higher rating represents a higher degree of agreement on the statement of the 
specific measurement. As shown in Table 4, a Kruskal–Wallis test of Gender (2) × Tech-
nique (2) proved that the male and female participants had significantly different UPTDs 
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for the two interaction techniques (U = 38.97, Z = - 4.106, p < 0.001); more specifically, 
the female participants had a higher overall UPTD than the male participants. In addition, 
there was a more obvious difference in UPTD between the freehand gestural and base-
line controller-based interaction technique (U = 99.20, Z = - 7.920, p < 0.001). As shown 
in Fig. 9, in separate measurements, the newly proposed freehand gestural interaction tech-
nique was assessed to have a lower mental demand than the controller interaction; it also 
had a lower perceived physical demand than the controller interaction. In the perceived 
performance, the former also led to a lower dissatisfaction with the task performance than 
the latter; in general, the freehand gestural interaction was assessed to experience less frus-
tration than the controller interaction.

5.6 � Summary of findings

In this study, a specifically designed empirical experiment was conducted to evaluate the 
effectiveness and benefits of the newly proposed freehand interaction technique and its 
hand gestures. It was found that freehand operations without relying on controllers had no 
reduction in interaction task performance against the traditional controller-based approach. 
Therefore, the first hypothesis (H1) is completely supported. It was also found that free-
hand gestural interaction had a higher user immersion than controller-based interaction, 
and the former resulted in lower perceived exertion and task difficulty, which confirmed 
the second hypothesis (H2). In the debriefing interviews, users commented that freehand 
gestural interaction had advantages of efficiency, naturalness, and convenience against the 
controller-based interaction, and thus, the freehand gestures were preferred by users, which 
supports the third hypothesis (H3).

Specifically, there were five main findings of the experiment:

(1)	 The Leap Motion-based freehand gestural interaction technique was verified to be suf-
ficiently robust for application in a VR interactive environment.

(2)	 Compared to the more conventional hand controller interaction technique, the newly 
developed freehand gestural interaction technique resulted in a similar task perfor-
mance in terms of task executive time and user perceived satisfaction.

Fig. 8   UPE comparisons between two techniques across two genders



52499Multimedia Tools and Applications (2024) 83:52481–52507	

1 3

Ta
bl

e 
3  

S
ta

tis
tic

al
 a

na
ly

se
s a

nd
 si

gn
ifi

ca
nc

e 
re

po
rts

 o
n 

th
e 

U
PE

In
de

pe
nd

en
t v

ar
ia

bl
e

M
ea

n 
U

PE
M

ed
ia

n
M

in
-M

ax
Si

g.
Po

st-
ho

c 
co

m
pa

ris
on

s

G
en

de
r

(1
) M

al
e 

(N
 =

 24
)

10
.2

1
10

8-
14

M
-W

 te
st,

 U
 =

 39
.3

2,
 Z

 =
 -4

.2
70

, p
 <

 0.
00

1
(2

) F
em

al
e 

(N
 =

 16
)

14
.7

8
14

10
-1

6
Te

ch
ni

qu
e

(1
) F

re
eh

an
d 

ge
stu

re
s

11
.1

5
12

8-
16

M
-W

 te
st,

 U
 =

 22
.8

7,
 Z

 =
 -3

.6
00

, p
 <

 0.
00

1
(2

) C
on

tro
lle

r
13

.1
5

14
10

-1
8

G
en

de
r×

 T
ec

hn
iq

ue
(1

) M
al

e 
× 

Fr
ee

ha
nd

 g
es

tu
re

s
10

.2
8

10
8-

14
 K

-W
 te

st,
 χ

2 2
 =

 1
1.

98
, p

 <
 0

.0
01

(2
) M

al
e 

× 
C

on
tro

lle
r

10
.1

4
10

8-
14

(3
) F

em
al

e 
× 

Fr
ee

ha
nd

 g
es

tu
re

s
13

.6
5

14
10

-1
6

(4
) F

em
al

 ×
 C

on
tro

lle
r

15
.9

1
14

10
-1

6



52500	 Multimedia Tools and Applications (2024) 83:52481–52507

1 3

(3)	 In specific interactive tasks or operations, such as object rotations and zooming-in and 
zooming-out, the freehand gestural interaction technique was found to have a higher 
operating efficiency than the baseline technique.

(4)	 In the accuracy evaluation of the freehand interaction technique, the 8 specifically 
defined gestures had a generally satisfying recognition and tracking accuracy. The 
gestures of “backward” and “turn left” had a relatively lower recognition accuracy in 
comparison to the other 6 gestures.

(5)	 In terms of UPE and UPTD, the naturally performed freehand interaction was perceived 
to generate less physical and mental load than the conventional controller interaction; 
the former was also assessed to be easier to use and become accustomed to, which 
resulted in a reduced interaction difficulty than the latter and gained more user prefer-
ences.

(6)	 Based on the above findings (1)–(4), the first hypothesis (H1) was supported; based on 
the findings of (5), the second and the third hypotheses (H2, H3) were also supported. 
Our findings indicate that the objective and subjective measures are relatively consist-
ent with the proposed hypotheses, which comprehensively reflect the users’ behavioral 
and psychological performance during task completion.

6 � Discussion

6.1 � Specificity and advantages

In the experiment, we compared the proposed gesture set with a virtual handheld control-
ler, which is commonly used in commercial immersive VR systems. The experimental 
results indicate that user-defined gestures allow users to interact with the VR environment 
easily and intuitively as well as offer improved user experience and user satisfaction. The 
findings during our quantitative and qualitative evaluation show promising results for all 
presented gesture interactions. The gestures designed and implemented using the proposed 
system scored high in the SUS, indicating a general good usability for all techniques. How-
ever, we did not find a significant difference in the proposed techniques in terms of effec-
tiveness. Hence, hypothesis H1 can be partially accepted; hand tracking loss is minimal. 
The recognition rate of gestures reached over 88%. Further examination shows that in the 

Fig. 9   UPTD comparisons between two techniques
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freehand gestural interaction, the UPE was lower than that in the baseline controller-based 
interaction, and a Mann–Whitney U test on the UPE proved that the above difference was 
statistically significant. For the male participants, using the freehand gestural or controller 
technique, there was little difference in the UPE, but for the female participants, the free-
hand gestural interaction technique resulted in an obviously lower UPE, which confirms 
hypothesis H2.

In addition, there was a more obvious difference in UPTD between the freehand ges-
tural and baseline controller-based interaction technique. In separate measurements, the 
newly proposed freehand gestural interaction technique was assessed to have a lower men-
tal demand than the controller interaction; it also had a lower perceived physical demand 
than the controller interaction; in the perceived performance, the former also led to a lower 
dissatisfaction in the task performance; in general, the freehand gestural interaction was 
assessed to experience less frustration than the controller interaction because of its intui-
tiveness and familiarity. We also noticed that the freehand gestures outperform the con-
troller interaction in all criteria of the UPTD measurement. To confirm the accuracy of 
the results, we conducted interviews with the participants, and they reported that freehand 
interaction led to a better experience, particularly in scenes like museums, home furnish-
ing, and production workshops, where gesture interaction can bring a more natural and 
interesting experience. It was generally accepted that the gestures are easier to remember 
and use than the controller-based interaction.

It is worth noting that most of the participants recruited in our study are students from 
different majors, and half of them had little experience with VR. The age of the partici-
pants in the experiment ranged from nineteen to thirty-eight; thus, results in the present 
study could represent the majority of the population who are potential users in real society. 
Through user interviews and questionnaires, we learned that some users have VR experi-
ence. It was found in the experiment that these users have relatively high proficiency and 
task completion rate. To reduce the difference caused by familiarity rather than the gesture 
itself, more time for practice is needed in future studies before the experiment and to take 
these factors into account when designing the experiment. Furthermore, among these par-
ticipants, females had a higher overall UPTD than males, and the females had to compen-
sate for this situation by exerting more effort to maintain task performance. We speculate 
that a possible reason is that a larger percentage of male users had video game experience 
than female users, so the former were more familiar with the VR tasks, which is bene-
ficial for lowering their perceived task difficulty. This finding appears to suggest further 
research efforts may be required to examine the underlying reasons. In future research, to 
mitigate differences between genders in perceived difficulty and effort, different tasks can 
be assigned according to gender.

The contributions of the study contents, experimental findings, and implications are 
manifold. From a technical development and application perspective, this study introduced 
a new set of freehand gestures that can be prevalently used in 3D interactive environments, 
e.g., motion-sensing computing and VR interactive applications. Through an empirically 
comparative experiment, the new freehand gestural interaction technique based on the 8 
basic operational gestures was verified to be valid and effective in an actual application. 
This freehand gestural interaction technique was designed and developed based on off-the-
shelf technologies of a Leap Motion hand tracking sensor and Oculus Quest VR HMD, 
indicating that the proposed interaction technique can benefit the majority of VR appli-
cations. From an HCI technique evaluation and ergonomic measurement perspective, 
this study presented an example of user interaction evaluation in specific tasks in a VR 
application, in terms of quantitative measurements. In particular, the study proved that the 
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naturally performed freehand gestural interaction technique resulted in a satisfactory task 
performance, which was similar to that of the conventional hand controller interaction. In 
some operations, such as object rotation and zooming-in and zooming-out, the hand ges-
tural interaction technique was found to be superior to the controller interaction technique. 
Besides the quantitative and qualitative task performance, subjective evaluations of UPE 
and UPTD, based on the NASA-TLX and Borg15 scales, respectively, were conducted, 
and the advantages of the hand gestural interaction technique were further verified. The 
results from the user study suggest that users tend to focus on tasks more when using direct 
manual input than using controller. Hand tracking gestures appear to have a higher level of 
naturalness and perceptual realism.

Can the observed differences be attributed to implementation choices? In order to elimi-
nate the impact of setup difference on the freehand gestural interaction performance, we 
used two methods: large screen and HMD. As stated previously, for large-screen interac-
tion, the screen is fixed, and the picture displayed by the helmet changes with the rotation 
of the head, always facing the front of the viewpoint in the helmet. Therefore, helmet-based 
gesture design may not be fully applicable to large-screen environments. For example, 
when we design teleportation, in the helmet environment, the point where the ray emitted 
by the gesture intersects with the ground is the point to be reached, and the line of sight is 
always facing forward. In the large-screen environment, we also need to make a direction 
arrow to choose the direction after we reach the destination point. As a result, the diverse 
nature of interactions has produced many research gaps and open areas for exploration and 
experimentation.

Furthermore, our study used self-made glasses with Leap Motion placed on them. Thus, 
compared with desktop applications, our gesture recognition has fewer occlusion problems, 
the range of motion is wider, and the user can walk around freely. Meanwhile, unlike the 
Leap Motion installed on the helmet horizontally and parallel to the helmet, in our self-
made glasses, the Leap Motion is adjusted downward at a certain angle and attached to the 
3D glasses, so it can be recognized even if the hand is hanging down without being lifted 
up, so the gesture recognition and tracking loss is decreased, which is also reflected in the 
log.

There are other more factors having potential effects on the freehand or controller based 
interaction in VR. These potential factors include but not limited to the type of the VR 
setup (e.g., large display and HMD), the scale of the VR scene, the posture and the state 
of the user (e.g., sitting, static standing and moving) and the user’s familiarity with the 
hand gestures. The findings achieved in this study are based on a most universal and rep-
resentative VR application in both a large display and a HMD -based environment, thus 
can benefit the majority of freehand gestural interaction applications in VR. But we have 
to acknowledge that for more specific task design in VR applications, other design fac-
tors such as the hand input modality, hand triggering mechanism and the hand interface 
geometry are also vital and should be specifically considered. Earlier research such as [17] 
had investigated on these factors and provided useful information about designing freehand 
mid-air drawing or writing tasks in VR. Task performance such as the hand operational 
speed, accuracy and the user perceived workload were also evaluated in their work. Comb-
ing all concerned factors and related findings from our study and [17], we can develop 
a more comprehensive insight for designing and evaluating freehand gestural interaction 
techniques in VR.

As a systematic and comprehensive evaluation, the present study presented an example 
of interaction measurement in a VR application. The proposed technique is also able to 
be utilized in AR or mixed reality (MR). AR and MR allow people to interact with virtual 
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objects and content overlaid on top of a world-tracking model. By incorporating the pro-
posed gesture recognition system into AR and MR experiences, users can interact with 
virtual objects and interfaces using natural hand movements, thereby enhancing the over-
all user experience and immersion in these environments. Overall, gesture recognition is a 
valuable technology, but more extensive research is needed.

6.2 � Limitations and future directions

This study had certain limitations that must be addressed. The first limitation is regard-
ing the type of task proposed to the subjects. Our goal was to develop a set of common 
interaction methods that can conform to the user’s usage habits and be easily accepted, so 
we did not set up a separate mini-task for each gesture to precisely test it. In addition, the 
participants did not have much knowledge of gesture recognition; therefore, they usually 
focused more on usability metrics, such as discoverability, learnability, and memorability, 
rather than identifiability and high recognition accuracy required for a gestural system in a 
gesture elicitation procedure.

The second limitation is regarding the apparatus used. Our goal was to empirically 
investigate the performance of our proposed gestures in VR. These gestures can be used in 
many apparatuses, such as various kinds of HMD. We used a Leap Motion placed on the 
user, which was appropriate for this purpose as it is widely used by the HCI community. 
However, the results may have been influenced by the sensor itself when there is occlusion 
or misidentification.

Among the freehand gestures, users agreed that zooming in and out and rotating are eas-
ier to achieve than with controllers. Some users also felt that remote pointing is not as use-
ful as mouse pointing and is associated with greater levels of fatigue than mouse pointing. 
This fatigue may stem from the “Gorilla arm” effect, i.e., hanging and extending your arms 
to interact with a vertically oriented display. Gesture-based motion, on the other hand, has 
the advantage that it can be performed while the user is sitting or standing with little physi-
cal activity. Users felt that with joystick or trigger technology, continuous controlled walk-
ing is required, which is prone to visual fatigue and vertigo, while the teleportation opera-
tion can bring a more relaxed experience and the ability to move very large distances with 
minimal effort. Research suggests that our gesture design may contribute to this. There are 
also users who preferred a mix of gamepads and gestures.

7 � Conclusions and future work

In this study, based on the practical user interaction requirements in general VR applica-
tions, a set of freehand gestures was designed to achieve the interactive operation of free-
hand technology in VR while considering the interaction problems caused by the limita-
tions of current hand tracking sensors. Eleven interactive gestures and controller-based 
motion techniques were implemented. Designed for entering the scene and manipulating 
objects, these techniques were studied quantitatively and qualitatively by comparing dif-
ferent gestures and controller-based solutions. All participants were required to complete a 
variety of prescribed actions in an immersive environment. The study collected data related 
to performance measures, such as efficiency (i.e., completion time) and effectiveness (i.e., 
execution errors, motion interruptions, and tracking errors), as well as data related to 
assessing user perception using UPE, UPTD, and UPSU.
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To fully study the gesture operation experience and exclude other interference factors, 
we developed systems based on a VR HMD and large screen. As the user will also change 
the viewpoint when turning the head from side to side while wearing the HMD, the use of 
a steering-based operation seems unnecessary in this case. Moreover, when the object is far 
away from the user and needs to be selected by ray intersection, perception in HMD may 
not be more real than that in front of the large screen. Therefore, a system based on a large 
screen was also developed to operate it. As the research focuses on the design of gesture 
operation, there is no comparison between HMD and large-screen operation. We discussed 
the application and comparison of gestures in common scenes, but for more general appli-
cations, further studies are required.

This study and the collected results will help to provide researchers and interaction 
experts with recommendations on the design of effective and efficient immersive VR 
motion technologies. In particular, the performance of freehand interaction technology and 
the issues related to tracking sensors will encourage further research in this field.
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