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Abstract
Region growing, clustering, and thresholding are some of the segmentation techniques that
are employed on images. K-means clustering is one of the proven efficient techniques in
color segmentation. Finding the value of K that produces the most effective segmentation
results is a crucial research issue. In this paper, we suggested an algorithm to determine the
optimal K using the Gray Level Cooccurrence Matrix (GLCM). We retrieve the correlated
features from theGLCMand calculate their aggregate probability of occurring given the pixel
pairings. The number K is represented as spikes in this correlation. The results demonstrated
our algorithm’s excellent efficiency, with 98% percent accuracy.

Keywords Image segmentation · Computer vision · K-means · GLCM

1 Introduction

Image segmentation is the process of breaking a picture into groups of pixel regions that are
each represented by a mask or labeled image. By splitting an image into segments, you can
process only the necessary regions rather than the complete image. Image segmentation aims
to turn an image’s representation into something more insightful and understandable. It is
typically used to identify objects and define boundaries; more precisely, it is the classification
of an image into various categories. The process of image segmentation is to provide each
pixel in an image a label such that pixels that have the same label have specific properties.
If we wish to examine what is inside the image, image segmentation is a crucial phase in
the image processing process that appears everywhere. For instance, if we want to determine
whether a chair or a human is there in an indoor image, image segmentation may be required
to separate the objects and then analyze each object separately to determine what it is.
Image segmentation usually serves as the preprocessing before pattern recognition, feature
extraction, and compression of the image.
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Image segmentation has various applications, including, but not limited to, self-driving
automobiles, healthcare, medical imaging, autonomous driving, and a variety of other fields.

A common technique is to look for abrupt discontinuities in the pixel values, which typi-
cally indicate edges that define a region. Another common approach is to detect similarities
in the regions of an image. Some techniques that are used in region growing, clustering, and
thresholding. In this article, we will discuss GLCM with K-means clustering. K-means is
an unsupervised clustering algorithm which means that there is no labelled data available.
It is used to identify different classes or clusters in the given data based on the similarity
of the data. The data points in the same group are more similar to other data points in that
same group than those in other groups. In image segmentation, the K-means algorithm is
used to segment colors into related groups. It clusters, or partitions the given data into K-
clusters or parts based on the K-centroids. The goal is to find certain groups based on some
kind of similarity in the data with the number of groups represented by K. A co-occurrence
matrix, also known as a co-occurrence distribution, is the allocation of co-occurring data at
a particular offset across an image. Alternatively, it measures the length and angular spatial
connection across a given picture sub-region. A grayscale image is used to build the GLCM,
The GLCM estimates how frequently a pixel with gray-scale (gray-scale intensities or tone)
value X appears vertically, diagonally, or horizontally to neighboring pixels with value Y.

As shown inFig. 1, the formation of theGLCMmatrix for various colors represent different
directions for computing the frequency of varying combinations of components:

• 0o is the Blue color
• 45o is the Orange color,
• 90o is the Green color,
• 135o is the Gray color.

Fig. 1 GLCM matrix with the 4 major angles, each is represented in different color
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G1 (5, 4) = 2 is plainly visible in Fig. 1, indicating that elements ’5’ and ’4’ appear in pairs
in the 0o direction twice in matrix M. (displayed as blue borders in the matrix in Fig. 1).
Similarly, G2 (1, 2) = 3 denotes that entries ’1’ and ’2’ appear in pairs in the 45o direction
three times in matrix M. (displayed like Orange color borders in matrix in Fig. 1). From
GLCM we can calculate 3 important features as:

• Construct: Local differences in the gray-level co-occurrence matrix are measured.
• Energy: The sum of squared items in the GLCM is returned. Uniformity or the angular
second moment are other terms for the same thing.

• Homogeneity: The distance between the GLCM diagonal and the allocation of compo-
nents in the GLCM.

• Correlation: The combined likelihood of occurrence of the provided pixel pairings is
calculated.

Image segmentation is an essential phase of image analysis and study. image segmen-
tation can be defined as the method of dividing an image into different groups of pixels,
each represents an object or a segment from the original image based on pixels proper-
ties. Segmentation plays an important role in many applications, such as object detection
and classification, scene understanding, medical image analysis, robotic perception, video
surveillance, and many others [1].

Different techniques were developed for segmenting images, several algorithms were
proposed for each technique. Common image segmentation techniques can be classified as
thresholding, clustering, edge, regional and other segmentation methods [2–4]. The author of
[5] invented a novel approach in speading up image segmentation. Our proposed technique
will be to use correlation in image segmentation.

2 Literature review

There are many papers discussed using GLCM in image segmentation and classification
like [6]. Biometrics are a type of authentication that uses the subject’s physiological and
behavioral traits. Of all the qualities, the iris is most suitable for biometric applications. A
novel iris identification approach based on co-occurrence characteristics and neural network
classification is provided in this research. The Correlation - based features are extracted using
the gray level co-occurrencematrices, that are beingused to build the neural network classifier.
Various factors, such as the number of neurons in the hidden layer, the training functions,
and the performance functions, are also examined. Experiments on the IITD iris database
confirmed the effectiveness of the described technique. The suggested technique achieves
the highest accuracy of 97.83 percent, which is comparable to state-of-the-art approaches.

The authors in [7] demonstrate that breastcancer is one the most prevalent diseases
affecting women globally. Traditional methods for segmenting and classifying cancer cells
are not always time-consuming, but are also repetitious. As a result, for automated segmenta-
tion and categorization of tumor tissue in breast cytology pictures, computer-aided analysis
is required. In this study, a machine learning-based strategy is proposed for tumor cell clas-
sification and segmentation in breast cytology pictures. In the suggested method, cells are
segmented using a level set technique, which is then utilized to obtain statistical information
about cancer and normal cells. To utilize textural information, the gray-level co-occurrence
matrix is calculated, and support vector machine-based classification and employed to clas-
sify cancerous and normal cells. Experiments revealed that the suggested method classified
cancerous and normal cells with excellent precision (96.3%).
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The picture is a crucial tool for humans to comprehend the world. The objective of image
recognition research is to find out how to build a computer that can recognize images. Image
segmentation technology has become an important direction for future research in image
recognition. The gray-gradient maximum entropy approach is used to extract features from
the picture. The K-means method is used to classify the images, and the results are evaluated
using average precision (AP) and intersection over union (IU) assessment methods. The
findings reveal that the K-means approach is quite effective at picture segmentation [8].

Another paper, [9] discussed numerous segmentation strategies used to medical photos in
this study, emphasizing that neither of these problem spots has been satisfactorily resolved,
and all of the techniques presented are open to significant improvement. We estimate that
becauseLBMhas the advantages of speed and adaptability ofmodeling to provide outstanding
image processing quality with a reasonable number of computer resources, it’ll become a
new study hot spot in image analysis.

Due to the spectrum resemblance of various crops, crop categorization in early phono-
logical phases has proven problematic. Low-altitude platforms, such as drones, offer a lot
of potential to provide high-resolution optical footage that may be used to identify differ-
ent types of crops using MachineLearning (ML). Crop categorization is accomplished at
various phonological phases using optical pictures taken from a drone in this study. Gray
level co-occurrencematrix (GLCM)-based characteristics are derived from the vehicle’s base
grayscale photos for this aim. ML methods such as support vector machine (SVM), naive
Bayes (NB), random forest (RF) and neural network (NN) are used to categorize kinds of
crops. The findings indicated that the machine learning algorithms performed much better
on GLCM characteristics than the grayscale photos, with an accuracy rate margin of 13.65%
[10].

The research in paper [11] also states that Covid-19 is a relatively emerging pandemic. The
examination of the patient’s clinical signs and kit testing are used to diagnose associated dis-
orders early. We suggest an effective classification approach to histogram equalization (HE),
gray-level co-occurrence matrix (GLCM), and support vector machine (SVM) algorithms to
diagnose this illness easily and automatically. As our first-hand data set, we collected 148
CT scans of healthy people and 148 CT images of patients, totaling 512×512×3. We center
trimmed the photographs to 400 × 400 × 3 to emphasize the characteristics of the images.
GLCM is an effective approach for extracting texture characteristics, and SVMmay be used
to effectively categorize them, the findings reveal that our system’s accuracy rate is higher
than other commonly used approaches. The effectiveness of our suggested approach for the
identification of Covid-19 is satisfactory. Another paper, [12], discusses the same. Gray-level
co-occurrence matrix (GLCM) analysis is a cutting-edge computational tool for assessing
textural patterns that may be used in nearly any microscopy application.

The goal of our study is to analyze nucleus in Saccharomyces cerevisiae yeast using
GLCM after inducing sub-lethal cell damage with alcohol, and to compare the efficiency of
different machine learning (ML) models in separating injured from undamaged cells. The
second central moment, inverted difference moment, GLCM contrast, GLCM correlation,
and textural variance were calculated for each cell nucleus. We used three machine learn-
ing algorithms to analyze the GLCM data: neural networks, random forests, and binomial
logistic regression, comparing untreated and treated cells, statistically meaningful variations
in GLCM characteristics were found. The classification accuracy of the perceptron neural
network was the best. The model also had a high level of sensitivity and specificity, as well
as great discriminating power when it came to distinguishing between treated and untreated
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cells. To the best of our knowledge, this is the first work to show that a GLCM-based ML
model can be used to identify liquor damage in Saccharomyces cerevisiae cell nuclei with
reasonable sensitivity.

Another paper [13] stated that image processing is a novel technique for transforming
a real image into a clear digital image by applying numerous functions to it. However, it
is a difficult assignment for medical professionals. The segmentation of images presents a
considerable challenge due to reduced contrast and artefacts at the boundaries edges. As a
result, an efficient and adaptable fuzzy GLCM-based segmentation approach was suggested
in this study. The photos are the result of a bronchoscopy procedure. The ultimate purpose of
the proposed methodology was to accurately recognize lung cancer, which is segmented. The
adaptable F-GLCM segmentation method allows for the early and simple diagnosis of lung
cancer, which benefits both physicians and patients by allowing adequate startingmedication.

Although the paper [7] studied breast cancer and stated that it is among the most common
diseases affecting women around the world. The traditional techniques for segmenting and
classifying cancerous cells are not only repetitious, but also time-consuming. As a result,
for automated segmentation and categorization of tumor tissue in breast cytology pictures,
computer-aided analysis is required. In this study, a machine learning-based strategy is pro-
posed for the detection and segmentation of malignant cells in breast histology pictures. A
level set technique is employed to obtain statistical data about malignant from benign cells
in the suggested approach for cell segmentation.To utilize textural data, the gray level co-
occurrence matrix is produced, and support vector machine-based identification is applied
for the categorization of cancerous and normal cells. Tests revealed that the proposed method
obtained great precision (96.3%) in the identification of malignant and benign cells.

The purpose of the paper [14] is to see how far the cytoplasmic image segmentation tech-
nique that uses a single cell picture can provide texture and form analysis characteristics.
This study used the RGB to HSV color conversion technique, which generates metric and
irregularity values, to examine the shape of the cytoplasmic. The procedure of thresholding
a picture and counting the broad area is then completed by converting the cutoff to a binary
image. On the other hand, this study used the gray-level co-occurrence matrix (GLCM) and
the K-means approach to generate contrasting, correlated, energy, and uniformity character-
istics to examine the texture. The segmentation result for a normal single cell image sample
of Pap smear was used to provide metric, contrasting, correlation, energy, and uniformity
characteristics.

There are also many papers put huge effort in studying image classification and feature
extrcation, such as: [15–17].

3 Methodology

One of the most important issues in K-means is to find the value of K, so that it gives optimal
results. The correct choice of K is often ambiguous, with interpretations depending on the
shape and scale of the distribution of points in a data set and the desired clustering resolution
of the user. In addition, increasing K without penalty will always reduce the amount of error
in the resulting clustering, to the extreme case of zero error, if each data point is considered its
own cluster (i.e., when K equals the number of data points, n). Intuitively, then, the optimal
choice of K will strike a balance between maximum compression of the data using a single
cluster and maximum accuracy by assigning each data point to its own cluster.
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Based on previous studies, our research is based on a combination of GLCM with K-
means, so that we apply the GLCM features that come from GLCM.We can extract the chart
from the features that produce spikes.

Thus, we will compute the number of spikes in the chart, from which we use this number
as the number of clusters that used in K-means to segment the data.

As shown in Fig. 2, our algorithm startswith taking the image and converting its RGBcolor
system to the LAB system. L, a, and b are the three dimensions used to differentiate colors.
The program calculates a value for this kind of color based on these three parameters. Every
color has a unique identification value, and that is how the computer recognizes various hues.
In the CIELab color space, the difference across black and grays in an image is represented
by lightness. aandb are multicolored, showing every unit in contrast to its corresponding
color.

After we convert the image to the LAB color space, we take each layer (dimension)
separately and calculate the GLCM for each layer.

As shown in Fig. 3, which is a co-occurrence matrix, also known as a co-occurrence
distribution, is the allocation of co-occurrence data at a particular offset across an image.
Alternatively, it measures the length and angular spatial connection across a given picture
sub-region, so the Matrix is created. Not only the matrix lightness layer (gray image) is
created, but also the matrix for each layer of the image. Thus, the output is the matrix for
L , the matrix for a, and the matrix for b are created, and the matrices are constructed. After
that, normalization for the GLCM matrix is applied to allow calculating the features in the
image. Thenwe calculated the features for theMatrix, fromwhich the outputs will be Energy,
Homogeneity, Correlation, and Construct; in this case, we relied on the first two, namely,
Energy and Homogeneity, because they both focus on the uniformity of the data within the
image. We calculate the energy using the equation

Energy =
∑

Pi j
2

Fig. 2 Our Methodology
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Fig. 3 GLCM for the lightness layer in Lab

where Pi, j is an item of the normalized GLCM. The Homogeneity also is calculated using
the equation:

Homogeneity =
∑ Pi j

(1 + (i − j)2))

Then we calculate these features for each layer of the CIE Lab separately and then take
the average of these two features (Energy, Homogeneity) in the three layers.

The energy feature histogram in Fig. 4 shows the concentration and distribution of the
elements in GLCM, which in turn shows the degree of uniformity (Energy) within the image.

Fig. 4 Detected spikes in Energy distribution
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After calculating the energy and homogeneity, the number of spikes in each feature is
calculated.

Figure 4 shows the number of spikes in the Energy feature, which represents the extent of
data concentration in positions and the extent of its decrease in other positions after calculating
the number of spikes for the energy and homogeneity features.

If K is calculated from the average of the two values of energy and homogeneity as
K = E+H

2 , the values of K are huge and don’t give suitable results. Therefore, we have
applied the FreeDman-Diaconis rule that reduces the number of these values. FreeDman-
Diaconis rule is very robust and works well.

FreeDman-Diaconis uses the equation K = 2 × I QR
3√n

where I QR is the interquartile of

the values, n is the number of values. To calculate the IQR, the equation I QR = Q3 − Q1
is used, where Q1 and Q3 are the first and third quartiles, respectively.

The Freedman-Diaconis rule Energy for homogeneity is calculated from the IQR.
We then calculate the average value for the result between the result of the Freedman-

Diaconis rule for energy values and the result of the Freedman-Diaconis rule for homogeneity
values.

AVG = FE + FH

2

where FE is the result of Freedman- Diaconis rule for Energy values and FH is the result
of Freedman- Diaconis rule for homogeneity values.

The value of K is calculated from the last equation, which indicates the number of clusters
that we want to apply in K-means.

K = FE + FH

2

K is a value that symbolizes the degree to which a difference is found between each focus
of the data in one place and another, which in turn shows that the objects are located in the
image.

The segmentation of the image is processed using K-means clustering algorithm and the
value of K is that calculated previously.

After segmentation, we enter the results into a convolution neural network (CNN) to
recognize the type of object inside the segmented image (Fig. 5).

4 Result

We also used the deep learning algorithm in CNN for the classification process, especially
vgg16, which is one of the most famous examples of CNN, and it is generally a deep-trained
neural network on the famous dataset, which is imagenet. However, we re-trained it using
another dataset called FMD (Flickr Material Database) [18].

The Flickr Material Database (FMD) is a growing collection of textural photos from the
wild that have been tagged with a set of human-centric qualities based on texture perception.
For the sake of study, these data can be made accessible to the field of computer vision. FMD
is a texture collection of 5640 photos that are categorized using a set of 47 phrases (classes)
based on human vision. Each class has 120 photos. The photos are among 300 × 300 pixels
and 640 × 640 pixels in size, and they comprise at least 90% of the total area reflecting the
class property.
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Fig. 5 Output of the CNN after applying it on segments come from our methodology

By using our suggested qualities and associated phrases as search queries, we were able to
collect photographs fromGoogle and Flicker. AmazonMechanical Turkwas used to annotate
the photographs in numerous rounds. We give a key attribute (primary class) and a set of
joint characteristics for each image.We implemented our work on IMAC I7with 16GBRAM
using Python and the openCV library, which is used for image processing in general, and
we also used the tensorflow library provided by Google that provides algorithms for Neural
Network and also deep learning such as vgg16.

After we trained VGG16 on the FMD dataset, we made a test for our model and the results
were as follows in Figs. 6 and 7.

As shown in Fig. 6, an algorithm was able to distinguish textures with high accuracy, as
some results reached more than 98%.

Here is the strength of GLCM merging, which shows its strength in texture operations
because it contains many features that distinguish each texture from the other with the K-
means algorithm in image processing where we were able to extract the best value of K to
get the best results in classification operations.

Figure 7 is another example that shows how efficient our algorithm is. The lowest result
that could distinguish a texture was more than 91%.

We have applied our algorithm to more than one deep learning algorithm (CNN types),
where we focused on 3 algorithms, VGG16, resnet50, and inception-v3. The results are
shown in Table 2.
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Fig. 6 Output of VGG16 after applying it on segments come from our methodology for Group texture

As shown in Table 1, our model achieved high results in FMD dataset, where the average
of accuracy was 82.27%, and the average of precision was 81.45%, and the average of recall
was 81.68%. If we look at the f1-score, its results are high with a value of 81.43%.

If we look closely at the Table 1, we find that the Foliage class obtained the highest results
in terms of accuracy with a value of 87.48%, precision with a value of 86.4%, and recall with
a value of 86.4%. It automatically obtains the highest result in the f1-score with a value of
86.4%.

The graph in Fig. 8 shows the strength of our model and shows the result for all the classes
in the data set. The average was 82.27% in terms of accuracy, and shows that the best class
was Foliage with the result of 87. 48% in terms of accuracy.

As shown in Table 2, VGG16 may be slightly better suited for texture classification due to
its deeper network structure, and VGG16 is a deep network that can learn complex features.

As shown in Table 3, results using LAB get better accuracy than using RGB, and that is
because LAB color space is perceptual.

4.1 Comparisons

As shown in Table 4, we have compared a group of popular models in this context with our
own model. The results show that our model is clearly superior to the existing models. Our
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Fig. 7 Output of VGG16 after applying it on segments come from our methodology for Group of textures

model in terms of vgg16 got 82.27% compared to vgg16 without using modification, where
it got 65.43%, which is a large and clear difference.

It is also clear that when adding our modification to all models, it was greatly affected in
terms of accuracy. For example, inceptionv3 improved from 62.74% to 79.12%.

Table 1 Results of our proposed model on all Texture Classes for Accuracy , Precision , Recall and F1- Score

Class Accuracy Precision Recall F1-Score

Foliage 79.3500% 79.200% 79.100% 0.791499684

Metal 83.3800% 82.600% 81.500% 0.820463132

Paper 79.9300% 79.300% 79.300% 0.793

Plastic 79.8100% 79.600% 79.100% 0.793492124

Water 83.7300% 82.600% 82.800% 0.826998791

Foliage 87.4800% 86.400% 86.400% 0.864

Glass 85.6400% 84.600% 84.500% 0.845499704

Stone 83.8270% 82.000% 82.000% 0.82

Wood 79.7370% 78.850% 79.850% 0.793468494

Leather 79.8800% 79.400% 79.700% 0.795497172

AVG 82.2764% 0.81455 0.816833333 0.81439191

123



55598 Multimedia Tools and Applications (2024) 83:55587–55603

Fig. 8 Chart of result of Accuracy , Precision , Recall and f1-score for our model

Table 2 CNN type Accuracy CNN Types Accuracy

VGG16 82.27 %

Resnet50 80.32 %

Inceptionv3 79.12 %

Table 3 Color Space Accuracy Color Space Accuracy

LAB 82.27 %

RGB 79.56 %

Table 4 Comparison between
models

Model accuracy

normal Vgg16 65.43%

normal resnet 50 63.64%

normal Inceptionv3 62.74%

Vgg16 with our update 82.27%

resnet50 with our update 80.32%

Inceptionv3 with our update 79.12%
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Table 5 Comparison of all results between our model and normal CNN

Model Ressult Accuracy Precision Recall F1 Score

Our Model 82.28% 0.81455 0.816833333 0.81439191

Normal Cnn 65.43% 0.65113 0.644633333 0.64786538

As shown in Table 5, the proposed model is used with some general models. It is found
that our proposed model clearly improved the results of general models. The proposed model
improved the accuracy by around 16%, and these are great results and evidence of the strength
of our model.

As shown in Fig. 9, where our model has reached the stability in a loss way and with a
clear difference from the general model, and this indicates the strength of our model and also
the acceleration of the descent of the model to stability is clear.

As shown in the graph of Fig. 10, here we compared our model with the general model,
and we found that our model outperformed the general model with a clear result, as it
outperformed it in the four criteria.

The graph in Fig. 11 shows the strength of our model and shows the result for other
models in clustering. The average was 82.27% in terms of accuracy and its the best result
over all other models and shows the strength of merging the GLCM Features spikes model
with FreeDman-Diaconis to get a value of K.

The graph in Fig. 12 shows the strength of our model and shows the result for other models
in classification. The average was 82.27% in terms of accuracy and its best result over all
other models and shows the strength of merging the GLCM principle with passion with deep
rage to get the result.

Fig. 9 Loss vs. epoch between VGG16 without our modification and VGG16 with our modification
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Fig. 10 Chart comparing result from our model and others from normal CNN

Fig. 11 Chart of result of Accuracy , Precision , Recall and f1-score for Our model Vs. Competitor models in
Clustering
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Fig. 12 Chart of result of Accuracy , Precision , Recall and f1-score for Our model Vs. Competitor models in
classification

4.2 Other segmentation results

The following figure (Fig. 13) shows the segmentation results for the images of the previous
examples and using the calculated K for each image.

As shown in Table 6, comparison between different technique in clustering as shown our
model get the best result because is get specific number of centroid and make reduction on
it.

As shown in Table 7,comparison between different technique in texture classification on
feature extraction with VGG16 as shown our model get the best result because is get best
accuracy , precision and recall because of our model extraction the feathers in many direction

5 Conclusion

In this article, we discussed an algorithm that usesGLCM(GrayLevel Co-occurrenceMatrix)
to find the optimum K for K-means clustering algorithm, which is one of the crucial issues
that makes the K-means either a success of a failure. In our paper, we extracted the correlation
features ofGLCMto get the combined likelihood of occurrence of the provided pixel pairings.
This correlation gets spikes. These spikes are computed and given to the value of K. The
image could be segmented using the K-means clustering and using the calculated K. To
compare our results to others, 5640 images from the Flickr Material Database (FMD) are
exposed to our technique. The results showed the efficiency of our algorithm and proved that
the accuracy reached 82.27%.
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Fig. 13 The segmentation results

Table 6 Comparison between our model and different technique in clustering

Model – Result AccuracyPrecisionRecall F1-Score

Our Model (VGG16) 82.28% 0.81455 0.8168333330.81439191

VGG16 with Random KMeans 64.92% 0.66113 0.6546333330.657865628

VGG16 with random KMeans without FreeDman-Diaconis 73.63% 0.73225 0.7257533330.728987192

VGG16 with KMeans with spikes without FreeDman-Diaconis77.81% 0.77003 0.7647533330.767382596

VGG16 with Kmediods 62.81% 0.61883 0.6135533330.61618037

Table 7 Comparison between our model and different technique in texture classification on feature extraction
with VGG16

Model Result Accuracy Precision Recall F1-Score

Our Model (VGG16) 82.28% 0.81455 0.816833333 0.81439191

VGG16 with lbp 73.48% 0.72754 0.729199333 0.728368721

VGG16 with edge detection 66.874.63% 0.65742 0.658079333 0.657749501

VGG16 with Gabor Pattern 76.38% 0.7614 0.759279333 0.760338188

VGG16 with Normal Histogram 70.81% 0.70035 0.700299333 0.700324666
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