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Abstract
The coronavirus pandemic has kept people away from social life and this has led to an 
increase in the use of social media over the past two years. Thanks to social media, people 
can now instantly share their thoughts on various topics such as their favourite movies, res-
taurants, hotels, etc. This has created a huge amount of data and many researchers from dif-
ferent sciences have focused on analysing this data. Natural Language Processing (NLP) is 
one of these areas of computer science that uses artificial technologies. Sentiment analysis 
is also one of the tasks of NLP, which is based on extracting emotions from huge post data. 
In this study, sentiment analysis was performed on two datasets of tweets about coronavi-
rus and TripAdvisor hotel reviews. A frequency-based word representation method (Term 
Frequency-Inverse Document Frequency (TF-IDF)) and a prediction-based Word2Vec 
word embedding method were used to vectorise the datasets. Sentiment analysis models 
were then built using single machine learning methods (Decision Trees-DT, K-Nearest 
Neighbour-KNN, Naive Bayes-NB and Support Vector Machine-SVM), single deep learn-
ing methods (Long Short Term Memory-LSTM, Recurrent Neural Network-RNN) and 
heterogeneous ensemble learning methods (Stacking and Majority Voting) based on these 
single machine learning and deep learning methods. Accuracy was used as a performance 
measure. The heterogeneous model with stacking (LSTM-RNN) has outperformed the 
other models with accuracy values of 0.864 on the coronavirus dataset and 0.898 on the 
Trip Advisor dataset and they have been evaluated as promising results when compared 
to the literature. It has been observed that the use of single methods as an ensemble gives 
better results, which is consistent with the literature, which is a step forward in the detec-
tion of sentiments through posts. Investigating the performance of heterogeneous ensemble 
learning models based on different algorithms in sentiment analysis tasks is planned as 
future work.
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1 Introduction

With the development of social media applications, people instantly share their experiences 
of various social events such as films and concerts. Especially in the last two years, these 
practices have been the field of socialisation with the effect of the pandemic. They commu-
nicate their ideas about all developments in the world, from sharing personal information, 
to other people through social media. Social media has become a means of communication 
for people. As a result, people’s sharing of ideas and experiences in many areas, such as 
current affairs, business, health, sports and the products they buy, has led to the emergence 
of a field such as sentiment analysis in the field of natural language processing. Sentiment 
analysis is the study of whether the comments people share contain positive, negative or 
neutral sentiments.

The local pneumonia epidemic that started in China in December 2019 has become 
a pandemic that has affected the whole world for more than two years. After spreading 
throughout China, the epidemic reached Europe on 1 March 2020. The World Health 
Organization then reported that the pandemic process had begun [1]. Quarantine decisions 
were made in country after country. During this time, people began to conduct their edu-
cation, work and daily activities remotely. The lack of face-to-face activities led people to 
social media applications. The use of information technology in the tourism sector has had 
a positive impact on both the players in the sector, such as hotels and resorts, and those 
who want to spend their holidays there. People write about their experiences, especially 
on social media and TripAdvisor websites, and give ideas to those planning their holidays. 
Websites such as TripAdvisor and social media applications are the first port of call for 
holidaymakers, especially in the tourism sector, which has been closed due to the pandemic 
and is expected to peak in the summer of 2022.

Research into natural language processing is growing by the day. The main reason for 
this is the development of social media applications and internet technologies. Especially 
during the pandemic, usage rates have increased many times over. So much so that people 
are using social media applications to share their experiences of hotels, restaurants and 
commercial products, and to give advice to other people. These comments on social media 
and websites have given rise to sentiment analysis, a branch of natural language process-
ing. According to people’s feelings, many commercial institutions, especially in tourism, 
are more careful in their services and products. In this study, a sentiment analysis study 
was conducted on positive, negative and neutral labelled Corona tweets from Twitter and 
hotel reviews from the TripAdvisor application.

The fact that social media is a tool out of necessity and that it constantly expresses opin-
ions on concepts such as social, economic, health, product and brand is called sentiment 
analysis, which is also done in this study. Sentiment analysis studies try to predict the emo-
tional expressions in texts. The inference process in texts is made possible by natural lan-
guage processing, a branch of artificial intelligence. In other words, sentiment analysis can 
be defined as one of the most common problems developed with natural language process-
ing techniques.

Natural language processing, which is a subset of artificial intelligence, enables the 
inference process in text. In other words, sentiment analysis can be defined as one of 
the most common problems developed using natural language processing techniques. 
Studies on sentiment analysis began in the early 2000s. Some ideas such as perspec-
tive effects, emotion adjectives, metaphor interpretation were put forward before the 
2000s, but in-depth studies in the field were carried out in the following years. Although 
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sentiment analysis is commonly used in the studies, opinion mining, opinion extraction, 
sentiment mining, etc. have also been used.

The reason for the abundance of studies in this area is that people create large 
amounts of data using social media and forum-like sites where opinions can be 
expressed. In addition to studies on emotion detection [2, 3] on these large datasets, new 
methods based on deep learning are being developed. Neuro-symbolic AI [4], prompt-
based analysis [5, 6] and graph-based methods [7, 8], which can be mentioned as new 
trends in emotion analysis studies, have been studied recently.

Using different algorithms from machine learning and/or deep learning together in a 
model to achieve a higher performance is called ensemble learning. There are many pre-
sented studies in literature which report that the results of using algorithms in ensemble 
format results better than using single methods. Because of this, we have decided to use 
the algorithms in ensemble way.

An ensemble system consists of ensemble building and ensemble integration. In 
ensemble building, different base classifiers are used to create different sets of mod-
els. In ensemble integration, many integration methods are used to combine the deci-
sions of the base classifiers to obtain the final decision of the system. In addition to the 
classifier selection and ensemble integration methods required for ensemble generation. 
Two other important factors determine the success of the ensemble. These are. The sole 
performance of the core learners of the ensemble (low error) and the independence of 
the results of the core learners (high diversity). As the diversity of the core learners 
increases. The classification success of the system is also increased, variation, bagging 
for homogeneous systems random subspaces provided by traditional ensemble algo-
rithms such as random forests and rotation forests. Variety of heterogeneous systems. 
While providing different learning algorithms, it ensures that the results are mixed with 
different decision techniques such as majority voting, stacking and bagging. In addition, 
the study has built models using the deep learning algorithms RNN and LSTM. In addi-
tion to the single use of machine learning and deep learning classifiers, models have 
been built using ensemble learning methods (stacking, majority voting), where they are 
used together in a heterogeneous way. The experiments investigated the performance of 
ensemble learning methods where deep learning and machine learning algorithms are 
used together in a heterogeneous way.

The main contributions of this study can be listed as follows:

• The impact of using deep learning and machine learning methods single and heteroge-
neously in ensemble methods on model performance was investigated.

• The effects of frequency-based text representation (TF-IDF) and predictive text repre-
sentation (word2Vec) methods on the performance of sentiment analysis tasks on data 
from different domains were investigated.

• By selecting the dataset for the most affected hotel and corona virus in the pandemic 
Deep and machine learning methods were investigated, as well as ensemble learning 
methods that allow these methods to be used together.

• The impact of frequency-based text representation (TF-IDF) and predictive text rep-
resentation (word2Vec) methods on learning models will be investigated on data col-
lected from different domains.

The rest of the paper is organised as follows: Section 2 presents the related work. Sec-
tion 3 consists of six subsections introducing the datasets, preprocessing, word embedding 
and text representations, ensemble learning, machine learning and deep learning methods, 
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respectively. Section 4 presents the numerical results. Finally, the conclusions of the study 
are presented in Section 5.

2  Related works

The opinions and tweets shared by people on websites such as TripAdvisor and Twitter 
are the main sources used in sentiment analysis studies. Social media has become more 
widespread with the development of internet technologies, especially smartphones. Thanks 
to these developments, the field of categorising people’s emotions has emerged with senti-
ment analysis studies within natural language processing.

Hotels are one of the most affected areas, especially during a pandemic. Therefore, hotel 
and COVID-19 datasets were selected. The datasets were used to investigate model perfor-
mance using ensemble models, which allow machine learning and deep learning models to 
be used together rather than in isolation.

Ensemble learning algorithms have been shown to improve the performance of machine 
learning and deep learning models in many areas, such as natural language processing 
tasks, as in this study, and in the healthcare domain.

Ensemble learning algorithms have been shown to improve the performance of machine 
and deep learning models in many areas, such as natural language processing tasks [9–11], 
and in the healthcare domain [12, 13].

In this section, we describe related studies on the TripAdvisor [14] and Coronavirus 
[15] datasets used in the study, which were created using machine learning, deep learning 
and ensemble learning methods.

Mostafa collected a total of eleven thousand four hundred and fifty-eight reviews on the 
TripAdvisor website for five hotels in Aswan, Egypt. He used TF-IDF for text representa-
tion of these reviews. Among SVM, NB and DT models for sentiment analysis, NB gave 
the highest accuracy value of 0.85 [16]. Dehkharghani et  al. used a TripAdvisor dataset 
consisting of approximately two hundred and fifty thousand reviews provided by custom-
ers for one thousand eight hundred and fifty hotels. In this study, they proposed subjectiv-
ity-based feature extraction. They built a model using SVM, NB and DT and SVM gave 
the best result with 0.8751 [17]. Raut and Londhe collected two thousand reviews from 
TripAdvisor website, five hundred positive and five hundred negative reviews for training 
sets and five hundred positive and five hundred negative reviews for test sets. They built 
a model for sentiment analysis on these reviews using SVM, NB and DT. They obtained 
an accuracy value of 0.87 in the model they created with SVM [18]. Tiwari et  al. used 
n-gram method and different combinations of n-grams (bigram, unigram, trigram) for text 
representation in their sentiment analysis study on Rotten Tomatoes dataset. In their study, 
they built models using SVM, Maximum Entropy (ME) and NB and found that unigram, 
bigram and trigram methods each gave better results with ME. The best result was 0.8965 
accuracy with ME after unigram and bigram [19]. Zhou created text representations with 
GLoVe and FastText after dividing one hundred thousand hotel reviews into 70% training 
set, 10% validation set and 20% test set. For sentiment analysis, models were built using 
BiLSTM and CNN. The BiLSTM model with GLoVe text representation technique gave 
the best performance with a test accuracy of 0.7373 [20]. Sahu and Ahuja created a dataset 
by collecting eight thousand movie reviews from the Rotten Tomatoes website. They built 
models using RF, KNN, NB and Bagging on this dataset. In their study, RF gave the high-
est accuracy of 0.95 [21]. Virginia et al. used different machine learning methods such as 
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KNN, NB, DT, SVM in their sentiment analysis studies on Rotten Tomatoes movie review 
dataset. KNN gave the highest accuracy value of 0.95 [22]. Mostafa conducted a sentiment 
analysis study using machine learning models following the word2Vec method to analyse 
the emotions of Egyptian students during the learning process with the pandemic. In the 
models built with NB, SVM and DT after word2Vec text representation, NB gave the best 
result with 0.91 accuracy [23].

Machuca et al. achieved an accuracy of 0.785 in their study on sentiment analysis using 
LR on tweets posted on Twitter during the COVID-19 pandemic in 2020 [24]. Siddiqua 
et al. achieved the best result with an accuracy of 0.877 in their experimental study on sen-
timent analysis using SVM, NB and Sequential Minimum Optimisation methods combined 
with MV ensemble learning on Twitter data [25]. Rahman and Islam built models using 
different ensemble learning methods for sentiment analysis on approximately twelve thou-
sand tweet data in the UK. Among these models, they obtained 0.835 with stacking, 0.833 
with voting and 0.832 with bagging, the last model [26].

Barkur et al. obtained 0.7429 accuracy in the model they built with LR after TF-IDF 
text representation on COVID-19 tweets [27].

Isnain et al. obtained 0.84 accuracy in the model they built with NB using TF-IDF and 
n-gram text representation methods on tweets collected to study the economic and social 
impact of COVID-19 [28].

Imran et al. obtained an accuracy value of 0.82.4 in the model they built with RNN and 
RNN variants using Bidirectional Encoder Representations from Transformers (BERT) 
and GLoVe text representation methods for sentiment analysis on COVID-19 data col-
lected from Reddit [29].

Buntoro et al. obtained 0.8438 accuracy value in the model they built with SVM after 
TF-IDF and word2Vec text representation methods for sentiment analysis on COVID-19 
data [30]. Vernikou et al. obtained 0.65 accuracy value in the model they built with LSTM 
neural network after TF-IDF and BOW text representation methods for sentiment analysis 
on COVID-19 data [31]. Antonio et al. obtained a 0.65 accuracy value in the model they 
created with Stochastic Gradient Descent (SGD) after TF-IDF text representation method 
for sentiment analysis on COVID-19 data [32].

As seen in these studies, experiments were conducted on text representations or classifi-
cation models to improve the performance of models created in sentiment analysis studies. 
Similarly, in this study. Ensemble learning based models were created using traditional and 
prediction based text representation methods together with different classification models 
and their effects on classification were investigated. In addition, the results of the proposed 
method were investigated by combining the ensemble learning approach with deep learn-
ing techniques..

3  Proposed system

Feature extraction methods are used in the study in this section. Word embedding tech-
niques, text representation techniques, methods for combining ensemble decisions, and the 
details of the proposed system are mentioned. The proposed system is shown in Fig. 1.

In our system, shown in Fig. 1, single classifier models (DT, KNN, LR, NB, SVM) 
were built after holdout separation. In addition, stacking (DT, KNN, LR, NB, SVM) 
and majority voting (DT, KNN, LR, NB, SVM) ensemble models of machine learning 
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classifiers were also built. Deep ensemble models have been created with our proposed 
methods Stacking (RNN, LSTM) and Majority Voting (RNN, LSTM).

3.1  Datasets

In the study, comments from tweets and hotel review sites were used and shared as open 
source by those who had collected them from these sites.

The TripAdvisor hotel reviews dataset [14] consists of data from 20490 hotel 
reviews. Reviews with 1-2 stars are marked as negative. 3 are neutral and 4-5 stars are 
positive. Information about the dataset is given in Table 1.

It has been studied on the open source shared label Twitter Coronavirus dataset [15]. 
The dataset contains 6 features and 44955 data, as shown in Table 2. In the study, only 
the label attributes with the class Tweet and Sentiment were used. The other 4 attributes 
were not used.

Fig. 1  Flowchart of the proposed system

Table 1  TripAdvisor Dataset 
information

Dataset Attribute Attribute Description

Review Review Text
Rating Review Rating (stars)
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3.2  Preprocessing

Twitter data was pre-processed prior to classification. This included removing punctua-
tion and symbols in comments, converting characters to lower case and normalising to 
root words. The ’mentions’ used as ’@username’ and stop words were removed using 
the Python NLTK library..

3.3  Word embedding and text representations

Twitter data was pre-processed before classification. This included removing punctu-
ation and symbols in comments, converting characters to lower case and normalising 
to root words. Mentions used as ’@username’ and stop words were removed using the 
Python NLTK library.

Word embedding attempts to find better representations of the words in a document. 
It attempts to extract semantic and syntactic information from documents into a dataset. 
Word embedding Each word is a distributed representation of words, in which they are 
represented as vectors of actual value in a predefined vector space. This notation is used 
in several natural language processing applications.

3.3.1  TF‑IDF

TF-IDF is a statistically calculated weighting factor that indicates the importance of a 
term in a document. TF; Used to calculate the weight of terms in the document. IDF; 
Calculates the status of a word as a term by finding the number of occurrences of a word 
in more than one document. This is done by taking the absolute value of the logarithm 
divided by the number of documents divided by the number of documents in the period 
[33].

3.3.2  Word2Vec

Word2Vec is an unsupervised, prediction-based model that attempts to represent words 
in vector space. It was invented in 2013 by Google researcher Tomas Mikolov and his 
team. There are 2 types of submethods: Continuous Bag of Words (CBOW) and Skip-
gram [33].

Table 2  Twitter Coronavirus 
Dataset information

Dataset Attribute Attribute Description

Location Tweet location
Tweet at When the tweet was sent Original tweet
Label Sentiment class
Username Twitter users can tag Name (integer)
Location Location of the tweet
Screen Name Name (integer) shown to other users on Twitter
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CBOW is an architecture for creating word embeddings that uses both future words and 
past words to create a word embedding. The objective function of CBOW is given by equa-
tion (1) [33]:

In the CBOW model, the distributed representations of context are used to predict the 
word in the centre of the window. This is in contrast to skip-gram word2Vec, where the 
distributed representation of the input word is used to predict the context. The CBOW 
model is shown in Fig. 2 [33].

Skip-gram is an architecture for computing word embeddings. Instead of using the sur-
rounding words to predict the centre word, as in CBOW word2Vec, Skip-gram word2Vec 
uses the centre word to predict the surrounding words [18]. The Skip-gram objective func-
tion sums the log probabilities of the surrounding n words to the left and right of the target 
word wt to produce the following objective for Skip-gram, given by equation (2) [33]:

The skip-gram model is shown in Fig. 3 [33].
In the study, the parameter settings for word2Vec were vector size 100 and 200, window 

size 5, sub-sampling rate 1e-3 and min-count 5.

(1)J
�
=

1

T
=
∑T

t=1
log p

(
wt
|| wt−n,……….,wt−1,wt+1,…….wt+n

)

(2)J
�
=

1

T
=
∑T

t=1

∑
−n≤j≤n,≠0

log p
(
wj+1

||| wt

)

Fig. 2  CBOW model [33]
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3.4  Ensemble learning

Ensemble learning refers to the use of machine learning algorithms together to solve 
mainly classification and regression problems. These algorithms can be of the same type 
(homogeneous ensemble learning) or of different types (heterogeneous ensemble learn-
ing). Ensemble learning performs a strategic combination of different expert or machine 
learning models to improve the effectiveness obtained with a single weak model [34].

There are different types of ensemble learning techniques, which mainly differ in the 
type of models used (homogeneous or heterogeneous models), the data sampling and 
the decision function (voting, averaging, metamodel, etc.). Stacking and majority voting 
were used in the study.

3.4.1  Voting

Voting is perhaps the simplest ensemble algorithm and is generally very effective. It can 
be used for classification or regression problems. Voting works by creating two or more 
submodels. Each submodel makes predictions that are somehow combined. The average 

Fig. 3  Skip-gram model [33]
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or modes of the predictions are taken and each submodel is allowed to vote on what the 
result should be [34].

Majority voting In majority voting, each single classifier votes for a class and the majority 
wins. Statistically, the predicted target label of the ensemble is the mode of the distribution 
of the single predicted labels. We predict the class label by majority (plurality) voting of 
each classifier C this equation (3) is given [35].

Suppose, as in the following equation (4) [35], we combine three classifiers that classify 
a training sample:

By majority vote. We would classify the sample as "Class 0" [35].

Stacking Stacking is an extension of the voting method used in classification problems. 
You can choose more than one submodel. It also allows you to use another model for the 
best combination of predictions. [34].

3.5  Machine learning

Machine learning is one of the areas of artificial intelligence that has been studied in many 
fields in recent years. It is an area of computer science that includes various learning algo-
rithms that allow inferences to be made by developing models of data. SVM, NB, KNN, 
LR, DT classifier algorithms used in the study are explained in this section.

3.5.1  Naïve bayes

The algorithm is named after the English mathematician Thomas Bayes. Bayesian algo-
rithms are among the statistical classification methods and are based on the statistical 
Bayes theorem [36].

Naïve Bayes works with discrete data instead of continuous data. Therefore, continu-
ous dependent or independent variables are transformed into categorical data. For example, 
the numerical independent variable age should be made discrete such as "16-25", "25-44", 
"45-65", "65+" [36].

Let y = { y1, y2, y3, …, yn } be the sample set and C1, C2, C3, …, Cn be the class set. The 
probability calculation of the set to be subjected to the classification process is calculated 
as shown in equation (5) [36].

3.5.2  Support vector machine

Support vector machines are a classification technique first used by Joachims for text clas-
sification [37]. SVM is a powerful supervised learning instance based on the principle of 

(3)ŷ = mode
{
C1(x).C2(x).……Cm(x)

}

(4)ŷ = mode{0.0.1} = 0

(5)P
(
y|Ci

)
=

P
(
y|Ci

)
P
(
Ci

)

P(y)
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least structural risk. During training, the algorithm creates a hyperplane to separate posi-
tive and negative examples. It classifies new examples by specifying where each example 
should be placed in the hyperplane. Figure 4 shows how the SVM architecture works [38].

SVM performs both linear and non-linear classification. Non-linear classification is 
implemented using the kernel function. In non-linear classification, kernels are defined as 
homogeneous polynomial, complex polynomial, Gaussian radial basis function and hyper-
bolic tangent function [38].

3.5.3  Logistic regression

Logistic Regression is a statistical technique used to analyse a dataset containing one or 
more independent variables that determine an outcome. The outcome is measured by a 
binary variable.

The purpose of logistic regression is to find the most appropriate model to explain the 
relationship between two directional characteristics (the dependent variable) and a set 
of related independent variables. Logistic regression produces the coefficients (and their 
standard errors and significance levels) of a formula for estimating the probability of the 
existence of the characteristics of interest by the logit transformation in equation (6) [37].

In Equation (7), p is the probability of finding the feature [38].

The p value found in Equation (7) is logit transformed in Equation (8).

(6)logit(p) = b0 + b1X1 + b2X2 + b3X3 … bkXk0

(7)rate =
p

1 − p
=

the probability of finding the feature

the probability that the feature is absent

(8)logit(p) = ln

(
p

1 − p

)

Fig. 4  SVM architecture [38]
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In logistic Regression, instead of choosing parameters that minimise the sum of square 
root errors, parameters are chosen that maximise the probability of observing sample val-
ues [38]

3.5.4  Decision tree

It is a classification method that creates a model in the form of a tree structure consisting of 
decision nodes and leaf nodes according to the feature and target. The decision tree algo-
rithm is developed by dividing the dataset into smaller or even smaller parts. A decision 
node can have one or more branches. The first node is called the root node. A decision tree 
can consist of both categorical and numerical data [39]. A Decision Tree is a supervised 
algorithm that uses a set of rules to make decisions, similar to the way humans make deci-
sions [40].

3.5.5  K‑Nearest neighbor

K-Nearest Neighbour is one of the easiest supervised learning algorithms to implement. 
Although it is used to solve both classification and regression problems, it is most com-
monly used in industry to solve classification problems [41].

KNN algorithms have been proposed by Cover and Hart. The algorithm is used by using 
data from a sample set with known classes. The distance of the new data to be included 
in the sample set is calculated according to the existing data and the number of k nearest 
neighbours is checked. In general, 3 types of distance functions are used for distance calcu-
lations [38]:

• "Euclidean" Distance
• "Manhattan" Distance
• "Minkowski" Distance

3.6  Deep learning

Deep learning originated in the 1940s with the use of multiple hidden layers of neural 
networks. It is a machine learning algorithm that includes the feature selection process. It 
has regained prominence as hardware and data resources have increased. While neural net-
works are now relatively easy to train, they were almost impossible to train when they first 
appeared [42]. Deep learning emerged as an attempt to mathematically express the neurons 
in the human brain. It is also used in sentiment analysis, as it is used in many fields. In this 
study, LSTM and RNN deep learning algorithms were used.

3.6.1  Recurrent neural network

The Recurrent neural network, also called Elman network [43]. RNN is a type of artificial 
neural network that utilises sequential or time series data. These deep learning algorithms 
are widely used for sequential or temporal problems such as language translation, natu-
ral language processing, speech recognition, and image captioning. RNNs use the training 
dataset to learn. They are distinguished by "memory" as they take information from previ-
ous inputs to influence the current input and output. While traditional deep neural networks 
assume that inputs and outputs are independent of each other, the output of recurrent neural 
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networks depends on the previous elements in the sequence. A simple RNN architecture is 
given in Fig. 5 [44].

The RNN network is trained using back propagation. It includes input, hidden and out-
put layers. The value calculations in these layers are shown in equations 9, 10 and 11.

The vector x(t)= is formed by concatenating the vector w(t), which represents the cur-
rent word when using 1 of N encodings, and the vector s(t − 1), which represents the output 
values in the hidden layer from the previous time step. s(t) represents the hidden layer and 
y(t) the output vector [45].

3.6.2  Long short term memory network

RNN architectures have an approach based on the use of prior knowledge. LSTM net-
works are no different from RNN networks. LSTMs were developed by Hochreiter and 
Schmidhuber in 1997 due to the need to estimate contextual gaps, known as the drawback 
of RNNs [46]. LSTM networks use a structure to compute hidden states. LSTMs contain 
memory cells. These memory cells are the cells that hold the input information with the 
previous state. These cells in the network architecture decide which data to keep and which 
data to delete. In the next step, they combine the previous state with the current memory 
and the input data. Such an approach eliminates long-term dependencies, making it possi-
ble to preserve datasets. The LSTM cell contains these three gates [46]:

(9)x(t) =
[
w(t)Ts(t − 1)T

]T

(10)sj(t) = f
(∑

i
xi(t)uji

)

(11)yk(t) = g
(∑

j
sj(t)vkj

)

Fig. 5  RNN architecture



42220 Multimedia Tools and Applications (2024) 83:42207–42231

1 3

• The input gate; it controls the flow of input activations to the memory cell.
• The output gate; it controls the output flow of cell activations.
• The forget gate; it filters the information in the input and previous output and decides 

what to remember or forget. In addition to the three gates, the LSTM cell contains a cell 
update, the tanh layer, which is usually part of the cell state.

Each LSTM cell contains three variables:

• Xt, current input,
• ht − 1, previous output,
• Ct − 1, previous cell state On the other hand, two variables come out of the cell:
• ht current output
• Ct current cell state

The structure of the LSTM is shown in Fig. 6 [47].

4  Experimental results

In the experiments, two datasets were split using a holdout (80%-20% and 70%-30%) 
test training separation. The experiments are implemented in Colaboratory (Colab Pro) 
[48].

Fig. 6  LSTM architecture
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4.1  Evaluation measure

The performance of the sentiment analysis models was evaluated using the accuracy 
criterion. This criterion is obtained by the ratio of true negatives (TN) and true positives 
(TP) to the total number of samples in equation (12) [45].

The deep learning parameters are given in Table 3.
Experiments on the model were performed on Google Colaboratory (Colab Pro) [48] 

using the TensorFlow 2.9.0 [49] and Keras 2.9 [50] libraries and Python version 3.9.13 
[51] .

Coronavirus and TripAdvisor datasets, word representation methods (TF-IDF) and 
word embedding method (word2Vec), followed by DT, KNN LR, NB, SVM machine 
learning and holdout with Majority Voting and Stacking ensemble learning, and RNN, 
LSTM deep learning classifiers Sentiment analysis models were built by making train-
test separations (70%-30% and 80%-20%). Table 4, Table 5 show the results obtained on 
the TripAdvisor dataset, Table 6, Table 7 on the Coronavirus dataset.

The background colour of the classification results of single machine learning is 
green, the background colour of the classification results of single deep learning is 
orange, the background colour of the classification results of heterogeneous use of 
machine learning algorithms in ensemble learning is grey, and the background colour of 
the classification results of heterogeneous use of deep learning algorithms in ensemble 
learning is blue in all tables.

According to Table 4, in the models created with TripAdvisor after TF-IDF, Stack-
ing (LSTM-RNN) gives the best results in classification models, while Majority Vot-
ing (LSTM-RNN) comes second with very close results. This is followed by the deep 
learning models LSTM and RNN. The single machine learning models, Majority Voting 
(DT, KNN, LR, NB, SVM), lag behind Stacking (DT, KNN, LR, NB, SVM). While the 
single machine learning models lagged behind the single deep learning and ensemble 
models, SVM performed best alone.

Table 4 shows that prior to TripAdvisor’s 70%-30% separation of training and test-
ing, classification models were built using word2Vec word embedding models with two 
types of CBOW and Skip-gram.

(12)ACC =
TP + TN

TP + TN + FP + FN

Table 3  Deep Learning 
Parameters

Parameter Value / Setting

Train size 70%, 80%
Test size 30%, 20%
Epochs 30
Activations Tanh
Optimizer Adam
Loss Binary Cross Entropy
Metrics Accuracy
Batch size 256
Verbose 1
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• Among these models, CBOW’s 200-dimensional vector size stacking (LSTM-RNN) 
classification models give the best results. This is followed by Majority Voting (LSTM-
RNN). LSTM and RNN, the only deep learning model, ranked third and fourth respec-
tively. Majority Voting (DT, KNN, LR, NB, SVM) ranks fifth in the heterogeneous use 
of single machine learning models, while Stacking (DT, KNN, LR, NB, SVM) ranks 
sixth. Among the single machine learning models, SVM produced the best results.

• These models lead to CBOW’s 200-dimensional Vector Size Stacking (LSTM-RNN) 
classification models. This is followed by Majority Voting (LSTM-RNN). LSTM and 
RNN, the only deep learning model, ranked third and fourth respectively. In the hetero-
geneous use of single machine learning models, stacking (DT, KNN, LR, NB, SVM) 
ranks fifth, outperforming majority voting (DT, KNN, LR, NB, SVM).

• Among these models, it gives the 100-dimensional vector size stacking (LSTM-RNN) 
classification models of Skip-gram. This is followed by Majority Voting (LSTM-RNN). 
LSTM and RNN, the only deep learning model, ranked third and fourth respectively. 
In the heterogeneous use of single machine learning models, stacking (DT, KNN, LR, 
NB, SVM) ranks fifth, outperforming majority voting (DT, KNN, LR, NB, SVM).

• Among these models are Skip-gram 200-dimensional Vector Size Stacking (LSTM-
RNN) classification models are given. This is followed by Majority Voting (LSTM-
RNN). LSTM and RNN, the only deep learning model, ranked third and fourth respec-
tively. In the heterogeneous use of single machine learning models, stacking (DT, KNN, 
LR, NB, SVM) ranks fifth, outperforming majority voting (DT, KNN, LR, NB, SVM).

Table 4  Accuracy Performance of Classification Algorithms on the TripAdvisor Dataset (70:30 training 
and test set)

word2VecText
Representation 
Methods

TF-
IDF CBOW Skip-gram

Classifier Models 100 200 100 200

LR 0.841 0.858 0.859 0.851 0.857
SVM 0.850 0.861 0.869 0.866 0.869
NB 0.833 0.855 0.862 0.861 0.862
KNN 0.821 0.843 0.846 0.847 0.831
DT 0.820 0.825 0.821 0.823 0.824
Stacking (NB, 
SVM, LR, DT) 0.858 0.858 0.868 0.866 0.867

Majority Voting 
(NB, SVM, LR, DT) 0.856 0.873 0.865 0.865 0.863

LSTM 0.872 0.874 0.876 0.872 0.872
RNN 0.868 0.868 0.872 0.869 0.870
Majority Voting 
(LSTM-RNN) 0.875 0.872 0.873 0.874 0.873

Stacking (LSTM-
RNN) 0.876 0.898 0.888 0.876 0.876
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Table 5  Accuracy Performance of Classification Algorithms on the TripAdvisor Dataset (80:20 training 
and test set)

word2VecText
Representation 
Methods

TF-
IDF CBOW Skip-gram

Classifier Models 100 200 100 200

LR 0.828 0.832 0.834 0.835 0.837
SVM 0.833 0.835 0.836 0.837 0.842
NB 0.830 0.833 0.835 0.843 0.849
KNN 0.824 0.826 0.830 0.826 0.821
DT 0.821 0.822 0.824 0.830 0.843
Stacking (NB, 
SVM, LR, DT)

0.836 0.841 0.838 0.839 0.847

Majority Voting 
(NB, SVM, LR, DT)

0.835 0.837 0.837 0.838 0.844

LSTM 0.852 0.854 0.857 0.857 0.854
RNN 0.851 0.852 0.855 0.852 0.853
Majority Voting 0.860 0.866 0.862 0.864 0.862
(LSTM-RNN) 
Stacking (LSTM-
RNN)

0.862 0.878 0.88 0.868 0.866

Table 6  Accuracy Performance of Classification Algorithms on the Corona Virus Dataset (70:30 training 
and test set)

word2VecText
Representation 
Methods

TF-
IDF CBOW Skip-gram

Classifier Models 100 200 100 200

LR 0.722 0.760 0.768 0.753 0.761
SVM 0.762 0.774 0.777 0.773 0.772
NB 0.755 0.741 0.747 0.752 0.754
KNN 0.761 0.771 0.771 0.771 0.771
DT 0.691 0.668 0.671 0.679 0.673
Stacking (NB, SVM, LR, 
DT)

0.766 0.776 0.775 0.772 0.772

Majority Voting (NB, 
SVM, LR, DT)

0.756 0.777 0.778 0.778 0.773

LSTM 0.783 0.814 0.784 0.789 0.781
RNN 0.781 0.806 0.782 0.784 0.779
Majority Voting 
(LSTM-RNN) 

0.787 0.819 0.788 0.793 0.795

Stacking (LSTM-RNN) 0.788 0.827 0.841 0.832 0.842
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In general, Table 4 shows that heterogeneous deep ensemble models performed best 
for word representation and post-embedding classification models. This was followed 
by deep learning, while heterogeneous machine learning models outperformed single 
machine learning models.

According to Table  5, Stacking (LSTM-RNN) gave the best results in the models 
built acording to TripAdvisor’s 80%-20% training and testing split, while Majority Vot-
ing (LSTM-RNN) came second after TF-IDF in the classification models. This is fol-
lowed by the LSTM and RNN deep learning models. In the heterogeneous use of single 
machine learning models, Majority Voting (DT, KNN, LR, NB, SVM) lagged behind 
Stacking (DT, KNN, LR, NB, SVM), although the ensemble model was very close. The 
single machine learning models lagged behind the single deep learning and ensemble 
models, while SVM performed best among the single machine learning models.

According to Table  5, two types of word2Vec word embedding and two vector 
dimensional models were created after TripAdvisor’s 80%-20% training and testing 
distinction.

• Among these models, CBOW’s 100-dimensional vector size stacking (LSTM-RNN) 
classification model gives the best accuracy, while Majority Voting (LSTM-RNN) 
comes second. LSTM and RNN, the only deep learning model, ranked third and 
fourth respectively. Stacking (DT, KNN, LR, NB, SVM) ranks fifth in the heteroge-
neous use of single machine learning models, while Majority Voting (DT, KNN, LR, 

Table 7  Accuracy Performance of Classification Algorithms on the Corona Virus Dataset (80:20 training 
and test set)

word2VecText
Representation 
Methods

TF-
IDF CBOW Skip-gram

Classifier Models 100 200 100 200

LR 0.7760 0.779 0.777 0.782 0.784
SVM 0.7803 0.796 0.798 0.793 0.791
NB 0.7664 0.773 0.786 0.788 0.789
KNN 0.6924 0.704 0.706 0.716 0.717
DT 0.6947 0.718 0.710 0.701 0.710
Stacking (NB, 
SVM, LR, DT) 0.817 0.813 0.814 0.821 0.825

Majority Voting 
(NB, SVM, LR, DT) 0.813 0.825 0.824 0.824 0.828

LSTM 0.822 0.820 0.841 0.854 0.837
RNN 0.813 0.814 0.837 0.843 0.828
Majority Voting 
(LSTM-RNN) 0.809 0.815 0.838 0.857 0.836

Stacking (LSTM-
RNN) 0.834 0.842 0.853 0.864 0.743
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NB, SVM) ranks sixth. Among the single machine learning models, SVM produced 
the best results.

• These models CBOW’s 200-dimensional vector size stacking (LSTM-RNN) classifica-
tion model gives the best accuracy, while Majority Voting (LSTM-RNN) comes sec-
ond. LSTM and RNN, the only deep learning model, ranked third and fourth respec-
tively. In the heterogeneous use of single machine learning models, Stacking (DT, 
KNN, LR, NB, SVM) ranks fifth, outperforming Majority Voting (DT, KNN, LR, NB, 
SVM).

• Among these models, Skip-gram’s 100-dimensional vector size stacking (LSTM-RNN) 
classification model gives the best accuracy, while Majority Voting (LSTM-RNN) 
comes second. LSTM and RNN, the only deep learning model, ranked third and fourth 
respectively. In the heterogeneous use of single machine learning models, Stacking 
(DT, KNN, LR, NB, SVM) ranks fifth, outperforming Majority Voting (DT, KNN, LR, 
NB, SVM).

• Among these models, Skip-gram’s 200-dimensional vector size stacking (LSTM-RNN) 
classification model gives the best accuracy, while Majority Voting (LSTM-RNN) 
comes second. LSTM and RNN, the only deep learning model, ranked third and fourth 
respectively. In the heterogeneous use of single machine learning models, Stacking 
(DT, KNN, LR, NB, SVM) ranks fifth, outperforming Majority Voting (DT, KNN, LR, 
NB, SVM).

As shown in Table 5, Stacking (LSTM-RNN), which is the recommended method in all 
word representation and word embedding methods, performed better than other models in 
the 80%-20% training test separation of coronavirus. While Majority Voting (RNN-LSTM) 
and LSTM are closest to the proposed method, heterogeneous machine learning commu-
nity models gave better results than single machine learning methods.

According to Table 6, Stacking (LSTM-RNN) gave the best results, while Majority Vot-
ing (LSTM-RNN) took second place in the models built with 70%-30% training test sepa-
ration of coronavirus tweets after TF-IDF. Deep learning models LSTM and RNN ranked 
third and fourth respectively. Stacking of single machine learning models (DT, KNN, 
LR, NB, SVM) ranks fifth, ahead of majority voting (DT, KNN, LR, NB, SVM). Single 
machine learning models lag behind single deep learning and ensemble models. SVM is 
the best performing single machine learning model.

According to Table 6, post-embedding models of coronavirus tweets were built using 
CBOW and Skip-gram.

• Stacking (LSTM-RNN) gives the best results for the CBOW size 100 models. This is 
followed by majority voting (LSTM-RNN). LSTM and RNN, the only deep learning 
model, rank third and fourth respectively. Voting (DT, KNN, LR, NB, SVM) ranks fifth 
in the heterogeneous use of single machine learning models and outperforms stacking 
(DT, KNN, LR, NB, SVM). Among the single machine learning models, SVM pro-
duced the best results.

• Among the models in CBOW’s 200-dimensions, Stacking (LSTM-RNN) performs 
best. This is followed by Majority Voting (LSTM-RNN). The only deep learning mod-
els, LSTM and RNN, rank third and fourth respectively. In the heterogeneous use of 
single machine learning models, Majority Voting (DT, KNN, LR, NB, SVM) ranks 
fifth, ahead of Stacking (DT, KNN, LR, NB, SVM). Among the single machine learn-
ing models, SVM produced the best results.



42226 Multimedia Tools and Applications (2024) 83:42207–42231

1 3

• Stacking (LSTM-RNN) classification models give the best results among the models in 
the 100-dimension of Skip-gram. This is followed by Majority Voting (LSTM-RNN). 
LSTM and RNN, the only deep learning model, rank third and fourth respectively. In 
the heterogeneous use of single machine learning models, Majority Voting (DT, KNN, 
LR, NB, SVM) ranks fifth, ahead of Stacking (DT, KNN, LR, NB, SVM). Among the 
single machine learning models, SVM gives the best results.

• It gives the most Stacking (LSTM-RNN) classification models among the models in 
the 200-dimension of Skip-gram. It is followed by Majority Voting (LSTM-RNN). 
LSTM and RNN, the only deep learning model, ranked third and fourth respectively. 
In the heterogeneous use of single machine learning models, Majority Voting (DT, 
KNN, LR, NB, SVM) ranks fifth, ahead of Stacking (DT, KNN, LR, NB, SVM). 
Among the single machine learning models, SVM gave the best results.

As seen in Table 6, Stacking (LSTM-RNN), which is the recommended method in all 
word representation and word embedding methods, gave better results than other mod-
els in the 70%-30% training test separation of coronavirus. Although Majority Voting 
(RNN-LSTM) and LSTM are closest to the proposed method, heterogeneous machine 
learning models in ensemble models gave better results than single machine learning 
methods.

According to Table 7, Stacking (LSTM-RNN) gives the best results in the models built 
with 80%-20% training test separation of coronavirus tweets after TF-IDF, while Majority 
Vote (LSTM-RNN) takes the second place. These two models were followed by LSTM and 
RNN respectively in the deep learning models. In the heterogeneous use of single machine 
learning models, Stacking (DT, KNN, LR, NB, SVM) ranked fifth and sixth respectively, 
followed by Majority Voting (DT, KNN, LR, NB, SVM). SVM performed better among 
the single machine learning models.

According to Table  7, word embedding models were created using CBOW and 
Skip-gram.

• Stacking (LSTM-RNN) gave the best results in the 100-dimensions of CBOW. This 
is followed by Majority Vote (LSTM-RNN). LSTM and RNN, the only deep learning 
model, ranked third and fourth respectively. Voting (DT, KNN, LR, NB, SVM) ranks 
fifth in the heterogeneous use of single machine learning models. This is followed by 
stacking (DT, KNN, LR, NB, SVM). Among the single machine learning models, SVM 
gave the best results.

• CBOW’s Size 200 Stacking (LSTM-RNN) gave the best results. This is followed by 
Majority Vote (LSTM-RNN). LSTM and RNN, the only deep learning model, ranked 
third and fourth respectively. In the heterogeneous use of single machine learning mod-
els, stacking (DT, KNN, LR, NB, SVM) ranks fifth, outperforming majority voting 
(DT, KNN, LR, NB, SVM).

• Stacking (LSTM-RNN) gave the best results at the 200 Skip-gram size. This is fol-
lowed by majority voting (LSTM-RNN). LSTM and RNN, the only deep learning 
model, ranked third and fourth respectively. In the heterogeneous use of single machine 
learning models, stacking (DT, KNN, LR, NB, SVM) ranks fifth, outperforming major-
ity voting (DT, KNN, LR, NB, SVM). Of the single machine learning models, SVM 
produced the best results.

• Among these models, the 200-dimensional stacking (LSTM-RNN) classifica-
tion models of Skip-gram give the best results. This is followed by Majority Vote 
(LSTM-RNN). LSTM and RNN, the only deep learning model, ranked third and 
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fourth respectively. In the heterogeneous use of single machine learning models, 
stacking (DT, KNN, LR, NB, SVM) ranks fifth, outperforming majority voting (DT, 
KNN, LR, NB, SVM).

Overall, as can be seen in Table 7, Stacking (LSTM-RNN), the recommended method 
for all word representation and word embedding methods, gave better results than other 
models. While Majority Voting (RNN-LSTM) and LSTM are closest to the proposed 
method, heterogeneous machine learning models in ensemble models gave better results 
than single machine learning methods.

In the study, the model created by using LSTM-RNN together in the word2Vec stack-
ing method gave good results on both the TripAdvisor and Coronavirus datasets. Table 8 
shows the comparison of the Coronavirus dataset and Table 9 shows the comparison of 
the TripAdvisor dataset with the literature.

Table 8 shows that the best performing model is competitive with other studies on 
the coronavirus dataset in the literature.

Table 9 shows that the best performing model can compete with other studies in the 
literature on the TripAdvisor dataset.

When Table 8 and Table 9 are evaluated together, it can be seen that the combination 
of single machine learning algorithms in heterogeneous ensemble learning algorithms 
provides a significant advantage in terms of classification performance over single 

Table 8  Coronavirus dataset 
studies in the literature

Authors Model Accuracy 

Machuca et. al. [24] LR 0.785
Siddiqua et. al. [25] MV 0.877
Rahman and Islam [26] Bagging 0.832

Voting 0.833
Stacking 0.835

Barkur et. al. [27] LR 0.7429
Marga et. al. [28] NB 0.84
Imran et. al. [29] RNN 0.824
Buntoro et. al. [30] SVM 0.8438
Vernikou et. al. [31] LSTM 0.65
Antonio et. al. [32] SGD 0.65
The Presented Model Stacking (LSTM-RNN) 

Table 7
0.864

Table 9  TripAdvisor dataset 
studies in the literature

Yazar Model Accuracy 

Mostafa. [16] NB 0.85
Dehkharghani et. al SVM 0.8751
Raut and Londhe SVM 0.87
Tiwari et. al. ME 0.8965
Zhou BiLSTM -CNN 0.7373
The Presented Model Stacking (LSTM-RNN) 

Table 4
0.898
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classifiers. Of all the representation methods, stacking after word2Vec gave the best per-
formance of all the models.

5  Conclusion

In this study, sentiment analysis was performed on the coronavirus tweets posted on Twit-
ter and the TripAdvisor hotel comments. In the classification process, a sensitivity analysis 
study was conducted using single machine learning and single deep learning, heteroge-
neous ensemble learning methods, and deep and machine learning methods. It was pro-
posed to use single machine learning and single deep learning algorithms together hetero-
geneously in ensemble models. In the proposed system, datasets belonging to two different 
domains are enriched in terms of context and syntax by using different text representa-
tion techniques. Furthermore, it is shown that the combination of the ensemble learning 
approach with deep learning techniques provides a significant advantage in terms of clas-
sification performance and is presented as the recommended method. Word embedding 
(word2Vec) with word representation (TF-IDF) in Coronavirus and TripAdvisor datasets, 
followed by stacking of LR, SVM, NB, KNN, DT, machine learning and RNN, LSTM 
deep learning classifiers in single and heterogeneous ensemble learning methods and 
majority voting models for sentiment analysis were created. In both datasets, 70%-30% and 
80%-20% train-test separations were performed randomly.

As can be seen from the accuracy results of the models obtained in Table 4, Table 5, 
TripAdvisor, Table 6, Table 7, Coronavirus datasets, the stacking (LSTM-RNN) ensemble 
classification method gave better results than the other models in the whole word represen-
tation and word embedding methods.

Ensemble models using heterogeneous combinations of deep learning methods and 
heterogeneous combinations of machine learning methods showed better accuracy perfor-
mance than using these methods alone. In addition, the word2Vec word embedding method 
gave better results than TF-IDF in terms of accuracy performance in all models. As a 
result, the use of multiple methods as a whole, rather than a single machine and deep learn-
ing method, led to an increase in performance. Therefore, it is recommended to use models 
in combination with ensemble methods.

Future work will investigate the performance of different deep learning algorithms in 
ensembles with different word representations and pre-trained state-of-the-art word embed-
ding methods. It has been observed that using single methods as an ensemble gives better 
results, which is consistent with the literature and represents a step forward in the detection 
of sentiment from posts. Investigating the performance of heterogeneous ensemble learn-
ing models based on different algorithms in sentiment analysis tasks is planned as future 
work.
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