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Abstract
Image fusion-based methods have received much attention in image processing applications
in recent years. In this paper, an efficient and natural image fusion method based on the active
contour model (ACM) and adaptive gamma correction (AGC) is proposed for the low-light
images. The image is segmented into object and background regions quickly and detailed
using hybrid ACMbased onChen-Vese and Local GaussianDistribution Fitting (CV-LGDF),
and a fusion mask is obtained. Then, the effective gamma correction parameter is calculated
by using the exposure threshold independently for each region. The dynamic pixel range
of each region is distributed using the histogram stretching. The color space of each region
is converted to the HSI color space, and then the intensity component of each region is
enhanced independently with the AGC method. The enhanced regions are merged using
the fusion mask, and the color space of the enhanced image is transformed into RGB color
space. Finally, histogram equalization is performed on the input image using the histogram
map of the fusion image. The performance of the proposed method is compared to that of
other state-of-the-art low-light methods. The experiments illustrate that our method provides
effective and natural enhancement of the contrast and brightness in the image.

Keywords Image enhancement · Image fusion · ACM segmentation · Adaptive gamma
correction · Low-light image

1 Introduction

Computer vision technology has significantly advanced and is widely utilized in various
fields such as mobile phones, medical applications, and underwater and space exploration.
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High dynamic range images are usually preferred in these fields. However, the real images
captured by cameras usually have quality problems such as lowor high brightness and contrast
due to environmental conditions. Low-light images often have less visibility, poor contrast,
and limited details. This situation may hinder the accurate interpretation and analysis of
images [24]. These problems can negatively impact the success and capacity of a computer
vision system. Therefore, the importance of image enhancement techniques is increased for
computer vision applications [16, 22, 39]. The aim of low-light image enhancement methods
is to obtain a natural and effective image that reveals the details in the image by adjusting
the brightness and contrast [4, 39]. Contrast and brightness enhancement studies can bring
out hidden details and textures in the image and assist with the accurate interpretation of the
image [38].

Nowadays, there are plenty of low-light image enhancement methods with different pur-
poses and advantages. The aim of histogram equalization (HE) methods [9, 38] is to achieve
a balanced histogram distribution by calculating the dynamic range of image gray levels
to improve the contrast and brightness of the image. Nevertheless, enhanced images have
exhibited artificial distortions such as local over-under enhancement, saturation, and color dis-
tortion.Gammacorrectionmethods are utilized to enhance the contrast of the image according
to the selected parameter [9]. The method improves each pixel in the image independently.
Therefore, obtaining a satisfactory result is difficult on the gamma correction methods. In
the retinex methods [18], the images are considered as the combination of illumination and
reflection components. While the reflection component represents the inner information and
details of the image, the illumination component represents the brightness of the image [40].
The retinex methods are the most common methods used for low-light images. However,
these may cause adverse effects such as halo effect and under/over enhancement [6]. In
fusion-based methods, multiple images of the same scene are obtained with different sensors
or multiple images of the same sensor are obtained with different imaging techniques. In
order to obtain a single high-quality image, these images are combined with different meth-
ods [23, 35]. In recent years, fusion-basedmethods have becomewidespread. However, some
adverse effects such as blurring in the image and spatial distortionsmay occur in fusion-based
methods. Also, the decision in combining multi images can be difficult.

In this paper, we propose a new fusion-based enhancementmethod based on active contour
model (ACM) [5] and adaptive gamma correction (AGC) technique [13] for natural contrast
and brightness adjustment that reveals details in low-light images. The image is divided into
regions with the CV-LGDF method [28]. Segmented regions and fusion mask are obtained
with the CV-LGDF method. Each region is converted to a grayscale image and the exposure
threshold value of each region is calculated. Thus, effective parameter selection is provided
in each region. Then, the RGB color space of the input region is converted to HSI color
space. The intensity (I ) color component of each regions are enhanced with the novel AGC
technique, which reflects the nature of the image region. The enhanced regions of the image
are combined according to the fusion mask, and then the image is transformed into RGB
color space. Finally, the HE is performed on the input image using the histogram map of the
fusion image. The main contributions of this paper are as follows:

• We introduce a new fusion-based image enhancement method using CV-LGDF segmen-
tation and AGC enhancement methods.

• We apply the exposure threshold value of the regions as the parameter value for the
weight function for each segmented region in the proposed AGC enhancement method.

• We obtain effective and natural contrast and brightness enhancement by using the pro-
posed fusion-based image enhancement method for low-light images.
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The rest of this article proceeds as follows: The related literature is presented in Section 2.
The proposed fusion-based enhancement and details are explained in Section 3. Section 4
presents the experimental results and comparisons of the enhancement methods. Finally, the
conclusion and future work are given in Section 5.

2 Related work

HE is a common used method for contrast and brightness enhancement. Nonetheless, HE can
produce artifacts such as local over or under enhancement and saturation, whichmay lead to a
loss of detail in the image. Pizer et al. proposed the contrast-limited HEmethod that separates
the input image into regions of equal size and applies HE to these regions [30]. Wadud et
al. presented the dynamic HE method which segments the image histogram into multiple
sub-histograms using the local minimum and performs HE in these regions until there is the
absence of any dominating portions [1]. Kuldeep et al. offered exposure-based subimage HE
method that divides histogram of image into sub-histogram according to exposure threshold
and applies HE in these histograms [34]. Parihar et al. described entropy-based dynamic sub-
HE method which recursively segments the image histogram into sub-histograms according
to the entropy value and performs a new dynamic range HE to sub-histogram [29]. Simi et
al. developed the parameterless fuzzy HE method [33].

Nonlinear transform function based methods are widely used in contrast and brightness
enhancement method. The gamma correction method adjusts the contrast and brightness
by expanding the dynamic range of the image. However, effective parameter selection is
time-consuming and difficult. In addition, it can create artifacts in the image as it is applied
directly to each pixel of the image, regardless of neighborhoods. Many gamma correction
based methods have been developed to effectively adjust the parameter value and to provide
effective contrast and brightness enhancement. Huang et al. presented the AGC method
which calculates the proper gamma value with the statistical data taken on the image [14].
Huang et al. described AGCWD method that determines gamma value using the probability
distribution of pixel value on image [13]. Liu et al. offered the new gamma correction method
that the gamma parameter is determined using the membership function in low-light images
[25]. Bhandari et al. presented a novel correction method which combines gamma-corrected
reflectance and the multi-scale retinex method [2].

In retinex-based methods, it is assumed that the image can be represented as an illu-
mination and reflection component. These methods provide color enhancement as well as
contrast and brightness adjustment in low-light images. However, it may create negative
effects such as the halo effect and over-under enhancement. Jabson et al. developed a multi-
scale color restoration function method to obtain a good color enhancement in the image
[17]. Wang et al. presented the naturalness preserved enhancement method that performs
a pass filter using neighbouring luminance information [37]. Guo et al. presented an illu-
mination estimation-based method that assumes only the illumination component to reduce
computational complexity [11]. Li et al. proposed the illumination and reflection component
estimationmethod, in which a decomposition was performed in the V component of the HSV
space of the input image [21].

In recent years, fusion-based methods have become popular for image enhancement. Fu
et al. described a multi-scale fusion-based method, in which different enhancement methods
were applied to the illumination component of the image [8]. The enhanced illumination
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component was combined with the reflection component to obtain an enhanced image. Wang
et al. suggested a fusion-based method using retinex based methods, where the single scale
retinex method was applied to the input image in RGB color space and the retinex algorithm
for color restoration method was applied to the I component of the input image in HSI color
space [36]. Jeong and Lee presented a gamma correction-based fusionmethod in the dark and
light regions of the input image in the YCbCr color space [15]. Leng et al. have implemented
the technique of image fusion by providing effective coefficient selections of the images and
by applying a multi-orientation fusion strategy [19, 20].

In the literature, HE-based, gamma-based, retinex methods, and fusion-based methods
are applied to enhance low-light images. Most of the HE-based enhancement methods have
been applied either the whole image or the sub-regions of the image according to the entropy,
median, and mean value. Most of the gamma-based methods have used either a fixed gamma
parameter or an adaptive parameter determined for the low-light images in enhancement
process. Retinex-based methods have divided the image into illumination and reflection
components and have provided enhancement in these components. Most of the fusion-based
methods have produced enhanced images by the fusion of multiple enhanced images of the
same image. In thesemethods, region-based, pixel-based, block-based, andweight parameter-
based processes are used in the fusion of images.

In the low-light image enhancement methods, the choice of color space is very important.
In RGB color space, the enhancement process is applied to each component separately.
However, in the RGB color space, the correlation between the components deteriorates and
serious color deviations occur in the image [38]. Therefore, after the image is converted to
different color spaces, enhancement methods are applied. Thus, most image enhancement
methods perform enhancement on a single color component in different color spaces, such
as the V component of HSV, the I component of HSI, or the L component of the Lab.

In this paper, a new fusion-based image enhancement method is proposed by using the
advantages of theAGCmethod andCV-LGDF segmentationmethod. Unlike themost fusion-
based enhancement methods, the image is divided into object and background regions with
CV-LGDF. The RGB color space of these regions is converted into HSI color space. The I
component of the regions are enhanced with the AGC method adapted to its own structure
in the proposed method.

3 Proposedmethod

We have proposed a novel fusion-based image enhancement method consisting of segmenta-
tion, enhancement, and fusion. For image segmentation phase, the CV-LGDF method which
can be applied to different types of images has been used. This segmentation method not
only detects the borders of the objects but also determines the details of objects of the image
[28]. In the proposed approach, the image is divided into regions as object and background
using the CV-LGDF segmentation method [28].

The RGB color space of these regions is transformed into HSI color space. The I compo-
nent of the regions are enhanced with a novel AGCmethod adjusted according to the content
of the regions. These enhanced regions are combined with the fusion mask, and the obtained
image is transformed into RGB color space. Finally, HE is performed on the input image
using the histogram map of the fusion image.
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3.1 Image segmentationmethod

Segmentation divides an image into meaningful regions based on certain similar characteris-
tics such as color, texture, and structure. Itmakes the image suitable for analysis, interpretation
and classification. In this paper, the ACM based CV-LGDF method, as shown in Fig. 1, is
used for the image segmentation [28]. In the global segmentation phase, the detection of
the border regions of the objects is provided in the image. The local segmentation phase is
applied to detect the details as well as the borders in the image. In the local segmentation
phase, the global fusion mask, a result of the global segmentation phase, is used initialization
contour. Then, a fusion mask is obtained as a result of local segmentation phase.

Firstly, input RGB image is transformed into a grayscale image. Then, the global seg-
mentation phase of the CV-LGDF method is performed on the grayscale image. The energy
minimization function of the global segmentation phase is defined as follows [28]:

E(c1, c2,C) =
∫
insideC

(I (x) − c1)
2H(φ(x))dx

+
∫
outsideC

(I (x) − c2)
2(1 − H(φ(x)))dx (1)

Fig. 1 Block diagram of the CV-LGDF based segmentation method
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where, I (x) and C denotes the image and the initialization contour, respectively. c1 and c2
represent the inside and outside mean intensities of the contour C , respectively. c1 and c2 are
indicated as follows [28]:

c1 =
∫
�
I (x)H(φ(x))dx

H(φ(x))dx
(2)

c2 =
∫
�
I (x)(1 − H(φ(x)))dx

(1 − H(φ(x)))dx
(3)

where, � and H(φ(x)) indicate the image domain and the regularized Heaviside function,
respectively. H(φ(x)) is defined as follows [28]:

H(φ) = 1

2

(
1 + 2

π
arctan

(
φ

ε

))
(4)

where, ε is a small constant, φ is the zero level set of a Lipschitz function. The detail of the
term is described in [5].

The gradient descent flow function of the global segmentation method is expressed as
follows [28]:

∂φ

∂t
=

μdiv
( ∇φ

|∇φ|
)

max
(
max | div

( ∇φ
|∇φ|

)
|
)

+ 1

(−I (x) − c1)2 + (I (x) − c2)2
(5)

whereμdiv
( ∇φ

|∇φ|
)
term is defined as the regularity of the contour. It indicates the smoothness

over the region boundaries [28].
After the homogeneous regions of the image are detected quickly and successfully in the

global segmentation phase, then, the local segmentation phase of the CV-LGDF is applied
to the image. The obtained contour as a result of global segmentation is utilized as the
initialization contour for the local segmentation phase. Thus, the details in this region are
revealed more effectively in the local segmentation phase. The energy minimization function
of the local segmentation phase is defined as follows [28]:

E
(
u1(x), u2(x), σ

2
1 (x), σ 2

2 (x)
) = −

∫
�outside

ω(x − y) log p1,x (I (y)) dy

−
∫

�inside
ω(x − y) log p2,x (I (y)) dy (6)

where, I (y) indicates the image. log p1,x (I (y)) is the probability intensity of the image and
is defined as follows [28]:

p1,x (I (y)) = 1√
2πσi

exp

(
− (ui (x) − I (y))2

2σi (x)2

)
(7)

u1(x) and u2(x) are explained as local intensity and are defined as follows [28]:

u1(x) =
∫

ω(x − y)I (y)H(φ(x))dy∫
ω(x − y)H(φ(x))dy

(8)

u2(x) =
∫

ω(x − y)I (y) (1 − H(φ(x))) dy∫
ω(x − y) (1 − H(φ(x))) dy

(9)
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σ 2
1 (x) and σ 2

2 (x) is explained as standard deviation and are defined as follows [28]:

σ1(x)
2 =

∫
ω(x − y) (u1(x) − I (y))2 H(φ(x))dy∫

ω(x − y)H(φ(x))dy
(10)

σ2(x)
2 =

∫
ω(x − y) (u2(x) − I (y))2 (1 − H(φ(x))) dy∫

ω(x − y) (1 − H(φ(x))) dy
(11)

The gradient descent flow function applied in the local segmentation phase is expressed
as follows [28]:

∂φ

∂t
= −δ(φ)(e1 − e2) + νδ(φ) + μ

(∇2φ
)

(12)

where, e1 and e2 variables indicate as the local average intensities and variances of the image.
e1 and e2 are defined as follows[28] :

e1(x) =
∫

�

ω(x − y)

[
log σ1(x) +

(
− (u1(x) − I (y))2

2σ1(x)2

)]
dy (13)

e2(x) =
∫

�

ω(x − y)

[
log σ2(x) +

(
− (u2(x) − I (y))2

2σ2(x)2

)]
dy (14)

The pseudo code of the CV-LGDF method is given in Algorithm 1.

Algorithm 1 The CV-LGDF Segmentation Method
Input: I : Input image, C1: Initialization contour of global segmentation, C2: Initialization contour of local
segmentation,
Output: φ: Contour of segmentation result
1: Give the input image I and the initialization contour C1
2: Input RGB image is converted to grayscale image
3: while φi − φi−1 ≤ 0 do
4: Compute the c1 and c2 for the given contour by using (2) and (3)
5: Compute the energy minimization function of the global segmentation method by using (1)
6: Compute the gradient descent flow according to (5)
7: end while
8: Get the initial contour result of global segmentation method C2
9: while φi − φi−1 ≤ 0 do
10: Compute the log p1,x (I (y)) by using (7)
11: Compute the energy minimization function of the local segmentation method by using (6)
12: Compute the gradient descent flow according to (12)
13: end while
14: Return φ

The fusion mask is obtained by applying the CV-LGDF method to the image. The input
RGB image is segmented into object and background regions using the fusion mask, as
demonstrated in Fig. 2. According to the white and black information of the fusion mask, the
bright regions have been labeled as the object region and the dark regions have been labeled
as the background region.

3.2 Image enhancementmethod

Image enhancement improves the quality and information of an image by adjusting its contrast
and brightness. We propose a novel image enhancement method based on the AGC method
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Fig. 2 Image segmentation method (a) input image, (b) fusion mask, (c) object region, (d) background region

in HSI color space, which effectively enhances the contrast and brightness of the image. The
block diagram of the AGC-based enhancement method is given in Fig. 3.

After the input image is segmented into object and background regions, image enhance-
ment is applied to the regions. These regions are converted to grayscale images to calculate
the exposure threshold value. Then the exposure threshold values are calculated for the
object and background regions of the image, respectively. Hanmandlu et al. [12] introduced
an exposure threshold value to determine underexposed or overexposed image levels in the
image. This parameter is normalized in the range of [0, 1]. The optimal exposure value is 0.5.
Regions are categorized as overexposed where the exposure value exceeds 0.5, while regions
with exposure values lower than 0.5 are underexposed. The exposure threshold function is
expressed as follows [12]:

exposure = 1

L
×

∑L
k=0 h(k) × k∑L

k=0 h(k)
(15)

where, k is the image gray level value, h(k) is the image histogram, and L is the total gray
level number of the image. The exposure threshold value is used to set the gamma correction
parameter in the proposed method.

Histogram stretching (HS) is an effective technique to increase the contrast by stretching
the intensity values of the image [9]. In this paper, the histogram of the image is performed
by redistributing the intensity values within the range of [0-255]. The HS is appiled to the
R, G, and B color components of both regions of the image, respectively. The HS function
is used in the R color component is defined as follows:

R′(x, y) = R(x, y) − Rmin

Rmax − Rmin
× 255 (16)

where, R and R′ defines the input image and HS applied image, respectively. (x, y) indicates
the position of the pixel. Rmax and Rmin are the maximum andminimum values of the image,
respectively.

Fig. 3 Block diagram of the proposed AGC-based enhancement method
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After HS is performed on all color components for expanding dynamic range, the RGB
color space is converted to HSI color space as expressed in (17):

[H(x, y), S(x, y), I (x, y)] = T HSI
RGB

[
R′(x, y),G ′(x, y), B ′(x, y)

]
(17)

where, T HSI
RGB is color space transformation. Hue (H ), saturation (S), and intensity (I ) com-

ponents are expressed as follows:

H(x, y) =
{

θ if B ′ ≤ G ′

360 − θ if B ′ > G ′

θ = cos−1
{ 1

2 [(R′−G ′)+(R′−B′)]
[(R′−G ′)2+(R′−B′)(G ′−B′)]1/2

S(x, y) = 1 − 3 × [
min

(
R′(x, y),G ′(x, y), B ′(x, y)

)]
R′(x, y) + G ′(x, y) + B ′(x, y)

I (x, y) = R′(x, y) + G ′(x, y) + B ′(x, y)
3

(18)

The I is the intensity component that affects the contrast and brightness of the image. I
color component directly affects the quality of the enhancement. In this paper, the I com-
ponent is enhanced to obtain effective and natural contrast and brightness adjustment in the
image by using proposed AGC method.

The gamma correction is defined as follows:

T (l) = lmax

(
l

lmax

)γ

(19)

where, lmax , represents the maximum intensity, l denotes the intensity of each pixel of the
input image. γ defines the gamma correction parameter. The γ parameter selection affects
the quality of the image.When γ > 1 will be caused low brightness in the image. On the
contrary, γ < 1 will be caused high brightness in the image [10, 38]. Thus, the γ value is
chosen effectively for each regions. In this paper, AGCmethod is applied that the γ parameter
value is calculated with the weighted cumulative distribution function (cd fw(l)). The AGC
method is defined as follows:

AGC(l) = lmax

(
l

lmax

)cd fw(l)

(20)

cd fw(l) is expressed as follows:

cd fw(l) =
lmax∑
l=0

(
pd fw(l)∑lmax

l=0 (pd fw(l))

)
(21)

where, pd fw(l) is weighted probability density function. This function is implemented to
reduce the negative effects when the histogram of the image is changed. pd fw(l) is defined
as follows:

pd fw(l) = pd fmax ×
(

pd f (l) − pd fmin

pd fmax − pd fmin

)w

(22)

where, pd fmax , pd fmin and w are the maximum probability density function (pd f ), mini-
mum pd f , and the adjusted parameter, respectively.
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The proposed method calculates the w value independently for each segmented region.
Since the object region is bright than the background region, in the proposed AGC method,
the exposure threshold value (exposure) of the object region is chosen as the w value.
However, since the background region is dark, by considering the calculated exposure value
of the background region, (1 − exposure) is selected as the w value. Thus, effective value
selection is provided for the parameter of the weighted pd f in each region. The pd f is
described as follows:

pd f (l) = nl
M × N

(23)

where, nl is the number of pixels of the image, M and N are the image dimensions.
After theAGC enhancementmethod is performed on the regions, the regions are converted

toRGBcolor space. The proposedAGCmethodhas obtained enhancement that reveals details
in the object and background region of the image. The pseudo code of the AGC method is
given in Algorithm 2.

Algorithm 2 Image Enhancement Method
Input: Iin : Input image
Output: Iout : Output image
1: Get the input image Iin
2: Convert Iin to grayscale image.
3: Calculate the exposure threshold value of the grayscale image according to (15)
4: Apply HS to R, G, and B color component of the Iin respectively, according to (16)
5: Convert RGB color space to HSI color space according to (17)
6: Apply the AGC enhancement method to I color component of the image acoording to (20)
7: Convert HSI color space to RGB color space according to (17)
8: Output image Iout

3.3 Fusion of enhanced regions

The enhanced regions are combined using the fusion mask, and a fusion image is obtained
in this method, as shown in Fig. 4. The enhanced object region image is multiplied by the
fusion mask, and the enhanced background image is multiplied by the negative fusion mask.
Then, the obtained images are aggregated and an enhanced image is obtained. The fusion of
enhanced regions is described as follows:

Ifusion = m × Iobject + m′ × Ibackground (24)

where, Ifusion, Iobject and Ibackground are the fusion image, enhanced object region and
enhanced background region, respectively.m andm′ are defined as fusion mask and negative
of fusion mask, respectively.

In order to provide effective contrast and brightness enhancement in the image, HE is
applied to the input image using the histogram map of the obtained fusion image. Thus,
artefacts of the HE are mitigated in the image. The novel image fusion-based method obtains
a natural and high-quality enhanced image. The block diagram the proposed ACM and AGC
based image fusion method is shown in Fig. 5.
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Fig. 4 Block diagram of image fusion method

4 Experimental results

This section describes the subjective and objective evaluation of the performance the image
enhancement methods on low-light images. The images and histograms shown in Fig. 6 are
selected from the LIME [11], NPE [37] and MEF [26] datasets. MSRCR [17], LIME [11],
NPE [37], MF [8], camera response model (LECARM) [32], fractional order fusion model
(FFM)method [7], a joint intrinsic-extrinsic priority model (JIEP) [3], the joint enhancement
and denoising method (JED) [31] are used for comparison with the proposed method. All
the experiments are performed using MATLAB R2020b on a personel computer.

Figures 7, 8, 9 and 10 show the visual comparison results and histograms of the Rock,
Cottage, Birds and Street images, respectively. It can be seen from the figures that MSRCR
method increases the brightness excessively in the images. Because the MSRCR method
evaluates only the reflection component of the image, it produces poor color fidelity and
low contrast in images. The histograms of the MSRC method have formed high frequency
distribution. LIME method enhances more effective the contrast in the image. However, it
occasionally causes brightness distortion and a halo in the image. The histograms of the
LIME method have shown the lowest frequency distribution.

NPE, MF, and JIEP methods exhibit more low contrast and brightness enhancement. NPE
method shows lower saturation and image quality. The MF method fails to enhance the
brightness of dark details and thus, creates artifacts in the image. The histograms of the NPE
andMFmethods have formed a dense frequency distribution. JIEPmethod reveals regions of
the images. On the other hand, it is less effective in contrast enhancement on the image. The
FFMmethod shows a similar behaviour to theMFmethod.However, it fails to improve locally
in images containing multiple textures. The histograms of the FFM and JIEP methods have
created a similar frequency distribution. The LECARMmethod provides a balanced contrast
and brightness adjustment in the images. It effectively highlights the details in dark areas.
The histograms of the LECARM method formed the scattered frequency distribution. The
JED method obtains balanced brightness enhancement in images. On the contrary, JED has
a smoothing effect on the image, therefore it does not preserve details and edge information
in the image. The proposed method highlights regions of the image and obtains a natural
contrast and brightness enhancement. The histograms of the JED and the proposed methods
have produced a similar frequency distribution. However, the histograms of the proposed
method have shown sparse frequency distribution.

123



48448 Multimedia Tools and Applications (2024) 83:48437–48456

Fig. 5 Block diagram of the proposed ACM and AGC based image fusion method

In order to evaluate the performance of the proposed method, we use Blind/Referenceless
Image Spatial Quality Evaluator (BRISQUE) [27], Lightness Order Error (LOE) [37], and
Gradient Magnitude Similarity Deviation (GMSD) [8] metrics for the quantitative measure-
ment. BRISQUE is a spatial quality assessment metric for referenceless enhanced images.
The smaller value for theBRISQUEmetric indicates the better image quality. The comparison
results are given in Table 1.

According to the BRISQUE metric, the MF method performs well in Rock, Cottage
and River images, while the NPE method carries out well in Street images. The LECARM
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Fig. 6 Low-light images and histograms of the images used in the experimental study

method shows the best performance for the Tower image. The proposed method obtains the
best performance in Birds, Room, and Road images and gives the best average.

The LOE assesses the change in intensity values between the input and enhanced images
by comparing the lightness order of two pixels. The lower LOE metric value shows the
performace of the enhancementmethodwhich obtains less distortion andmore natural image.
The LOE results is given in Table 2.

The proposed fusion-based method outperforms all images except for the Rock image for
the LOE metric. In addition, it obtains the best average among the comparison methods. The
JIEP method shows the best performance on the Rock image.

The GMSD measures the gradient distortions between the input and enhanced images in
terms of image quality. The low GMSD value indicates that the enhanced image preserves
its naturalness and improves in quality. The GMSD results is given in Table 3.

JIEPmethod shows good performance in Rock and Room images according to the GMSD
metric. JED method carries out good performance in Birds image. FFM method performs
good performance in River image. The proposed method achieves good performance in
Cottage, Road and Tower images.

5 Conclusions

In this paper, a novel fusion-based image enhancement method, which combines CV-LGDF
segmentation andAGC enhancement, is proposed for low-light images. In the fusionmethod,
the image is separated into the object and the background regions with the fusion mask
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Fig. 7 Enhancement results and histograms of the Rock image (a) MSRCR [17], (b) LIME [11], (c) NPE [37],
(d) MF [8], (e) LECARM [32], (f) FFM [7], (g) JIEP [3], (h) JED [31], and (i) proposed method
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Fig. 8 Enhancement results and histograms of the Cottage image (a) MSRCR [17], (b) LIME [11], (c) NPE
[37], (d) MF [8], (e) LECARM [32], (f) FFM [7], (g) JIEP [3], (h) JED [31], and (i) proposed method
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Fig. 9 Enhancement results and histograms of the Birds image (a) MSRCR [17], (b) LIME [11], (c) NPE [37],
(d) MF [8], (e) LECARM [32], (f) FFM [7], (g) JIEP [3], (h) JED [31], and (i) proposed method
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Fig. 10 Enhancement results and histograms of the Street image (a) MSRCR [17], (b) LIME [11], (c) NPE
[37], (d) MF [8], (e) LECARM [32], (f) FFM [7], (g) JIEP [3], (h) JED [31], and (i) proposed method
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Table 1 Results of BRISQUE for the low-light images

Method Rock Birds Cottage Street River Room Road Tower Avg

MSRCR [17] 16.865 28.706 23.176 24.446 11.856 11.579 21.486 17.925 19.505

LIME [11] 10.676 40.077 25.392 9.726 7.887 10.571 28.473 17.585 18.798

NPE [37] 11.614 35.243 20.935 7.743 14.334 15.349 24.110 25.666 19.374

MF [8] 9.541 34.253 18.238 8.591 3.691 29.088 25.029 24.841 19.159

LECARM [32] 19.128 25.449 24.446 12.026 10.151 11.671 23.274 10.060 17.025

FFM [7] 13.670 34.836 27.494 12.149 16.747 33.502 17.226 10.643 20.771

JIEP [3] 19.459 29.459 23.910 10.038 10.596 19.327 20.315 21.562 19.333

JED [31] 27.181 32.012 24.883 9.536 25.766 31.028 23.656 30.827 25.611

Proposed 10.106 23.162 24.708 27.382 9.488 8.396 17.186 15.119 16.943

Table 2 Results of LOE for the low-light images

Method Rock Birds Cottage Street River Room Road Tower Avg

MSRCR [17] 1742.6 1835.0 1365.9 1702.8 2332.3 1572.1 2916.5 1853.2 1915.05

LIME [11] 1378.7 1097.5 1233.5 1378.5 1495.7 983.125 1001.1 1169.1 1217.15

NPE [37] 904.527 1385.2 669.583 985.146 2500.0 1431.6 632.106 685.260 775.324

MF [8] 556.589 314.376 468.795 484.072 562.832 540.395 430.529 540.333 487.240

LECARM [32] 662.099 122.331 510.979 544.075 592.295 259.467 592.623 465.223 468.637

FFM [7] 676.146 783.509 383.709 766.528 876.907 783.217 451.316 468.992 648.791

JIEP [3] 476.376 805.845 315.593 612.662 772.370 667.245 397.561 468.425 564.510

JED [31] 1009.9 755.405 475.868 1013.5 596.657 736.599 806.264 600.081 749.284

Proposed 580.350 319.033 5.356 351.477 242.845 11.085 389.241 12.130 238.940

Table 3 Results of GMSD for the low-light images

Method Rock Birds Cottage Street River Room Road Tower Avg

MSRCR [17] 0.277 0.255 0.245 0.243 0.172 0.299 0.211 0.223 0.240

LIME [11] 0.229 0.265 0.247 0.250 0.153 0.237 0.181 0.256 0.227

NPE [37] 0.135 0.236 0.162 0.152 0.101 0.218 0.091 0.150 0.155

MF [8] 0.133 0.194 0.160 0.136 0.085 0.195 0.081 0.143 0.140

LECARM [32] 0.182 0.192 0.177 0.181 0.108 0.216 0.082 0.167 0.163

FFM [7] 0.109 0.164 0.124 0.128 0.062 0.177 0.045 0.103 0.114

JIEP [3] 0.107 0.159 0.125 0.111 0.068 0.147 0.078 0.113 0.113

JED [31] 0.111 0.122 0.107 0.139 0.090 0.147 0.063 0.097 0.109

Proposed 0.143 0.225 0.103 0.207 0.175 0.169 0.028 0.095 0.143
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which is produced by the CV-LGDF method. After HS is applied to each region, regions are
converted to HSI color space. Each region is enhanced with the proposed AGC method, by
using the exposure threshold independently. The enhanced regions aremergedwith the fusion
mask. This method achieves an enhanced image in which the details highlight on the image.
The obtained image is transformed into RGB color space. Then, HE is performed on the input
image with the histogram map of the fusion image. In the proposed method, due to dividing
the image into regions and applying the enhancement according to the calculated exposure
threshold value of regions, over or under improvement of the regions have been highly
limited. The performance of the proposed fusion-based method is compared with the state-
of-the-art methods. Experimental results illustrate that the proposed fusion-based method
not only obtains natural contrast and brightness enhancement but also has a good effect on
detail recovery in low-light images. As a future work, the image can be segmented into more
than two regions, and the proposed method can be applied to each region. Additionally, the
method can also be performed in different color spaces.

Data Availability The datasets generated during and/or analysed during the current study are available from
the corresponding author on reasonable request.
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