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Abstract

Computer vision technology for detecting objects in a complex environment often includes
other key technologies, including pattern recognition, artificial intelligence, and digital
image processing. It has been shown that Fast Convolutional Neural Networks (CNNs)
with You Only Look Once (YOLO) is optimal for differentiating similar objects, constant
motion, and low image quality. The proposed study aims to resolve these issues by imple-
menting three different object detection algorithms—You Only Look Once (YOLO), Single
Stage Detector (SSD), and Faster Region-Based Convolutional Neural Networks (R-CNN).
This paper compares three different deep-learning object detection methods to find the best
possible combination of feature and accuracy. The R-CNN object detection techniques are
performed better than single-stage detectors like Yolo (You Only Look Once) and Single
Shot Detector (SSD) in term of accuracy, recall, precision and loss.

Keywords Object Detection - Chess Piece Identification - You Only Look Once (YOLO) -
Single Stage Detector (SSD) - Faster Region-Based Convolutional Neural Networks
(R-CNN)

1 Introduction

Automation is not a significantly developing subject in the field of computer science or the
domain of computer vision. Automating tasks has been the way for process optimization
for many years. In primordial times, senior executives in organizations would make plans
to perform a particular task. Once the workflow was all finalized, juniors would perform.
Computer-based algorithms and systems perform automation to save time and human cog-
nitive efforts. As a pervasive domain, computer vision uses automation, especially object
detection, in its various applications: picture retrieval, security, observation, computerized
vehicle systems and machine investigation.

Object detection facilitates automation in multiple ways like object identification, object
classification, item tracking, and attribute identification like colour, features, and fine
details of a particular object. While there are multiple use cases where object detection and

Extended author information available on the last page of the article

@ Springer


http://orcid.org/0000-0001-5113-0639
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-023-16736-5&domain=pdf

30046 Multimedia Tools and Applications (2024) 83:30045-30072

Fig. 1 Visual Illustration into feature mapping of bishop with other fellow chess pieces

image segmentation techniques of computer vision have contributed towards automation,
this research study focuses on chessboard mapping and chess piece identification- chess as
a game is very complex, with multiple pieces, each with unique abilities but very similar
features. The human eye might quickly identify these features but are abstruse an algo-
rithm. To preview the problem set, Fig. 1 shows the feature mapping of the chess piece
bishop [1] 2. It makes automation a comparatively simple task for algorithms like Artificial
intelligence, image segmentation or object detection. Researchers in the past have encoun-
tered these challenges and, to address the same, implemented computer vision techniques
like object detection- classification and image segmentations abstracts [3]. Thus, to auto-
mate a game of chess or provide players with a visual aid, some guided player assistance
is cardinal to implement computer vision methodologies. It is necessary to map the chess-
board and identify the discoverable paths for each position for chess player automation to
succeed. The second is identifying and classifying individual chess pieces and meta-tag-
ging their features, attributes, roles, and powers.

In the current application area- having input data from optical sensors for visual data,
mapping discoverable paths on the chessboard and differentiating between various chess
pieces are aspects of automating a chess game. Some sister techniques that could provide
cutting-edge technology to aid automation in chessboard include- facial expression detec-
tion techniques [4].

Many researchers in the domain of computer vision have identified this parallel- require-
ment of visual data, real-time processing, identification and mapping of specific features.
This parallel was leveraged to interchange techniques implemented in chessboard mapping
and face recognition. Both areas face similar challenges- lack of high-resolution input data,
the requirement for a robust framework to handle authentic images with noise, space—time
complexity issues that occur in a real-time application, lighting issues in input images,
feature similarity between different objects, the requirement of diverse data and extensive
training [5, 6]. Thus, chessboard mapping becomes cardinal- where image recognition
techniques are used to detect the on-board and vector areas as illustrated in Fig. 2.

A wide range of Convolutional Neural Network (CNN) algorithms are available for
object detection, along with hybrid techniques. Several categorization frameworks,
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Fig.2 This is a classical pre-
processing step in chessboard
mapping where green indicates
chessboard areas while blue
indicates vector areas

such as AlexNet and Inception, are effective for datasets containing extensive imagery
data. Most studies have favoured Faster R-CNN over other object detection algorithms
due to its superior performance, robust handling, and time—space complexity. In con-
trast to primordial object detection approaches like Histogram of Oriented Gradients
(HOG), Region-based Convolutional Neural Networks (R-CNN), Spatial Pyramid
Pooling (SPP-net) and Region-based Fully Convolutional Networks (R-FCN), Faster
R-CNN uses insight gained from region proposal networks rather than primordial
selection biased search. While Faster R-CNN might have an edge over other object
detection frameworks due to its high similarity index, complex real-time detection,
constant movement of chess pieces, human errors, difficulty tracking and detecting
slight moments, and compromised pixel distribution, it suffers from significant perfor-
mance degradation. Several competitive deep learning-based object detection frame-
works, including SSD and YOLO, are capable of handling real-time object detection
problems and have shown to be robust against human error and low-quality imagery
input [7].

The most common research dilemma that often creates an impasse is a low thresh-
old value might increase the recognition abilities of a wide range of objects, but the
precision value drops exponentially. However, pushing a hard threshold value limits
the framework’s recognition abilities, but whatever objects fall under the threshold are
detected with precision [8]. A classical framework visualization of chess piece detec-
tion by applied object detection technique is shown in Fig. 3.

Another deliberate object detection technique is the Single Shot MultiBox Detector
(SSD), which provides compelling performance when used to identify small objects
and minor details like slight dislocation of an identified object [9]. Thus, its conditions
and temperament are perfect for chess piece identification. Its implementation proce-
dure is categorized into three gradations (1) Input imagery data undergoes segmenta-
tion to obtain multiple overlapped segments, (2) Each segment is then segregated and
processed one at a time into the SSD network, (3) The output segments are merged into
complete images in further two gradations, namely- sublayer segments are merged to
obtain original image backdrop then identified objects are then merged box vice, refer
to Fig. 4 for visual illustration.
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Fig. 3 Illustration of a classical framework visualization of chess piece detection by applied object detec-
tion technique
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Fig.4 General architecture of the various procedures and sub-procedures implementation of Single Shot
MultiBox Detector (SSD)

1.1 Objectives

This paper performs relatively better due to their deep learning capabilities, for the same
Single Shot Detector (SSD) and You Only Look Once (YOLO) can provide effective
results even when given noisy, a little blurred or degraded pixel distribution of imagery
data. But for the same reason, i.e. the deep learning roots and attributes, training such
models to reach a decent level of robust performance is challenging. A diverse, vast and
variegated training set is required. The complexity of the training set example is directly
proportional to the framework’s performance. Moreover, even with a decently diverse data-
set, other issues like the requirement of enormous computation abilities and time—space
complexity might not provide the prompt real-time input needed in real-world applications.
The real-time object detection problem sets have predefined threshold parameters to dif-
ferentiate between objects to be detected and objects not to be detected. It adds further
complexities as recall and precision values are often hard to keep up under-explained cir-
cumstances. One must find a perfect balance between the threshold and precision-recall
values by hit-and-trial at multiple values and weighted parameters, which is contingent on
each framework.

1. In this paper, we compared the performance of the different types of object detection
algorithms, i.e. Multiple Stage detectors like R-CNN, Faster R-CNN (Faster Region-
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Based CNN) and Single Stage Detectors like Yolo (You Only Look Once), Single Shot
Detector (SSD).

2. The object detection algorithms are performed over publicly available real-world data-
sets.

3. The performance of the object detection techniques is co mpared based on accuracy.
The Faster R-CNN algorithm is performed over the other convolution neural network.

1.2 Paper organization

The rest of the paper is organized as follows- Section 2 discusses a detailed literature
review of object detection techniques and their contingent areas of applications with pub-
licly available real-world datasets via tabular other formats. Further, Section 3 shows the
methodology of the implementation process and proposed framework presented. The
numerical and empirical results are displayed and compared in tabular format in the Sec-
tion 4. Finally the paper is conclude in the Section 5.

2 Literature review

Object detection is a vast domain with a variegated application area and multiple imple-
mentation techniques. This section of the proposed study aims to elaborate, assay, com-
prehend and perform a comparative analysis of various classical and contemporary object
detection techniques and their contingent areas of applications with publicly available real-
world datasets [8, 10].

The process of identification of certain items, among others, then classifying them into
predefined labels such that each object has its unique set of attributes- entices within the
concept of object detection. Although there is a plethora of object detection, each with an
individual set of merits and demerits contingent on their area of application, implementa-
tion details and algorithm of choice- this study has categorized classical object detection
techniques into two significant gradations- (1) Region-based object detection techniques
and (2) Classification/ Regression-based object detection techniques [11]. The former-
Region-based object detection techniques follow a step-by-step procedure. Primarily each
input image is segmented into regions or areas of interest and then later graded into pre-
defined labels. In contrast, the latter- Classification or Regression-based techniques follow
a more wholesome approach instead of a serial step-by-step procedure, where image clas-
sification and item recognition is done within the same framework- adopting a compara-
tively suitable technique to avoid in-process noise and issues. Object labelling and feature
recognition in Region-based techniques is the last step, i.e. third gradation in serial order.
In classification or Regression-based techniques, item recognition and feature mapping are
performed within the unified workflow. Some techniques that are categorized are Region-
based techniques are- Region-based Convolutional Neural Networks (R-CNN), Spatial
Pyramid Pooling (SPP)-net, Fast Region-based Convolutional Neural Networks (R-CNN),
Faster Region-based Convolutional Neural Networks (R-CNN), Region-based Fully Con-
volutional Network (R-FCN), Feature Pyramid Networks (FPN), Deep neural mapping
support vector machine (DNMSVM) [12] and Mask Region-based Convolutional Neural
Networks are among few examples [9, 13, 14]. According to Fig. 5, various object detec-
tion techniques and their algorithms are graduated.
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Fig.5 A comprehensive gradation of various object detection techniques along with their various algo-
rithms

Second gradation- Regression or classification-based object detection techniques
include MultiBox, AttentionNet, G-CNN, YOLO, Single Shot MultiBox Detector,
YOLOV2, Deconvolutional single shot detector (DSSD) and Deeply Supervised object
detectors (DSOD). Recently Faster R-CNN was introduced, which amalgamates concepts
from Region-based techniques and classification-based item detection techniques [15-17].
While multiple variations of R-CNN have been introduced and implemented over the years,
a classical R-CNN framework can be categorized into the following steps- (1) Gathering
Input images, (2) Extracting regions from input images, (3) Wrapping extracted features
(4) Processing wrapped features via CNN filters (4) Categorize and classify gathered fea-
tures into predefined labels as illustrated in Fig. 6 [7].

A step-by-step Region-based framework consists of a double gradation procedure- emu-
lating the cognitive abilities of the human brain by identifying a region of interest (ROI).
Some related networks include [18-20]. Overleaf [21] implements CNN among multiple
models to gather insights about navigation-based object detection mapping features. Some

Aeroplane ? no.

- Person ? yes
S
TV monitor ? no,

4. Classify regions

2. Extract regions 3. Compute CNN features

Fig.6 The procedure of object detection via implementing R-CNN is elaborated as- (1) Gathering Input
images, (2) Extracting regions from input images, (3) Wrapping extracted features, (4) Processing wrapped
features via CNN filters, (4) Categorize and classify gathered features into predefined labels
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variations of R-CNN are elaborated. Table 1 presents a tabular comparison between Faster
R-CNN and other object detection techniques, including Faster R-CNN, R-CNN, SSD, and
YOLO.

Region-based Convolutional Neural Networks (R-CNN)- Multiple variations of CNN
have displayed multiple implementation-based applications that teach deep learning con-
cepts and their contingent architectures. But even though the performance of most of these
techniques was decent, most could not capture high-definition attributes and features. To
address this issue of scope and accuracy, R-CNN was introduced by [22] that gained much
attention due to its robust performance and accuracy with credentials like mean average
precision (mAP) of 53.3%, a 30% hike from classical CNN models on the PASCAL data-
set. Some gradations and specifications of the R-CNN are mentioned below.

a. Region Identification or Proposal: An essential preprocessing step in object detection is
to segment the input image into regions of interest or region proposals. R-CNN imple-
ments an elective search strategy to obtain around 2000 segmented regions of interest
for any input image. A classical bottom-up (BU) based technique is applied along with
proxy areas to use the search space and processing abilities more optimally.

b. Deep Feature Extraction based on CNN: This is the second gradation or step in the
R-CNN anatomy, also known as the wrapping phase, where the region segments or
region proposal obtained from the previous step are manipulated by wrapping, fixing or
cropping to fit the requirements of CNN model- which aids in extracting multi-dimen-
sional features for next step. High-resolution, robust and astute-performing attribute
visualization is obtained after utilizing CNN models’ multiple feature extraction filters.

c. Categorization and Localization: The extracted features and regions obtained from
the preceding steps are classified into predefined labels in this step. Support Vector
Machines (SVMs) are generally implemented for Region-based labelled classification.

Although the previous decade has witnessed path-breaking improvements and develop-
ments in object detection and item feature recognition in computer vision, certain limita-
tions are still considered open challenges [24]. This study has identified and collated such
loopholes contingent on the research paper, area of application and implemented dataset in
tabular form below as Table 2.

Researchers have very well recognized the issues elaborated above and have made mul-
tiple attempts to address these issues by proposing optimized techniques that amalgam-
ate multiple concepts to provide hybrid methodologies. Some examples include- Geodesic
object proposals [19] that can quickly solve the time complexity issue by replacing classi-
cal image segmentation techniques and graphs and performing geodesic-based graphing or
region segmentation instead. Time—space complexity issues that pertain to multiple hierar-
chical segmentations such that each segment belongs to a different group with an individu-
alistic set of features are solved by Multi-scale combinatorial grouping [29], which adopts
edge boxing techniques replacing time-consuming visual boxing methods. Some sister
techniques of edge boxing include DeepBox [28] and SharpMask [23].

Apart from the elaborated frameworks, techniques and methods, there are plenty of
other object detection techniques, each with an individualistic proposal and loss func-
tion implemented on a unique platform and using a particular programming language. An
overview of classical object detection and classification framework contingent on their
proposal, loss function, implanted platform and language is provided in tabular format as
Table 3.
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Other than techniques elaborated in tabular and textual format, some areas of continuous
optimizations are still an open challenge for researchers, like- handling the massive number
of annotated images with high pixel quality backgrounds without increasing time—space
complexity within limited computation complexity. To handle this issue of process opti-
mization with annotated images, [22] presented an algorithm for selection automation that
reduces time and effort spent on model training, testing and feature extraction, known as
an effective online algorithm (OHEM). Building on the same, the author [23] emulates the
concept of selected deep convolutional frameworks for region-specific classification with
networks like ResNet [27] and GoogLeNets.

Author [31] compared the seventeen-related models with the proposed model using six
publicly available datasets. The experimental section shows it generates the best results
by comparing the proposed model to other models based on area under the curve, recall,
precision, and F-measure. The author’s proposed approach includes videos from both a
local and a global perspective [32]. Eratosthenes Sieve engagement significantly enhances
clustering procedure performance. Qualitative and quantitative evaluations and complexity
computations are carried out to compare the proposed model’s performance with state-of-
the-art models.

Author [33] proposes a local-alignment-based FASTA method for summarizing events
in multi-view videos. A deep learning framework is used to extract the features to resolve
variations in illumination, remove fine texture details, and detect objects in a frame. Local
alignment of multiple video views is then used to capture interview dependencies among
multiple views. The frames with low activity are then extracted using object tracking.

Author [34] developed a novel method for detecting emotion by examining lip structure
over time. Analyzing the pattern with time using the recurrent neural network provided the
classification of emotions into six categories. Both qualitative and quantitative evaluations
are conducted to compare our proposed model with state-of-the-art models. The author
[35] approaches the problem of the automatic fingerspelling recognition system by utiliz-
ing the concept that the brain changes some information to perceive things efficiently. A
novel key-frame extraction technique is proposed to summarize the video lectures in real
time so that readers can get critical information [36]. Author [36] is compared to state-of-
the-art models both qualitatively and quantitatively.

The author [37] introduces a text-based query technique for summarizing and search-
ing events in multi-view videos on the cloud. The features of moving objects in frames
are extracted using a deep learning framework. A local alignment captures the inter-view
dependencies among multiple views of the video. An important challenge in American
Sign Language (ASL) is the recognition of dynamic hand gestures. 3-D CNNs, which can
recognize patterns in volumetric data like videos, are employed to solve the challenges of
dynamic ASL recognition [38].

Author [39] proposes a method for automatically extracting and recognizing a play-
er’s jersey number using optical character recognition (OCR). A hierarchical compu-
tation framework is presented to identify the player in an image that utilizes low- and
high-level vision features. A study by the author [40] indicates that multimedia content
over the cloud is better protected than existing approaches, where information cannot be
unwrapped within a reasonable timeframe. Numerous cryptographic algorithms, including
RSA, ElGamal, and Diffie Hellman, rely on unity. The author [41] proposes a technique for
detecting anomalies in crowded scenes that is efficient and rapid. A deep learning frame-
work (CNNs) is used to train our model using an advanced feature-learning technique. As
the initial stage of our network, we first rescale the small frame, then use a more com-
plex and deeper CNN to assess the remaining features of interest. The classical YOLO was
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introduced and implemented, and its various versions, like versions 1, 2, 3, 4 and 5, were
then created, each with its individualistic properties in Table 4.

The previous decade has seen variegated developments with the launching of various
versions of YOLO, each with individualistic capabilities, merits and limitations. It’s cardi-
nal to provide insights to describe each version.

3 Proposed methodology

The proposed methodology is discussed in this section. The proposed methodology is con-
sider three different types of improved deep-learning based object detection algorithms,
i.e. Multiple stage detectors like R-CNN, Faster R-CNN (Faster Region-Based CNN) and
Single Stage Detectors like Yolo (You Only Look Once), Single Shot Detector (SSD).

3.1 YOLO algorithm

Most object detection algorithm tends to identify or map objects based on Region-based
analysis, where the algorithm segments imagery data into multiple segments. Then, the
framework tends to search only in areas where the probability of finding objects is maxi-
mum. In either case, the algorithm analyses the imagery data in multiple passes instead
of identifying objects at once by viewing the whole image. Thus, You Look Only Once
(YOLO) analyses the complete image simultaneously for object detection instead of taking
multiple segments and iterations. YOLO is one of the fastest, simple and high-performing
algorithms due to its one-step process and easy-to-no training- saving time and space com-
plexity. Regression-based algorithms can be used on fresh images with processing capa-
bilities of 45 frames/second [29]. Some researchers also consider it an optimized extension
of Region-based convolutional neural networks. A classical neural network framework for
You Look Only Once (YOLO) with around eight layers of the convolutional neural net-
work is displayed in Fig. 7.

The detailed procedure of the You Look Only Once (YOLO) framework includes
extracts from a Region-based neural network but is implemented optimally. To gather con-
textual information about classes and image details, YOLO analyses the image during lim-
ited training and test sets by processing the complete image simultaneously. Due to the lack
of multiple iterations and robust procedures, its performance matrices are twice as effective
as classical R-CNN-based frameworks with half as many background networks.

The Backbone of Yolo is a Feature Pyramid Network (FPN) followed by the Yolo Head
consisting of 4 convolutional blocks, each concatenated with the backbone. Output from
each bottleneck layer in Yolo’s Head is passed through a convolutional layer for object
detection.

A single-stage object detection algorithm, YOLO v5, has three main components, as
shown in Fig. 8.

a. The backbone is used to extract essential features from the given input image. In YOLO
v5, the CSP (Cross Stage Partial Networks) are used as a backbone to extract informa-
tive feature maps from an input image.

b. A neck that is mainly responsible for generating feature pyramids. Feature pyramids
help models to generalize better on object scaling. Also, it helps to identify the same
object with different sizes and scales.
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Cor::el:tsion Convolution Convolution  Convolution
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Fig.7 A classical neural network framework for You Look Only Once (YOLO)

Conv2d
Overview of YOLOVS

3x3,
Conv(CBL) stride 2

3*
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Bottleneck Conb(CBL)

1x1,
Conv(CBL) stride 1

3x3, 3*
stride 2 Depth

Conv(CBL) Conv2d

1x1,
stride 1

Fig.8 Overview of Yolo v5 architecture

C.

Model Head that is used to perform the final detection part. It applies anchor boxes on
features and generates final output vectors with class probabilities, object-ness scores,
and bounding boxes.

Based on Fig. 8, input is fed into Yolov5 Backbone via the focus layer. This layer down-

scales the input resolution to match the rest of the model architecture and rearranges spatial
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Table 5 Architecture of Yolo

with FPN backbone is used, Layer Name Channels  Specifications

along with layer specification Focus Layer 64 kernel size=3X3
Convolutional Layer 128 Kernel size=3 X3, Stride=2
Bottleneck CSP 128 Depth=3
Convolutional Layer 256 Kernel size=3 X3, Stride=2
Bottleneck CSP 256 Depth=9
Convolutional Layer 512 Kernel size =3 x 3, Stride=2
Bottleneck CSP 512 Depth=9
Convolutional Layer 1024 Kernel size=3 x 3, Stride=2
SPP 1024 Kernel Size=5x5,9x%9, 13x13
Bottleneck CSP 1024 Depth=6

Deep Learning
Based Network

Input Image Processing Network MxM
Grid

Box 1

Box 2

Box 3

J anchors Box

Fig.9 Illustration of an input image processed into a deep learning network to obtain an MxM grid with
five boxes/anchors

data blocks into depth. It is followed by a convolution layer, which matches the number of
channels desired. After that, it is passed through the Bottleneck CSP layer, which is used
to improve learning by passing on an unedited version of the feature map. Table 5 below
gives the specification of each layer used in the backbone.

3.1.1 Box/anchor grid positioning of the input image

An input image is further segregated into grids and boxed as a preprocessing step in the
object detection gradation step. Primarily, this gradation includes making an imagery
grid of a size- M, making the complete grid’s size MxM and each grid’s size ’J’ boxes or
anchors. A deep learning network processes an input image into five boxes and anchors, as
shown in Fig. 9.

Post creation of anchors and an MxM grid, the predicted height and width of the out-
put image are obtained. The next step is calculating the confidence value for the output
image via the IOU of boxes. Each grid predicts *Pc’ conditional loss probabilities Pr(Classl
Object) is also obtained along with IOU. These values measure the model’s confidence in
predicting that the obtained box contains the object. The formulae denote it.
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Pr(Object) + IOU

The confidence value is directly proportional to the probability of the existing object in
the obtained box; the confidence value is zero if the object is not present in the obtained
box, and it is 1 if the object is present in the respective box. This principle is known as
bounding box prediction, gauged by Intersection Over Union (IOU) metric, as illustrated in
Fig. 10 below [13].

Apart from the implementation, as mentioned earlier, details of YOLO, another tech-
nique can exponentially increase YOLO'’s efficacy, i.e., Non-Max Suppression. This algo-
rithm covers one of the most common loopholes in object detection algorithms — detecting
the same object multiple times due to multiple iterations of detection schedules in multi-
ple regions. Non-Max Suppression reduces this by decreasing the frequency of predicting
boxes by finding the probability of most giant boxes and just deliberating it instead of all
boxes. After selecting this box- all other boxes are gauged for their prediction values, and
the box with the highest IOU value is selected. This process is repeated until all the boxes
get selected or suppressed, and we get our final bounding boxes [27].

3.2 SSD (Single Shot Detector)

Classical and contemporary object detection algorithm families like R-CNN clan and
YOLO, along with their various versions, provide higher values in accuracy matrices
but lack robustness and are not suitable for actual time application due to their extensive
time—space complexity requirement. On the contrary, Single Shot Detector (SSD) provides
optimal accuracy with limited time—space complexity. This subsection elaborates upon the
intricacies of SSD and its various versions [9].

The SSD framework consists of two primary components: the backbone model, a clas-
sical pre-trained convolutional neural network-based feature extractor, and a head responsi-
ble for precise object detection by implanting insights from the backbone model’s extracted
features. Many researchers in contingent models for object detection often manipulate the
backbone layers by introducing some modifications like extra convolutional layers, drop
layers, batch normalization layers, classification layers and fully connected layers to fine-
tune and provide optimized performance values. But in most cases, no significant modifi-
cations are made to the convolutional layers in the end — SSD Head to avoid complexities.
As the added layers move towards the SSD head, their size and number of convolutional
elements diminish progressively, thus preserving spatial complexity. Every layer in the

Fig. 10 Visual representation of
Intersection over Union (IOU)

Area of Overlap
Area of Union

loU =

Poor Good Excellent
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network has the capability and responsibility to detect the allotted number of features or
objects and then pass the obtained results to the subsequent layer towards the SSD head
via convolutional filters. This progressive decrease in convolutional neural layers across
the network results in a steep decrease in feature map size and depth increase, segregating
all layers into two categories- deep layers and initial convolutional layer filters. The unique
characteristic of the deep layer is responsible for manipulating large receptive domains and
producing abstract projections, making it optimal for robust large object detection problem
sets.

In contrast, initial convolutional layers can provide insights for small object detection
present in input imagery. This wholesome combination of deep and initial convolutional
layers provides optimal performance by providing semantic insights while preserving the
spatial structure of low-resolution images. The final findings from SSD are then interpreted
by bounding boxes and objects from various classes. Confidence prediction and accuracy
measurements are performed by multiple feature maps from multiple sizes that represent
various scales [21]. A classical Single Shot Detector architecture is illustrated below in
Fig. 11.

Most SSD techniques don’t use sliding window-based techniques; instead, they imple-
ment a grid-based technique with each grid cell to detect objects in variegated regions of
the input image. This methodology of the region-based techniques is very straightforward-
when each grid is searched for pre-labelled objects, and the detecting objects are then clas-
sified into predefined classes or labels. If no particular object is detected in a particular
grid, it is considered a background image by default. On the contrary, if multiple objects
exist in a single grid, other techniques like anchor box and receptive field exist. One grid
for each respective anchor or box is allotted, so assigned boxes or anchors are predefined
[4, 5].

3.3 Faster R-CNN (Extension of fast R-CNN)

Region-based Convolutional Neural Network is a classical and well-explored algorithm
that primarily segregates the image into multiple areas where in selective search algo-
rithm is applied to each segregated area [27]. In Faster R-CNN, the training area and
time—space complexity are reduced by implementing an ROI pooling layer within the

Extra Feature Layers
VGG-16 ( A \

gt Classifier : Conv: 3x3x(dx(Classes+4))

Classifier : Conv: 3x3x(6x(Classes+4))

74.3mAP
59FPS

Conv: 3x3x(4x(Classes+4)) [’}

l Detections:8732 per Class I
[ Non-Maximum Suppression

512
p——
Conv: 3x3x1024 Conv: 1x1x1024 Conv: 1x1x256  Conv: 1x1x128  Conv: 1x1x128  Conv: 1x1x128
Conv: 3x3x612-s2 Conv: 3x3x256-s2 Conv: 3x3x256-s1 Conv: 3x3x256-51

Fig. 11 A classical Single Shot Detector architecture
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convolutional neural network layer, such that each iteration of the algorithm recreates
about 2000 layers to reduce the total training time.

3.3.1 Classical framework of faster R-CNN algorithm

Thus, to reduce training time and space complexities, researchers and academies seg-
regate the procedure of R-CNN into two gradations- primarily being a deep convolu-
tional network coined as Region Proposal Network (RPM) with gradation two as Fast
R-CNN detector that is implemented in deliberated regions to reduce training time and
space- this provides it with an edge over fellow techniques when implemented in real-
time applications. The Region Proposal Network (RPN) first deliberates the input image
and provides a branched image with identified objects and background as output. Multi-
ple convolutional network filters generate proposals for Region-based object and back-
ground identification. Numerous convolutional neural networks with a window of JxJ as
introduced to extract features using the low dimensional feature extractor in the sliding
CNN network layers. A similar network is then replicated via two fully connected lay-
ers- a classification layer and a box-regression layer. There are multiple sliding win-
dows, so each window aids the segregation of numerous Region-based areas, where the
maximum number of possible region proposals is depicted by ’k. Next to this network
is the regression layer-also aids in feature prediction and object identification with 4xk
output metric. Each output metric contains k boxes with a bounding box as centroid and
output of 2xk classification layers. Each convolutional feature map of a size W X H has
W X H Xk anchors, as displayed in the network shown in Fig. 12 [19].

Although many budding researchers have implemented faster R-CNN networks and
have provided convincing results bust, it still has many limitations—the training data
and model used to train an ideal Faster R-CNN has predefined and tuned anchors, each
with a size of 256. But actual data sets are not pre-tuned and correlated, creating the
need for intensive dataset preprocessing [16].

classifier

proposals
I 2k scores ‘ [ 4k coordinates ] <mm  kanchor boxes
cls layer \ ’ reg layer ‘ i ‘

Region Proposal Network
”aulurc maps l 256-d
t intermediate layer

sliding window

conv feature map

Fig. 12 A classical illustration of Faster R-CNN Architecture
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4 Results analysis and discussion

This section discusses the results obtained from training our Object detection models. A
comparative analysis of the object detection algorithms such as Multiple Stage detectors
like R-CNN, Faster R-CNN (Faster Region-based CNN) and Single Stage Detectors like
Yolo (You Only Look Once), Single Shot Detector (SSD). These models use images as
input, detect objects in a single run, and can be deployed on a mobile device. In addition
to performing multi-stage object detection, Faster R-CNN provides cutting-edge perfor-
mance when it comes to accuracy.

A comparative analysis of Faster R-CNN, Yolo, and SSD algorithms are used the
Custom Chess Piece Dataset in Google Collaboratory Notebooks using Tensorflow
Object Detection API and Roboflow. It utilizes Tensorboard, an interactive tool by Ten-
sorflow, for visualizing the training and evaluation metrics. The graphical representation
is designed on the MATLAB 2020a. The Window 11 based system with 16 Gb RAM
and GTX GPU is consider for the execution.

4.1 Dataset

This paper modified the Chess Piece dataset from Roboflow Public Datasets according
to our requirements. We have kept the number of images intact, that is, 693. They are
RGB images with a size of 416 x416 pixels containing 12 classes at maximum in one
image (six of white & six of black), as displayed in Fig. 13.

There were originally 289 images in the raw dataset. Still, they have done preproc-
essing on the raw dataset like resizing each image to 416x416 auto orient and also
applied augmentation techniques like Flip (Horizontal), Crop (15% Max Zoom), Shear
(+6° Vertical & Horizontal), Hue (between -15°& 15°), Saturation (between -15% &
15%), Brightness (between -10% & 10%), Exposure (between -10% & 10%). These aug-
mentations are applied 3 times on the dataset making it 693 images. Then we split the
dataset into training (87%), Testing (8%), and Validation (5%) sets.

Fig. 13 A visual description

of the dataset used to imple- Gustomicre=sll| . Itl::port?ad
. . . " rou
ment various algorithms in the Pieces DataSet | Roboflow APT
proposed study
Y
Data Data
Preprocessing Data Spiliting Augmentation
Auth. Rotate & Flip, Brightness ,
Resize to 416 x Exposure
416 Saturation
v v v
600 Training 32 Vvalidation 55 Testing
Image (87%) Image (5%) Image (8%)
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4.2 Experimental results

Object detection requires multiple steps, making it difficult to implement in real-world
applications due to a lack of computation capabilities, in contrast to other techniques,
which are more accurate but require fewer computations. In this section measure the per-
formance of all three models based on their accuracy, precision, recall and classification
loss.

The Yolo v5 Model performance elaborate with its specifications and Tenor board
graphs with metrics like Object loss, mAP, Classification loss, Localization loss, RPN loss
& Box loss, on which the performance of algorithms are evaluated for a better understand-
ing. The proposed research venture and its contingent results in terms of graphical evalu-
ations, visual comparisons and their respective value descriptions of quantitative grounds
are described below in Fig. 14.

mAP (Mean Average Precision), in simple terms, we calculate it by taking the average
of Average Precision. As we know, object detection Algorithms predict bounding boxes
with their class labels. This metric is known as IOU, i.e. (Intersection Over Union). There-
fore, we calculate the recall and precision metrics of the algorithms using an IOU Thresh-
old. For example, mAP at 0.5 IOU means we have set 0.5 as the threshold value for IOU,
so if the value of the predicted bounding box is more significant than 0.5, it will be consid-
ered as True Positive (TP) else it will be classified as False Positive (FP). Similarly, mAP

- Ann £ 000 A AN 100 12 0O s Ann £ 000 " AN 1

2 00UK  B.UUUK U.UUK <.0UK ©.UUK £.VUUUK 0.UUUK U.OUK 19.00K S.0UK

mAP at 0.510U:-0.9631 mAP at 0.5-0.95I0U:- 0.6929

> AnN £ 000 A An 1 AR arn P,

2000k 6.000« 0.00k 00 8.00« 2,000k 6.000% 0.00k 14.00k 8.00k

Precision:-0.8732 Recall:-0.9723

(b)

Fig. 14 Results and performance matrices obtained for YOLO Algorithm with contingent optimal perfor-
mance and parameters
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Fig. 15 Graphical description of YOLO loss matrices
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VANV

Classification Loss Regularization Loss Localization Loss

Fig. 16 SSD loss matrices for training and test sets with three types of loss description

[0.5 — 0.95] depicts mean average precision for different IOUs ranging from 0.5 — 0.95,
varying at a step size of 0.05.

In the object detection domain, its cardinal to evaluate the loss matrices and their
respective values to gauge the accuracy of any technique. Loss matrices of the proposed
YOLO algorithm are displayed below in Fig. 15. SSD (loss metrics) and its contingent
graphical representations are depicted in Figs. 16, 17

The loss description of Faster R-CNN (Loss Metrics) for defined training, test and vali-
dation sets with three types of losses.

An average recall is also a numerical metric used to compare object detector perfor-
mance that can be calculated as 2 X the area under the recall-IOU curve. It is calculated by
averaging recall over all IOU ranging from [0.5 — 1.0].

Where o is IOU and recall (o) is the corresponding recall value. Classification Loss is

a simple weighted soft-max loss of the N’ number of classes. It tells how the model per-
forms regarding a

AR =2/ ¢ recall(o)do

classification task for each class. In our case, we need to classify chess pieces. Localiza-
tion Loss, as the name suggests, is a loss calculated between the actual values and the pre-
dicted (correction) values of the coordinates of bounding boxes that specifies how good
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Fig. 17 Elucidating the graphical representation of loss matrices for Faster R-CNN (a) Box Classifier: Clas-
sification Loss, (b) Box Classifier: Localization Loss, (¢) RPN Classifier: Localization Loss, (d) RPN Clas-
sifier: Object Loss

the algorithm is with the localization of objects. In the case of SSD, it is a smooth L1 loss.
Object loss in Faster- RCNN We use RPN to generate region proposals. So, we use Object
Loss, which tells us how good our model is when classifying whether the bounding box is
an object of interest. The same is true for Yolo (but we do not use it for optimizing RPN as
we do not have one).

4.3 Comparison of evaluation metrics of the proposed algorithms

Table 6 and Figs. 18, 19 below compares the algorithms we have implemented based on
standard parameters described above, like Object loss, mAP, Classification loss etc. All of
these metrics were analyzed and visualized in Tensor-board.

Table 6 Comparison of standard 15 Faster R-CNN YOLOV5  SSD
evaluation metrics of the

algorithms implemented

Localization Loss Train0.1186 0.02904 0.0517
Valid0.0925 0.02095 0.2198
Classification Loss ~ Train0.1037 0.01512 0.1951
Valid0.1041 9.1793x 1073 0.2708
mAP @ 0.5 IOU 0.9908 0.9631 0.9526
Average recall 0.7464 0.9723 0.6693
Object Loss Train 1.3798x 107 0.0429 NA
Valid 9.3018x 10 0.02089 NA
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Fig. 18 A graphical representation of comparison of evaluation metrics of the proposed algorithms
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Fig. 19 A graphical representation of accuracy values for faster R-CNN and its fellow techniques

Therefore, presenting the comparative analysis of the proposed technique along with
their metric values and numerical accuracy parameters obtained in validation, training
and test set. The box localization loss values obtained represent the respective values for
faster R-CNN, YOLO 5 and SSD, depicting the parameterized accuracy along with values
of Classification Loss, mAP value for 0.5 IOU, average recall, and object loss values for
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the proposed three techniques. SSD provides the optimal results with parametric values
of 0.0517 for box location, 0.2708 for classification loss, 0.9526 and 0.6693 for mAP and
average recall.

Figure-18 shows a graphical representation of accuracy values for faster R-CNNs with
existing techniques.

The accuracy comparison of an algorithm is critical to determining its performance,
as illustrated above in a graphic comparison between Faster R-CNN and some of its com-
petitors. The above algorithms are illustrated with accuracy values based on predefined
parameters.

5 Conclusion

This paper compares different types of object detection algorithms, such as Multiple Stage
detectors like R-CNN, Faster R-CNN (Faster Region-based CNN), and Single Stage Detec-
tors like Yolo (You Only Look Once), Single Shot Detector (SSD). The mobile device can
work these models and detect the objects in a single run. The multi-stage task object detec-
tion techniques are performed better than single-stage detectors like Yolo (You Only Look
Once) and Single Shot Detector (SSD) regarding accuracy, recall, precision and loss.

Faster R-CNN, Yolo, and SSD algorithms are compared using a Custom Chess Piece
Dataset, training them in Google Collaboratory Notebooks. These algorithms are intended
to correctly identify chess pieces and draw a bounding box near them using TensorFlow
Object Detection API and Roboflow. A confidence interval indicates how confident the
algorithm is about predicting their location on the board. The training and evaluation met-
rics are visualized with Tensorboard, an interactive tool provided by Tensorflow.
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