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Abstract
As a challenging issue in computer vision, crowd counting has been increasingly studied.
A convolutional neural network (CNN) is an effective system for handling crowd counting,
based on constructing a CNN to generate a high-quality density estimation map. However,
conventional CNN-based methods only consider the mapping from the crowd image to the
density map, neglecting reconstruction from the density map to the crowd image and the
impact of this reconstruction on the CNN performance. Here, we present a novel model
denoted a dual-CNN (DualCNN) to improve the conventional CNN performance on crowd
counting. Our DualCNN comprises a primal network for generating the density maps from
the crowd image and a secondary network for reconstructing the crowd image from the
density map. The two networks are trained through an iterative and alternating learning
process, and the performance of the final model is improved by considering the interactions
of the two networks. In addition, we introduce the attention mechanism into the dual network
to enhance the primal network robustness against the background influence of the crowd
image. The experimental results indicate that the proposed method significantly improves
the performance of CNNs in crowd counting.

Keywords Crowd counting · Dual network · Convolutional neural network

1 Introduction

Recently, rapid urbanization has resulted in rapid crowd gatherings, such as in squares,
stations and cinemas.Unfortunately, suchgatherings have led tomany stampede incidents [16,
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43]. For example, a crowd stampede occurred in Shanghai, China, on New Year Eve in 2015
and resulted in 36 deaths and 49 injuries. Accurately counting the number of people in
crowd images or videos offers great significance for crowd control and public safety [15,
67]. Techniques for crowd counting extend to related fields, including cell microscopy [17],
animal monitoring [12] and environment surveys [69]. In addition, two crowd distribution
(density) maps with the same number of people may greatly differ from each other as shown
in Fig. 1, where the crowd in the left image is mainly distributed at the top of the crowd
scene, while the crowd in the right image is mainly distributed at the middle of the crowd
scene. Furthermore, congestion may only occur in some patches of an image, and these
crowded places are at greater risk for stampede incidents. As shown in Fig. 2, most people
are congested on the side of the road; thus, alarm systems should pay more attention to
the real-time situation on the roadside. Therefore, it is meaningful to determine the crowd
distribution in a high-risk environment.

Many approaches exist for generating high-quality crowd density maps [28, 62], and con-
volutional neural network (CNN), which is widely used in human activity recognition [37],
disease monitoring [26, 38] facial expression recognition [51, 57] and event Summariza-
tion [24, 25], is one of the most frequently used approaches [14, 15, 43, 54]. CNNs have
been used as the mapping function to generate the density map from the crowd image and
estimate the crowd count from the density map. For example, Li et al. [34] introduced dilated
kernels to replace pooling operations to deliver larger reception fields and proposed a dilated
convolution neural network for solving the crowd counting problem, and Jiang et al. [21]
proposed a trellis encoder-decoder network (TEDnet) using multiple decoding paths to fuse

Fig. 1 The two images in the first row both contain 167 people in the ShanghaiTech Part_A dataset, while
they have quite different spatial distributions. Images in the second row show their density maps
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Fig. 2 People in this scene are mainly distributed along the road: (left) crowd image and (right) corresponding
density map

multiscale features and exploiting dense skip connections to sufficiently facilitate multiscale
feature fusion. Figure 3 provides the architecture of conventional convolutional neural net-
works for the crowd counting problem, where the ground truth density map is generated from
the crowd image with people heads annotated. The limitation with crowd-counting oriented
CNNs is that they typically only consider the mapping from the crowd image to the density
map, neglecting the reconstruction from the density map to the crowd image and the impact
of the reconstruction on the model performance.

To solve the above problem, we build a novel CNN-based framework that generates the
crowd density map from a crowd image and reconstructs the crowd image from the crowd
density map. The developed framework is intended to improve the performance of CNNs
for the crowd counting problem by considering the impact of the reconstruction. According
to the above consideration, a dual convolutional neural network (DualCNN) framework is
proposed to enhance model performance on the crowd counting problem. This framework is
inspired by the natural language processing (NLP) dual learningmethod [18], which uses one
agent to represent the model for the primal task and the other agent to represent the model for
the dual task, and then, it asks these agents to teach each other through a loop reinforcement
learning process.

Similar to the NLP dual learning method, the proposed DualCNN comprises two agents
(i.e., convolutional neural networks): the primal network executes the primal task, i.e.,
generating the density or distribution map from the crowd image, and the dual network
executes the dual task, i.e., reconstructing the crowd image from the density map. DualCNN
mainly differs from the NLP dual learning method as follows: the NLP dual learning model
achieves mutual translation between languages, and the two languages are equally important,
whereas DualCNN mainly aims to learn the crowd counting model with high precision and
focuses more on the performance of the primal network.

In addition, we observe that the background of the crowd image is an important factor for
testing the robustness of themodel since it is difficult to completely eliminate the interference
of the background on the performance of the model. Many convolutional neural networks
with attention mechanisms have been proposed for the crowd counting problem [31, 36, 59,
70, 78], where attention mechanism-based structures are designed for capturing/extracting
the features of the region of interest. In this paper, we also introduce the attention mechanism
into the proposed dual convolutional neural network framework tomake the framework focus
more on the foreground of the crowd image, thereby reducing the impact of the background
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of the crowd image on the proposed dual framework. Therefore, the contributions of this
paper are as follows:

During model construction, we observed that the background of the crowd image is an
important factor for testing the robustness of the model since it is difficult to completely
eliminate the interference of the background on the performance of the model. Many CNNs
with attention mechanisms have been proposed for the crowd counting problem [31, 36, 59,
70, 78], where attention mechanism-based structures are designed for capturing/extracting
the features of the region of interest. Here, we also introduce the attention mechanism into
the proposed dual convolutional neural network framework to make the framework focus
more on the foreground of the crowd image, thereby reducing the impact of the background
of the crowd image on the proposed dual framework. To summarize, the contributions of this
paper are as follows:

• We propose a novel dual learning framework comprising two convolutional neural net-
works: the primal network for generating the density maps from the crowd image and
the dual network for reconstructing the crowd image from the density map. The frame-
work iteratively learns the parameters of the primary network and the dual network and
improves the performance of traditional CNNs by considering the mapping from the
crowd image to the density map and the impact of the mapping on the primal network.

• We introduce the attention mechanism into the proposed dual learning framework to
make the framework focus more on the foreground of the crowd image, thereby reducing
the impact of the background of the crowd image on the framework; this further improves
the performance of the traditional CNN (i.e., the primal network) on the crowd counting
problem.

• We perform an ablation experiment to validate the effectiveness of the proposed frame-
work and the attention mechanism. A comparison with other advanced methods shows
that the proposed DualCNN achieves the lowest mean absolute error (MAE) and mean
square error (MSE). Three traditional crowd counting oriented convolutional neural net-
works were selected as the primal networks, and the corresponding experimental results
validate the robustness of DualCNN in improving the model performance on the crowd
counting problem.

The remainder of this paper is organized as follows: after presenting related work in
Section 2, Section 3 describes the proposed method; Section 4 presents the experimental
results; and, finally, conclusions are provided in Section 5.

2 Related work

2.1 Crowd countingmethods

The crowd counting problem has become increasingly important in computer vision technol-
ogy. Many approaches [1, 55] have been proposed to handle this problem, and these efforts
can be categorized into three levels, i.e., detection-based level, regression-based level and
density estimation-based level.

Detection-based level methods commonly assume that every entity can be detected with
a moving-window-like detector. Reported studies of detection-based approaches can be
grouped into two types: detection based on the whole body [29] and detection based on
the partial body [11]. For the former, the detector extracts low-level features from the whole
human body, such as Haar wavelets [13] and HOGs (histogram oriented gradients) [47].
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Then, the method identifies people using classifiers, such as random forest [29] and support
vector machine [56]. Therefore, approaches based on whole-body detection are mainly suit-
able for sparse crowd scenes and performs poorly on highly congested scenes due to crowd
occlusion. To address this problem, partial body-based detection methods are proposed to
count the number of people by detecting particular body parts, including the head and arms.

A limitation existing in detection-based level methods is that they are incapable to handle
crowd occlusions. To resolve this, regression-based level approaches [5, 33, 46, 48] learn the
regression of crowd image features to the crowd number using the following three steps: 1)
foreground extraction; 2) feature learning; and 3) counting regression. Novel feature extrac-
tion methods, including hybrid dynamic texture [2] and wavelet analysis [6], have been
employed to extract crowd foreground features for further consideration. For the feature
learning step, the detector identified effective features of the foreground features extracted in
the first step, such as crowd edge information, texture and perimeter. With respect to the last
step, the detector used regression methods, such as linear regression, ridge regression [65]
and Gaussian regression [35], to learn the mapping from the identified effective features to
the total number of people. Regression-based level methods alleviated the occlusion problem
of detection-based level methods; however, these methods forfeited localization capability
and thus could not perceive crowd distributions [21].

To solve the problem that regression-based approaches forfeit the ability to perceive crowd
distributions, density estimation-based methods [45, 50, 53] are proposed to generate a den-
sity map that reflects the crowd distribution and then estimate the number of people from
the density map. Many density estimation-based methods [4, 30, 49, 76, 77] have been pro-
posed, and those based on convolutional neural networks (CNNs) have received the most
widespread attention. For example, Zhang et al. [75] proposed a multicolumn convolutional
neural network (MCNN) model that provides flexible receptive fields by utilizing receptive
filters with different sizes across the columns. Li et al. [34] observed that a deeper single-
column network may outperform the MCNN and thus proposed a novel deep network called
CSRNet for the crowd counting problem. CSRNet is composed of two components: a conven-
tional CNN and a dilated CNN, where the dilated CNN uses dilated kernels to deliver larger
reception fields and to replace pooling operations. Jiang et al. [21] proposed a trellis encoder-
decoder network (TEDnet) that uses multiple decoding paths to fuse multiscale features of
different encoding stages and employs dense skip connections interleaved across paths to
sufficiently facilitate multiscale feature fusion. Liu et al. [32] proposed an end-to-end deep
network that combines features obtained by utilizing filters with receptive fields of different
sizes and learns the importance of each such feature at each image location. Vishwanath and
Vishal [59] applied attention mechanisms to enhance the features of the convolutional neu-
ral network and proposed a hierarchical attention-based network (HA-CCA) to accurately
estimate crowd density.

To resolve regression-based approaches forfeiting the ability to perceive crowd distribu-
tions, density estimation-basedmethods [45, 50, 53] were proposed to generate a densitymap
that reflects the crowd distribution and then estimate the number of people from the density
map. Many density estimation-based methods [4, 30, 49, 76, 77] have been proposed, and
those based on CNNs have received the most widespread attention. For example, Zhang et
al. [75] proposed a multicolumn CNN (MCNN) model that provided flexible receptive fields
by utilizing receptive filters with different sizes across the columns. Li et al. [34] observed
that a deeper single-column network may outperform the MCNN and thus proposed a novel
deep network called CSRNet for the crowd counting problem. CSRNet comprised two com-
ponents: a conventional CNN and a dilated CNN, where the dilated CNN uses dilated kernels
to deliver larger reception fields and to replace pooling operations. Jiang et al. [21] proposed
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a trellis encoder-decoder network (TEDnet) that uses multiple decoding paths to fuse multi-
scale features of different encoding stages and employed dense skip connections interleaved
across paths to sufficiently facilitate multiscale feature fusion. Liu et al. [32] proposed an
end-to-end deep network that combines features obtained by utilizing filters with receptive
fields of different sizes and learns the importance of each such feature at each image location.
Vishwanath and Vishal [59] applied attention mechanisms to enhance the features of the con-
volutional neural network and proposed a hierarchical attention-based network (HA-CCA)
to accurately estimate crowd density.

Here, we propose a novel dual framework based on a CNN that learns the network for
generating the density map from the crowd image and the dual network for generating the
crowd image from the densitymap. Themodel’s performance on the crowd counting problem
is intended to be improved due to favourable use of the interactions between the two networks.

2.2 Attentionmechanism

The attention mechanism of machine vision forces the model to more heavily consider areas
of interest and to ignore areas that contributeminimally to the final result. The attentionmech-
anism has been extensively applied to image subtitles [9, 60], visual question and answering
systems [3, 8, 64, 66], pose estimation [10], stock price prediction [27], classification [19,
40, 44, 63] and detection [39, 41, 42, 73]. For example, Xu et al. [64] proposed a novel spa-
tial attention architecture that aligns words with image patches in the first hop and obtained
improved results by adding a second attention hop that considers thewhole question to choose
visual evidence based on the results of the first hop. Chu et al. [10] incorporated CNNs with a
multi-context attentionmechanism into an end-to-end framework for human pose estimation.
Wang et al. [61] proposed a residual attention network (RAN) using an attention mechanism
that can be incorporated with a state-of-art feed forwards network architecture in an end-to-
end training fashion to improve the image classification performance. Hu et al. [19] proposed
compact squeeze-and-excitation (SE) block modelling interdependencies between channels
to boost the representational power of a network.

In crowd counting research, efforts have further improved the model performances by
introducing an attention mechanism. Vishwanath and Vishal [59] used the attention mech-
anism to enhance the characteristics of convolutional neural networks and proposed a
hierarchical attention-based network (HA-CCA) to accurately estimate crowd density. Zhang
et al. [74] proposed an attention neural field (ANF) that combined conditional random fields
and nonlocal attention mechanisms to capture multiscale features and large-scale dependen-
cies and enhance the network’s ability to handle large-scale changes. Furthermore, Zhang
et al. [72] proposed a relational attention network (RANet) that used both local and global
self-attention mechanisms to capture the interdependence information between pixels and
obtain more informative feature representations. Jiang et al. [22] proposed a scale attention
network that combined the density attention network (DANet) and the attention scale net-
work (ASNet). DANet provided ASNet with attention masks related to areas with different
density levels. ASNet first generated the density map and scale factors and then multiplied
them by the attention mask to output a separate attention-based density map. These density
maps are added to obtain the final density map.

The attention mechanism adopted here is used in the process of density map reconstruc-
tion. Since the mapping from the density map to the crowd map is not unique, the dual
network cannot restore a given density map to a different crowd map. Therefore, the atten-
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tion mechanism is introduced in the mapping process of the density map to map the relevant
density map to the corresponding crowd attention map.

2.3 Dual model

Because nearly monolingual data are available via the web, the dual-learning mechanism
was developed by He et al. [18] to leverage these data and boost the performance of neural
machine translation (NMT) systems. This mechanism is inspired by any machine translation
task having a corresponding dual task, e.g., English-to-French translation (primal) versus
French-to-English translation (dual). In the dual-learning mechanism, one agent represents
the model for the primal task, and the other agent represents the model for the dual task.
Then, they are trained to teach each other through a reinforcement learning process. Inspired
by the dual-learning mechanism, Yi et al. [68] proposed a novel dual model with generative
adversarial networks (DualGAN) that allows images from either domain to be translated and
then reconstructed by image translators.

The main differences between the dual convolutional neural network model proposed in
the paper and the above dual network are as follows: 1) The goals of machine translation
and DualGAN are to achieve inter-language translation and picture-to-picture conversion,
and the goal of DualCNN is to learn a high-precision crowd skill counting model, that is, to
pay more attention to the performance of the main model, thereby focusing on the impact
of the main model on reconstruction loss rather than the impact of the dual model; and 2)
The learning method used by machine translation and DualGAN is unsupervised learning,
and the DualCNN model is mainly used to realize the mapping of the crowd map (density
map) to the density map (crowdmap). The crowdmap and the density map have a one-to-one
correspondence, which belongs to supervised learning.

Themain differences between the dual convolutional neural networkmodel proposed here
and the above dual network are as follows: 1) The goals of machine translation andDualGAN
are to achieve interlanguage translation and picture-to-picture conversion, and the goal of
DualCNN is to learn a high-precision crowd skill counting model, that is, to better consider
the performance of the main model, thereby focusing on the impact of the main model on
reconstruction loss rather than the impact of the dual model; and 2) The learning method
used bymachine translation andDualGAN is unsupervised learning, and theDualCNNmodel
mainly realizes the mapping of the crowdmap (density map) to the density map (crowdmap).
The crowd map and the density map exhibit a one-to-one correspondence, which represents
a supervised learning system.

3 Proposed solution

Conventional crowd-counting orientedCNNsoften focus ongenerating a high-quality density
map and then estimating the number of people from the map. The proposed dual-learning
convolutional neural network (DualCNN) framework comprises one network for the primal
task to generate the density map from the crowd image (called the primal network) and
another network for the dual task to generate the crowd image from the density map (called
the dual network). Figure 4 shows the overall architecture and data flow of the DualCNN.

Let x ∈ X represent a crowd image and y ∈ Y represent the ground truth density map
corresponding to x. Themain task of the DualCNN is to learn the primal convolutional neural
network model CA : X �→ Y , mapping the crowd image x ∈ X to the corresponding ground
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Fig. 4 Architecture and data flow of the dual-learning convolutional neural network

truth density map y ∈ Y , while the dual task is to train an inverse model CB : Y �→ X ,
mapping y ∈ Y to x ∈ X . In the training process, DualCNN considers the mutual effect
between CA and CB to improve the performance of convolutional neural networks on crowd
counting.

We observe that the density map generated from the crowd image is unique while multiple
crowd images can be generated from a density map, i.e., there is a nonunique mapping from
the density map to the crowd map. Therefore, it is difficult to recover the crowd image from
a given density map, especially considering the restoration of the image background. In
this section, we introduce the attention mechanism presented in Section 3.3 to reduce the
influence of the crowd image background.

We observe that the density map generated from the crowd image is unique, and multiple
crowd images can be generated from a given density map, i.e., there is a nonunique mapping
from the density map to the crowd map. Therefore, it is difficult to recover the crowd image
from a given density map, especially considering the restoration of the image background.
In this section, we introduce the attention mechanism presented in Section 3.3 to reduce the
influence of the crowd image background.

3.1 Primal network

In the dual-learning framework proposed here, a primary goal is to improve the mapping
performance of the primal network (CA model) from the crowd image to the density map.
This mapping can be described as follows:

y = CA(x) (1)

where y is the density map predicted by network CA and x represents a true crowd image or
the crowd image obtained by dual network CB (refer to Section 3.2). Therefore, the primal
network is regarded as a dual model of the dual network, which maps the crowd image
generated by the dual network CB to a density map.

The proposed dual-learning framework primarily seeks to improve the performance of
the primal network (CA), which maps the crowd image to the density map. Our framework
requires training both the primal and dual networks, which results in slow training speed.
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Fig. 5 Architecture and data flow of the primal convolutional neural network

Therefore, we design a simple and easy-to-train convolutional neural network. Figure 5 shows
this architecture and data flow of the primal CNN, including two parts: a front and back end.
Similar to CSRNet [34], VGG-16 [52] (the last downsampling layer and the fully connected
layer are removed) is selected as the front end because of its strong transfer learning capability
and its flexible architecture for easily concatenating the back end for density map generation.
The corresponding parameters are initialized usingVGG-16 parameters trained on ImageNet.
The back end includes 6 convolutional layers, where the first and third layers are compression
layers with a kernel size of 1 × 1, a stride equal to 1, and a channel number equal to 256.
The second layer is a deconvolution layer with a deconvolution kernel size of 2× 2, a stride
equal to 2 and a channel number equal to 256 to expand the size of the density map. The
fourth layer is similar to the fifth layer, with a convolution kernel size of 3 × 3 and a stride
equal to 1. The difference between the fourth and fifth layers is that their channel numbers
are equal to 256 and 128, respectively. The last layer with a kernel size of 1× 1 and channel
number equal to 1 outputs the density map.

3.2 Dual network

The dual network (CB) of the proposed dual-learning framework reconstructs the crowdmap
from the density map, which is described as:

x = CB( y) (2)

where x is the true density map or the result predicted byCA and y represents a crowd density
map. The fundamental concept of the dual network (CB) is that the primal network proposed
in Section 3.1 can map the crowd image x to the density map y with high precision using (1)
if x can be reconstructed from the obtained density map y with high precision using (2).

As mentioned in Section 3.1, the proposed dual-learning framework needs to train both
the primal network and the dual network, which leads to a slow learning process. In addition,
the main purpose of crowd counting is to improve the performance of the primal network that
maps the crowd image to the density map, and therefore, the generalization performance of
the dual network (CB) does not need to be too high. For the above consideration, a relatively
simple convolutional neural network is designed as the dual network CB , as shown Fig. 6.
The dual network contains four convolutional modules, where each of the first two modules
contains 3 convolutional layers, and each of the latter two modules contains 2 convolutional
layers. The size of the kernel of all convolution layers is 3 × 3, and the stride equals 1. The
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Fig. 6 Architecture and data flow of the dual convolutional neural network

number of convolution kernels of the four convolution modules is 512, 256, 128 and 64. Each
convolutional module is followed by a deconvolutional layer with a kernel size of 2× 2 and
stride equal to 2 to enlarge the size of the feature map. Finally, a convolutional layer with
kernel size of 1 × 1, 3-channel outputs and a stride equal to 1 is used to output the crowd
image.

As mentioned in Section 3.1, this dual-learning framework needs to train both the primal
network and the dual network, which results in slow learning. In addition, the main purpose
of crowd counting research is to improve the performance of the primal network that maps
the crowd image to the density map. Therefore, the generalization performance of the dual
network (CB ) does not need to be excellent. Based on the above considerations, a relatively
simple CNN is designed as the dual network CB , as shown Fig. 6. The dual network contains
four convolutional modules, where each of the first two modules contains 3 convolutional
layers, and each of the latter two modules contains 2 convolutional layers. The size of the
kernel of all convolution layers is 3× 3, and the stride equals 1. The numbers of convolution
kernels of the four convolutionmodules are 512, 256, 128 and 64. Each convolutional module
is followed by a deconvolutional layer with a kernel size of 2 × 2 and stride equal to 2 to
enlarge the size of the feature map. Finally, a convolutional layer with a kernel size of 1× 1,
3-channel outputs and a stride equal to 1 outputs the crowd image.

3.3 Attentionmechanism

Limits in the proposed dual-learning framework (Section 3.2) are that although there is a
unique mapping from the crowd map to the density map, the mapping from the density
map to the crowd map is not unique, especially considering crowd images with differ-
ent backgrounds. For example, crowd images with the same population distribution but
different backgrounds show that existing density map generation methods based on head
annotation may generate exactly the same density map. However, the dual network pro-
posed in Section 3.2 cannot restore a density map to different crowd images. Therefore, it
is crucial to remove the impact of the image background on the performance of the dual
network.

The space-based attentionmechanism can effectively address this problem.We introduce a
space attention mechanism [59] into the dual network to reduce the impact of the background
on the model performance. The dual network with the attention mechanism is described as:

x = M � CB( y) (3)
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Fig. 8 Architecture and data flow of the dual model with an attention mechanism

where � is the multiplication of elements, and M is the mask matrix. The element value of
M equals 1 or 0, indicating the existence or absence of a head at the corresponding position.
Then, the recovery of the crowd density map from the result of the dual network introduced
in Section 3.2 is described as:

y′ = CA (M � CB ( y)) (4)

Figure 7 shows the dual network and data flow with the spatial attention mechanism,
where y represents the truth density map or the map resulting from the primal network.
Compared with the dual network introduced in Section 3.2, the dual network with the spatial
attention mechanism differs from the network without the spatial attention mechanism in
that the former uses the mask matrix x to remove the impact of the mask matrix. Figure 8
presents the dual-learning framework with the spatial attention mechanism.

3.4 Loss function

This section uses the notations in Section 3.1. Given the crowd image, density map and mask
matrix, (x, y, M), the proposed dual-learning framework learns CA and CB alternately,
learns CA by fixing CB and then learns CB by fixing CA. The learning process repeats until
convergence. The model CA is affected by the content loss and reconstruction loss, as shown
in Fig. 4; thus, the loss function used for CA is defined as

L A (x, y, M) = αL A−content (x, y) + (1 − α) L A−reconstruction (x, M) (5)

where α ∈ [0, 1] is a coefficient to adjust the relative importance of the content loss versus
reconstruction loss and L A−content and L A−reconstruction are the content loss and reconstruc-
tion loss of x, respectively. These parameters are defined as:

L A−content (x, y) = ‖ y − CA (x)‖22 (6)

L A−reconstruction (x, M) = ‖(x − CB (CA (x))) � M‖22 (7)

Let α = 1, then

L A (x, y, M) = L A−content (x, y) = ‖ y − CA (x)‖22 (8)
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From (8), the proposed loss defined as (5) degenerates into the loss of traditional convolutional
neural networks for crowd counting; therefore, it can be used for pretraining CA.

Similar to the loss function used for CA, the loss function for CB is defined as

LB (x, y, M) = αLB−content (x, y, M) + (1 − α) LB−reconstruction ( y, M) (9)

where α ∈ [0, 1] is a coefficient to adjust the relative importance of the content loss versus
reconstruction loss and LB−content and LB−reconstruction are the content loss and reconstruc-
tion loss of y, respectively. These parameters are defined as:

LB−content (x, y, M) = ‖(x − CB ( y)) � M‖22 (10)

LB−reconstruction ( y, M) = ‖ y − CA (CB ( y) � M)‖22 (11)

Similar to (5), let α = 1, then

LB (x, y, M) = LB−content (x, y, M) = ‖(x − CB ( y)) � M‖22 (12)

Therefore, (12) can be used for pretraining CB .

Algorithm 1 DualCNN.
Require: crowd images set X , ground truth set Y , and mask matrix M
1: initialize the parameters of CA , i.e., θA , using the parameters of VGG16 pretrained on ImageNet
2: initialize the parameters of CB , i.e., θB , using Gaussian with 0.01 standard deviation
3: repeat
4: for x ∈ X and the corresponding y ∈ Y do
5: dθA = ∂L A(x, y,M)

∂θA
//refer to (5)

6: fixing θB , update θA using Adam optimizer [23] with gradient of dθA

7: dθB = ∂LB (x, y,M)
∂θB

//refer to (9)
8: fixing θA , update θB using Adam optimizer [23] with gradient of dθB
9: end for
10: shuffle the crowd images set X
11: until convergence
12: return CA

3.5 Training procedure

Our DualCNN iteratively learns the parameters of CA and CB , which are the subnetworks
for generating the density estimation map and the crowd image, respectively, as defined in
Section 3.1. For each iteration, DualCNN learns CA and CB alternately by fixing CB and
learningCA and then fixingCA and learningCB . Algorithm1 shows the details of the learning
process of DualCNN.

The inputs ofDualCNNare the crowd image set X , the correspondingground truth (density
map) set Y and the mask matrix x. DualCNN first initializes the parameters of CA and CB

(Lines 1–2) and then iteratively learns model parameters until convergence (Lines 3-11). For
each iteration, DualCNN uses all training data, i.e., X and Y , to update the parameters of CA

and CB (Lines 4–9). Given a pair of crowd images and density maps, (x, y, M), DualCNN
learns CA and CB alternately: fixing CB and updating CA by minimizing (5) (Lines 5–6) and
then fixing CA and updating CB by minimizing (9) (Lines 7–8).
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Fig. 9 Representative crowd images of the ShanghaiTech dataset

4 Experiments

4.1 Datasets and experiment setup

We verify the effectiveness of the proposed method using two challenging datasets, Shang-
haiTech [71] and UCF_CC_50 [20]. ShanghaiTech is a large-scale dataset released in 2016,
and it includes Part_A and Part_B, each containing its own training and test sets. Part A con-
tains 482 imageswith highly congested scenes randomly downloaded from the internet, while
PartB includes 716 imageswith relatively sparse crowd scenes taken from streets in Shanghai.
Figure 9 shows representative pictures of the ShanghaiTech dataset. TheUCF_CC_50 dataset
contains 50 images with different perspectives and resolutions, and the number of annotated
persons per image ranges from 94 to 4543 (average of 1280). A 5-fold cross-validation is per-
formed following [20]. Figure 10 shows representative images of the UCF_CC_50 dataset.
The images of the two challenging datasets are directly used in this paper.

The front-end part of the primal network presented in Section 3.1 is initialized with the
parameters of VGG16 pretrained on ImageNet, and the back-end part and dual network
in Section 3.2 are initialized using Gaussian initialization with 0.01 standard deviation. In
addition, Adam [23] is used as the optimizer with the initial learning rate at 1e-5 and a 0.008
reduction every two iterations.

Fig. 10 Representative crowd images of the UCF_CC_50 dataset
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4.2 Evaluationmetrics

Evaluation metrics are essential for evaluating the effectiveness of algorithms. For the crowd
counting problem, the mean absolute error (MAE) and mean square error (MSE) are two
commonly used evaluation metrics, which are defined as:

MAE = 1

N

N∑

i=1

‖ygti − y predi ‖ (13)

MSE =
√√√√ 1

N

N∑

i=1

(
ygti − y predi

)2
(14)

where N is the number of test crowd images and ygti and y predi represent the ground-truth
result and predicted result for the i th test crowd image, respectively. Ci represents the esti-
mated count, which is defined as:

Ci =
L∑

l=1

W∑

w=1

cl,w (15)

where L andW are the length and width of the density map, respectively, and cl,w is the pixel
at (l, w) of the generated densitymap. Here, we useMAE andMSE to assess the performance
of the proposed DualCNN.

4.3 Ablation experiment

Here, we perform an ablation study to analyse the four configurations of the DualCNN on
the ShanghaiTech dataset [71]. Table 1 shows the results of the ablation experiment, where
the primal network is presented in Section 3.1, NDualCNN represents the proposed dual
convolutional neural network without an attention mechanism, and DualCNN represents the
dual network with an attention mechanism, as shown in Fig. 8. From Table 1, NDualCNN
reduces the MAE (MSE) of the Primal Network on Part_A and Part_B to 62.4 (97.4) and
7.9 (12.8), respectively. DualCNN further reduces the MAE (MSE) of NDualCNN on Part
A and Part B to 59.7 (96.5) and 7.1 (11.1), respectively.

4.4 Experimental results

This section presents the experimental results of the DualCNN compared to Switch-
CNN [50], CP-CNN [53], IG-CNN [49], CSRNet [34], MCNN [75], SCAR [9], SANet [4],
MLCNN [22], CAT-CNN [7], PCC-Net [14], IA-DCCN [54], ic-CNN [58], SFCN [46] and

Table 1 Experimental results of
the ablation experiment on
ShanghaiTech

Mathod Part_A Part_B
MAE MSE MAE MSE

Primal Network 65.8 103.9 9.1 15.3

NDualCNN 62.4 97.4 7.9 12.8

DualCNN 59.7 96.5 7.1 11.1
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Table 2 Experimental results of the proposed method DualCNN

Method ShanghaiTech UCF_CC_50
Part_A Part_B MAE MSE
MAE MSE MAE MSE

Switch-CNN [50] 90.4 135.0 21.6 33.4 318.1 439.2

CP-CNN [53] 73.6 106.4 20.1 30.1 295.8 320.9

IG-CNN [49] 72.5 118.2 13.6 21.1 291.4 349.4

CSRNet [34] 68.2 115.0 10.6 16.0 266.1 397.5

MCNN [75] 110.2 173.2 26.4 41.3 377.6 509.1

SCAR [9] 66.3 114.1 9.5 15.2 259.0 374.0

ic-CNN [58] 68.5 116.2 10.7 16.0 260.9 365.5

IA-DCCN [54] 66.9 108.4 10.2 16.0 264.2 394.4

SANet [4] 67.0 104.5 8.4 13.6 258.4 334.9

MLCNN [22] 71.2 112.5 12.1 19.3 242.4 317.8

CAT-CNN [7] 66.7 101.7 11.2 20.0 235.5 324.8

PCC-Net [14] 73.5 124.0 11.0 19.0 240.0 315.5

SFCN [46] 64.8 107.5 7.6 13.0 214.2 318.0

COMAL [76] 59.6 97.1 7.8 12.4 231.9 333.7

DualCNN 59.7 96.5 7.1 11.1 213.8 313.9

COMAL [76] on the ShanghaiTech dataset and UCF_CC_50 dataset. Table 2 presents the
comparable results from these 13 methods.

Table 2 shows that DualCNN achieves the lowestMAE andMSE on ShanghaiTech Part_B
and UCF_CC_50 and achieves the lowest MSE on Part_A. Specifically, DualCNN outper-
forms the other methods on Part A in terms of the MAE and is outperformed by HA-CNN
in terms of the MSE. The MAE and MSE of DualCNN on Part B (UCF_CC_50) are 7.2 and
11.1, respectively, which are slightly better than those of the suboptimal model HA-CNN.
The MAE and MSE of DualCNN on UCF_CC_50 are 213.8 and 313.9, respectively, which
are lower than those of the suboptimal model CAT-CNN with 214.2 and 318.0 in terms of
MAE and MSE, respectively.

4.5 Robustness of dualCNN

To validate the robustness of DualCNN, MCNN [75], CSRNet [34] and HA-CCN [59]
were selected as the primal networks of the proposed dual framework. The correspond-
ing dual convolutional neural networks are named DualCNN-MCNN, DualCNN-CSRNet
and DualCNN-HA-CCN.

Because the MCNN includes two down-sampling layers with a kernel size of 2 × 2 and
stride equal to 2, the width and height of the mapped density map are reduced to 1/4 those
of the crowd image. Therefore, the dual network requires two deconvolution (upsampling)
layers with a stride of 2 to recover the size of the crowd image. In addition, MCNN uses one
input channel of the crowd image; therefore, the last layer of the dual network of DualCNN-
MCNN requires a 1×1 convolution kernel and one channel to output the rough crowd image.
Figure 11 shows the architecture and data flow of DualCNN-MCNN.
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Fig. 11 Architecture and data flow of DualCNN-MCNN

Table 3 shows the MAE and MSE of the models on the ShanghaiTech and UCF_CC_50
datasets.Weobserve fromTable 3: 1)DualCNNslightly improves the performanceofMCNN,
CSRNet and HA-CCN on dataset ShanghaiTech including Part_A and Part_B in terms of
measures ofMAE andMSE; 2) DualCNN significantly improves the performance ofMCNN,
CSRNet andHA-CCNonUCF_CC_50, specificallyDualCNN-MCNN (DualCNN-CSRNet,
DualCNN-HA-CCN) reduces the MAE and MSE of MCNN, CSRNet and HA-CCN by 60.5
(42.5, 25.0) and 96.7 (17.4, 33.6) respectively. These results indicate that the proposed dual-
learning framework can effectively improve conventional convolutional neural networks on
the crowd counting problem.

Table 3 shows the MAE and MSE of the models on the ShanghaiTech and UCF_CC_50
datasets. Table 3 shows that: 1) DualCNN slightly improves the performance of MCNN,
CSRNet andHA-CCNon the ShanghaiTech dataset, including Part_A and Part_B, in terms of
measures ofMAE andMSE; 2) DualCNN significantly improves the performance ofMCNN,
CSRNet andHA-CCNonUCF_CC_50, specificallyDualCNN-MCNN (DualCNN-CSRNet,
DualCNN-HA-CCN) reduces the MAE and MSE of MCNN, CSRNet and HA-CCN by 60.5
(42.5, 25.0) and 96.7 (17.4, 33.6), respectively. These results indicate that the proposed
dual-learning framework effectively improves the performance of CNNs for crowd counting.
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Table 3 Experimental results of ablation experiment on ShanghaiTech

Method ShanghaiTech UCF_CC_50
Part_A Part_B MAE MSE
MAE MSE MAE MSE

MCNN [75] 110.2 173.2 26.4 41.3 377.6 509.1

DualCNN-MCNN 105.7 164.2 20.5 34.0 317.1 412.4

CSRNet [34] 68.2 115.0 10.6 16.0 291.4 349.4

DualCNN-CSRNet 66.3 113.4 9.1 15.2 248.9 332.0

HA-CCN [59] 62.9 94.9 8.1 13.4 256.2 348.4

DualCNN-HA-CCN 61.3 92.4 7.5 10.2 231.2 314.8

Combining the experimental results, we conclude:

• The proposed DualCNN considers the reconstruction from the density map to the crowd
image and the impact of this reconstruction on the CNN performance. Therefore, Dual-
CNN shows high performance on the crowd counting problem and effectively improves
the performance of conventional CNN-based methods for the problem;

• we introduce the attention mechanism into DualCNN to enhance the primal network
robustness against the background influence of the crowd image, which furthermore
improves the performance of CNN-based methods on the crowd counting problem.

5 Conclusion and future work

In this paper, we presented a novel dual-learning network framework called DualCNN to
improve the performance of convolutional neural networks (CNNs) for crowd counting.
DualCNN comprises two sub-CNNs: one used for the primal task (i.e., generating high-
quality density maps from crowd images) and the other used for the dual task (i.e., generating
crowd images from density maps). DualCNN iteratively and alternatively learns the two sub-
CNNs, and it thus enhances the performance of conventional convolution neural networks on
the crowd counting problem by utilizing these network interactions. In addition, an attention
mechanism is introduced to further improve the performance of DualCNN by reducing the
impact of the background of the crowd image on the proposed dual framework. Experimental
results show that DualCNN significantly outperforms state-of-the-art methods on the crowd
counting problem.

We discussed how crowd maps with different backgrounds may result in the same density
map, but a density map can only map to a single crowd map. Therefore, a key to the success
of the dual network is to reduce the impact of the image background on the network for
the dual task, i.e., generating crowd images from density maps. The space-based attention
mechanism effectively addresses this problem, as discussed in Section 3.3. Therefore, one
future work of ours will be to design novel space-based attention modules that further reduce
the design impact of the image background on the DualCNN. In addition, only three deep
neural networks were applied here as candidates for validating the robustness of DualCNN
on improving the performance of other crowd-count oriented models. Consequently, more
experiments for validating the robustness of DualCNN are another possible future direction
of this work.
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