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Abstract
Human identification can be performed through various available biometric traits such as the 
face, iris, fingerprint, ECG, gait, and ear. Among them, face is one of the most popular and 
widely used biometrics. In the security domain, early warnings and the trace of suspects can be 
accomplished using face recognition. The contemplated augmentation projected an intelligent 
computational model for human recognition which is an ingenious melding of unsupervised 
outline and complex domain neurocomputing. The unsupervised framework of our proposal 
constitutes evolutionary fuzzy computations in complex domain. The supervised schema capi-
talizes on a complex domain neural network with higher-order neurons and resilient propaga-
tion algorithm. Trainable multiple stages are populated in this proposal for the estimation of 
recognition and classification. This proposal offers an intelligent performance on recognition 
and classification tasks. Comprehensive experimental analysis on the datasets of AR face, Pub-
Fig83, and Indian face evidenced the enhanced precision of the proposed model. Our model 
achieves an impressive accuracy range of 97% to 99% across all datasets. These results clearly 
demonstrate the superior performance of our approach, showcasing the dominance of the com-
bined unsupervised and supervised frameworks over other state-of-the-art methods.

Keywords  Supervised · Unsupervised · Face recognition · Human identification · Complex 
domain · Neural network · Fuzzy clustering · Evolutionary computation

1  Introduction

Advances in the direction of human identification [58] through face have been continuously 
growing. Although it is one of the old biometric traits, still it needs imperative advance-
ments. In the last two decades, it is highly investigated biometric [58]. The application 

 *	 Himanshu Sharma 
	 himanshu.sharma@gla.ac.in

	 Swati Srivastava 
	 swati.srivastava@gla.ac.in

1	 Department of Computer Engineering and Applications, GLA University, Mathura, India

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-023-16274-0&domain=pdf


14086	 Multimedia Tools and Applications (2024) 83:14085–14109

1 3

layout of human identification includes attendance access control, security, and finance, 
accessing control, smart cards, and surveillance. A comprehensive variety of models exist 
including single technique based as well as multiple technique based to estimate recogni-
tion and classification. This inspired us to implement a fast recognition system based on the 
unification of unsupervised and supervised outlines which can be considered as an innova-
tive approach in the field of face biometric systems. In this proposal, the notion is to take 
assistance from the virtues of both unsupervised and supervised learning. In this paper, 
an approach for face recognition is proposed using evolutionary fuzzy computations with 
complex neurocomputing. The projected model is robust to deal with images captured in an 
unconstrained environment. The proposed system offers enhanced recognition and classifi-
cation inferences by providing speedy convergence, reduced complexity, and better preci-
sion. The unsupervised module is fabricated with fuzzy computations supplemented with 
the evolutionary approach. Complex neurocomputing module employs the nonlinear neu-
ron model and efficient learning which presents improved learning competence of the net-
work. This boosted the performance of the neurocomputing module in turn strengthen the 
dominance of the overall model. In this proposal, multivariate statistical techniques provide 
low dimensional data which is input to the unsupervised framework. The complex evo-
lutionary fuzzy computation is incorporated by the complex Neurocomputing in an inno-
vative manner such that the outcome of the unsupervised outline establishes the structure 
of the neural classifier. The presented learning machine offered enhanced precision with 
low complexity and lesser learning cycles even in unconstrained situations. The proposed 
model has been intensely examined over AR face, PubFig83, and Indian face datasets.

The main contributions of the proposed work are:

•	 Feature representation using unsupervised linear mapping and supervised linear dimen-
sionality reduction technique.

•	 Design a model based on the consolidation of complex unsupervised and complex 
supervised frameworks with higher-order neuron and resilient propagation learning.

•	 Extensive experimental analysis has been conducted that illustrated the superior posi-
tion of the proposed recognizer among previous models on AR face, PubFig83, and 
Indian face datasets.

Figure 1 depicts the fundamental building blocks of the face recognition system. The cur-
rent necessity of security scenarios [34, 41, 67] still insists to design a robust system to deal 
with varied distinctions in face expression, orientation, postures, and brightness as shown in 
Fig. 2. Therefore, to develop an efficient and fast recognizer is the need of an hour.

The rest of this paper is organized as: An overview of earlier works towards hybrid 
models, classifiers, neurons, learning algorithms, and domain of implementation is pre-
sented in Section  2. Section  3 introduces the projected model. Experimental results are 
reported in Section 4 for different combinations of hidden neurons and learning algorithms. 
It also presents the ablation study along with the comparison with state-of-the-art which 
presented the superiority of our model. Finally, the work is concluded in Section 5 with 
some future directions.

Fig. 1   Basic Framework of the face recognition system
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2 � Related works

2.1 � Hybrid models

For face recognition systems, single technique-based methods [3, 66] work well for constrained 
settings. However, they are not efficient for the natural environment. It has been observed from 
literature that the systems based on multiple techniques work in a more efficient manner than 
unaccompanied technique-based systems. For example, Mantoro et  al. [48] used Haar Cas-
cades and Eigenfaces to recognize multiple faces with 91.67% accuracy. Shamrat et al. [38] used 
Principal Component Analysis (PCA) to analyze the features and speed up the robust features 
(SURF) technique for identification and claimed an almost similar recognition rate as in exist-
ing methods on the ORL dataset. The limited learning capabilities of PCA need to be addressed. 
Abuzneid et al. [1] presented an enhanced approach for face recognition based on the unification 
of multiple techniques like Local binary patterns histogram (LBPH) descriptor, multi-K near-
est neighbor (KNN), and back-propagation where they achieved competitive performance on 
benchmark datasets. Roh et al. [55] proposed a face recognition method based on fuzzy trans-
form and radial basis function neural networks (RBFNN) that analyze the distribution of data 
over the input spaces where they fail to optimize the fuzzy partitions. Gupta [31] used Discrete 
Cosine Transform (DCT) to reduce information redundancy which constructs a feature vector 
and used Neural Network (NN) for classification. Lukas et al. [47] proposed a method for face 
recognition where Discrete Wavelet Transforms (DWT) and Discrete Cosine Transform (DCT) 
are used for feature extraction and Radial Basis Function (RBF) is used for classification and 
achieved an 82% recognition rate. Rejeesh [54] proposed a recognition system where Adaptive 
Genetic Algorithm (AGA) is used to optimize the parameters. They used an Adaptive neuro-
fuzzy inference system (ANFIS) along with Artificial Bee Colony Algorithm (ABC) for classifi-
cation where training parameters are optimized for enhanced performance. All above mentioned 
syntheses aimed to provide better recognition. The system can be hybrid either at the technique 
level or data level such as a fusion of multi-modalities [50]. In continuation with hybrid systems, 
we proposed a method based on the unification of unsupervised and supervised frameworks.

2.2 � Classifiers

Researchers employed various classifiers in different classification models which include 
Sigmoid regression, naive Bayes, Support Vector Machine (SVM), decision trees, and 

Fig. 2   Sample variations in facial expressions, backgrounds, illumination, and postures
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NN [15, 44, 57, 59, 60]. Among them, the NN classifier is substantially noticeable for 
investigators due to its endowed upshots and extensive pertinency. In the NN classifier, 
we can enhance the performance at three levels: at the neuron level, at the learning algo-
rithm, and domain of implementation. Here we have worked on all three levels. A neural 
network with conventional neural structures works well with a large number of conven-
tional neurons to achieve the desired consequences. To reduce this requirement, we can 
move from traditional neurons to higher-order neurons.

2.3 � Neurons in neural network

For high dimensional input data, it cannot be predicted how long the neural network 
with conventional neurons will take for the learning process. Also, it requires a large 
number of hidden neurons and output neurons for convergence at a satisfactory level. 
For improved consequences and speedy convergence of conventional NNs, wide-rang-
ing attempts took place to evolute higher-order neurons. The attempts in this direction 
include pi-sigma [16, 17], quadratic neurons [21–23, 70] and other higher order neurons 
[64, 65]. The advancement of higher-order neurons is rising continuously. Its employ-
ment boosted the efficiency of many classification models. Higher-order neurons offered 
ingenious performance over conventional neurons [21, 70]. Although, the computa-
tional complexity increases with the engagement of higher order neurons the need for 
relatively very few neurons for the purpose indemnifies the aforesaid mentioned intri-
cacy along with boosted performance. Accordingly, we employed higher-order neurons 
in our proposal.

2.4 � Learning algorithms

The conventional NN employs a backpropagation (BP) learning algorithm [29, 33] 
which is less précised with unrushed convergence. With the outspread intention of 
researchers in the direction of performance progression, the resilient propagation 
(RPROP) learning algorithm came into portrait as an enhancement upon the backpropa-
gation learning. RPROP [14, 36] offers effectually speedy convergence and better preci-
sion compared to the BP algorithm. The indicated progression galvanized us to employ 
an RPROP learning algorithm with a higher-order neuron structure which would impart 
accelerated convergence with enhanced precision as compared to RPROP learning with 
conventional neurons. Performance can be further improved by implementing the net-
work in complex domain.

2.5 � Domain of Implementation

The real-valued NN has leading restrictions of lethargic convergence and the predicament 
of getting stuck into local minima. The real-valued classifier was dragged to the complex 
domain [51] for the sole purpose of enhanced performance. They offer to regulate robust 
nonlinear input-output mapping and superior estimation aptitude over conventional neu-
ral networks. A complex domain network better approximates the phase information as it 
is embedded in complex number. Complex domain implementation clipped the standstill 
probability and provide speedy convergence which has been proclaimed in [7, 39, 51]. 
The supremacy of complex-valued networks is contemplated in [28, 45, 64, 65, 68]. So, a 
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computational illustrative along with higher order neurons and fast learning algorithm in 
complex domain can give boosted performance. The complex-valued network overcomes 
the issues of a real-valued network by lessening the local minima predicament with accel-
erated convergence.

2.6 � Motivation

To overcome the limitations of existing face recognition methods and to achieve 
enhanced performance is the motivation of current work. We proposed a multiple tech-
nique-based framework that focuses on addressing the limitations of existing methods. 
First, for dimensionality reduction, eigenface-based algorithms are used in existing 
methods which have the limitation of weak learning capabilities. To overcome this 
limitation, we have used Fisherface which works better with large datasets having mul-
tiple classes where class separability is important while reducing dimensionality. Sec-
ond, for unsupervised learning, we considered fuzzy clustering as it is observed in 
studies that fuzzy c-means clustering performs comparatively better than the k-means 
algorithm. As in fuzzy clustering, a class may belong to more than one cluster, unlike 
k-means where the data point must exclusively belong to one cluster. The limitation of 
fuzzy clustering is its stochastic nature. To handle this limitation, we have used evo-
lutionary computation that can self-adapt to the search for optimum solutions. Third, 
for supervised learning, it is evident from studies that k- nearest neighbors (KNN), 
support vector machine (SVM), Random Forest, and logistic regression have limited 
classification accuracy for large training data. To enhance the performance, we elected 
neurocomputing for our proposal as large training data neural networks (NN) achieve 
sufficient accuracy. NN performs better than a support vector machine (SVM) when the 
number of features is higher than the number of training samples. These dominances 
of NN make it the most suitable classifier for our proposal. Thus, in our proposal, 
eigenface with fisherface archetype is used to extract the desired features from input 
images. Fuzzy c-means clustering along with evolutionary computation constitutes the 
unsupervised module to get the optimized fuzzy distribution. Lastly, neurocomputing 
is used in supervised module for classification.

3 � Unsupervised‑supervised integrated framework (USIF)

The proposed model is based on the novel assimilation of the complex-valued unsu-
pervised framework with complex-valued Neurocomputing. Our model accomplished 
the task of recognition and classification by employing eigenface, fisherface, complex 
fuzzy clustering with evolutionary computation, and a complex-valued neural net-
work. In studies, it is demonstrated that fuzzy clustering performs comparatively bet-
ter than the k-means algorithm. For labeled data in the proposed model, each class is 
assigned membership to one or more clusters. Consequently, a class may belong to 
more than one cluster, unlike k-means where the data point must exclusively belong to 
one cluster. Due to the stochastic nature of fuzzy clustering, the evolutionary scheme 
is taken into consideration. Evolutionary computation can self-adapt to the search for 
optimum solutions. An evolutionary fuzzy approach is a learning estimation that har-
monizes fuzzy logic with evolutionary computation. The approach aims to syndicate 



14090	 Multimedia Tools and Applications (2024) 83:14085–14109

1 3

the optimization and learning aptitudes of evolutionary and fuzzy computations. Thus, 
the unsupervised module of the presented model employs fuzzy logic further comple-
mented with evolutionary computation to encounter the optimal unsupervised distribu-
tion of input classes. This optimal solution is the result of the unsupervised outline 
of the proposed model. This upshot is the pertinent output used by the neural classi-
fier. This proposal elected neurocomputing for the classification module as it outper-
forms classical machine learning (ML) algorithms. From studies, it is evidenced that 
for large training data, neural networks (NN) achieve sufficient accuracy compared to 
the k- nearest neighbors (KNN) algorithm and Random Forest. Neural network models 
are more flexible as compared to Sigmoid regression. NN performs better than sup-
port vector machine (SVM) when the training features are higher in number than the 
training samples. These dominances of NN make it the most suitable classifier for our 
proposal. Thus, the virtue of each conception streamed in the proposed model devised 
the learning machine with speedy convergence, and improved error optimization with 
intensified recognition correctness. Figure 3 depicts the proposed Unsupervised-Super-
vised Integrated Framework (USIF). An uninvestigated amalgamation of complex 
unsupervised and complex supervised frameworks leads to an innovative model which 
systematically demonstrated its dominance over an extensive range of methods.

3.1 � Eigenface fisherface (EF) based feature representation

The anticipated computation of any computer vision system begins with dimension-
ality reduction. A lower dimensional subspace apprehends the spirit of correspond-
ing high dimensional data. Reduced input variables eventuate in a simpler predic-
tive model that may perform better when making predictions on new data. Hunt out 
an appropriate representation for multivariate data [20, 32, 63] is a vital problem in 

Fig. 3   Proposed Integration of Unsupervised and Supervised Frameworks
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computer vision. High-dimensional data is inefficient for any computation as it may 
be highly correlated and challenging to represent. The computation of the proposed 
model initiates with unsupervised linear mapping based on eigenvectors. In the com-
puter vision problem of human face recognition, an eigenface [18, 46] refers to the set 
of eigenvectors. The eigenvector corresponding to the highest eigenvalue preserves 
the maximum extent of variance of the original data. Each succeeding eigenvector 
has the next highest variance which is orthogonal to the preceding eigenvectors. The 
consequential vectors represent the uncorrelated data. Few uncorrelated features are 
extracted that contain maximum information sufficient to envision data in low dimen-
sional space. These uncorrelated features are then fed into the fisherface process [6, 
26, 35, 69] which delineates a hefty number of features onto a reduced dimensional 
space. Linear supervised approach for dimensionality reduction projects huge statis-
tics of features onto a low-dimensional space with erect class separability. When the 
goal is classification rather than representation, we go for minimizing within-class 
differences and maximizing between-class distances. Thus, the image dataset is con-
verted into fisher face vectors. This yields a reduction in computational cost although 
retaining the spirit of original data for expressive investigation. This low-dimensional 
data is then used in subsequent modules of the proposed model. Algorithm 1, to exca-
vate the relevant features of the image dataset, is presented below.

3.2 � Complex valued unsupervised framework

This module initiates with complex fuzzy-c-means (ℂFCM) clustering to which the 
entire dataset is provided as input. As shown in Fig.  3, complex fuzzy clustering is 
applied to the average training patterns of input data to conquer the fuzzy dispersal of 
input classes. This fuzzy division revealed the allocation of clusters to input classes. 
The optimized cluster cannot be attained by solitary fuzzy clustering due to its sto-
chastic behavior. Consequently, it results in, unlike partitions in different runs. The 
different populations establish an optimization problem. To acquire an optimized par-
tition among the number of attained divergent fuzzy distributions, evolutionary com-
putation is taken into consideration. To approximate the resolution of the indicated 
optimization problem, the fitness [43] of each discrete population is estimated. The 
population with the uppermost fitness value is preferred among all populations. This 
population will act like the initial population for the subsequent generation. This pro-
cess repeats for several generations until the difference between two successive dis-
tributions is within or equal to the specified threshold. Hence, the fuzzy distributions 
attained from the fuzzy algorithm are administered based on the survival of the fittest 
to catch the optimized division. This optimized distribution is the initial distribution 
for subsequent generation. The process lasts till the difference in distributions for the 
two generations is less or equal to the defined threshold. The distribution for the last 
generation is the optimal one. As discussed in Algorithm 2 for unsupervised module, 
this fuzzy optimal distribution is converted to crisp distribution. This is used as the 
target output for the complex supervised module of the proposed model. In an innova-
tive unification of unsupervised and supervised frameworks, the optimal distribution 
decides the assembly of the complex neural classifier. Before initiating the computa-
tions for the unsupervised outline, average training patterns of classes are computed 
which is a more compact representation.
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Algorithm 1:   EF Feature Representation
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Algorithm 2:   Complex Unsupervised Framework
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The mean pattern of q (q < B) training data for jth class is expressed as: xj =
1

q

�
∑q

k=1
xkj

�

 , 
where 1 ≤ j ≤ Q. The obtained matrix is X of size (Q × (Q − 1)). Transform X into complex 
X denoted as ℂX by using Hilbert Transform [40]. Thus, the complex average training pat-
terns will be used as input to the complex unsupervised framework of the proposed model. 
In this work, ℂ denotes a complex number and ℝ denotes a real number. Also, Ʀ and ξ 
denote the real and imaginary parts of a complex number respectively.

3.3 � Complex valued supervised framework

Complex neurocomputing is one of the segments channelized in the architecture of the 
proposed model. Algorithm 3 presented the steps involved in a supervised framework. In 
this work, the conventional summation aggregation neuron is denoted as SAN. Training 
of the network is accomplished according to the outcome of the unsupervised outline. 
Weights and biases modification for error optimization engaged the complex resilient 
propagation (ℂRPROP) algorithm. The effectiveness of ℂRPROP is further boosted with 
higher-order neurons [62] based on summation, radial basis, and their product. The clas-
sifier with complex higher-order neurons (ℂHON) and ℂRPROP lead to lessened com-
putational cost and speedy convergence with higher accuracy. The exploitation of ℂHON 
enormously diminishes the complexity of the proposed learning machine as very few 
higher-order neurons are adequate for efficient recognition and classification compared 
to conventional neurons. The ℂRPROP algorithm is used for error optimization which 
offers enhanced performance over both real and complex backpropagation learning.

The superiority of ℂHON accompanied by the fast-learning algorithm ℂRPROP holds a 
potential that enables the proposed method to provide an improved recognition rate with the 
lessened number of training cycles and speedy convergence. For computational congruity, the 
complex-valued input is more appropriate to be fed into the complex-valued neural network. 
Thus, the complex average training patterns ℂX will be used as input to the complex supervised 
framework of the proposed model. The trained model is then evaluated on the test patterns for 
classification and recognition. The trade-off between computational cost and number of neurons 
balances the computational cost. Hence, the use of higher-order neurons makes the system effi-
cient which offers enhanced classification with fast convergence.

Algorithm 3:   Complex Supervised Framework
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4 � Experimental results and analysis

4.1 � Datasets

We have evaluated our model on three widely accessible datasets:

AR face dataset  We have used the AR face dataset [49] to evaluate our model. It incorpo-
rates approx. 4000 images of 126 subjects. It contains images of 70 males and 56 females. 
Image acquisition took place in two sessions parted by a couple of weeks. 13 images per 
subject were captured in each session. One for each: Neutral expression, smile, annoy-
ance, yell, left light, right light, both lights, wearing glasses, wearing glasses with left light, 
wearing glasses with the right light, wearing a scarf, wearing a scarf with left light, wear-
ing a scarf with the right light. Thus, the images of a subject follow variations in brightness 
conditions, expressions, and occlusions. We used 80% and 20% of images for training and 
testing respectively. Database images of one subject are shown in Fig. 4.

PubFig83 Dataset  The second dataset under consideration to approximate our model is 
Pubfig83 [52]. This is a dataset of public face images scrapped from the web. It consists 
of nearly 60 K images of 200 people. Most of them are popular celebrities. This is a bulky 
dataset where images are acquired in wholly wild conditions without the cooperation of 
subjects. Due to the unconditional environment, images possess large divergence in pos-
ture, radiance, advent, scene, sensor eminence, imaging settings, and other parameters. Ini-
tially, the PubFig database was introduced containing two hundred subjects with an incon-
stant number of images. Later a subgroup of the original PubFig dataset entitled PubFig83 
was familiarized. It includes 8 K plus images of 83 subjects with unhindered diversities of 
appearance, stance, occlusion, lighting, and resolution. We used a PubFig83 version that 
was offered by [11]. 80% and 20% of images are selected for training and testing respec-
tively. Figure 5 shows some sample images from PubFig83 faces.

Indian Face Dataset  We have also used the Indian face dataset [37] (IITK dataset) to esti-
mate our model. It contains 11 images each for 40 distinct subjects including both male and 
female. Eleven images follow different facial orientations such as front, left, right, up, up 
towards left, up towards the right, and down, and different facial emotions such as: impar-
tial, happy, chuckle, and unhappy. The database with such wide deviations is a worthy facet 
to assess any model. The images are sized 640 × 480 with 256 grey levels. A few sample 
images are shown in Fig. 6. 80% of the database images are used in training while another 
20% of images are used for testing.

Fig. 4   Sample images of a subject from the AR face dataset. The first row represents the images from ses-
sion 1 and the images from session 2 are shown in the second row
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4.2 � Experimental setup

A three-layer network {L-M-N}(C) is used where the first layer has L = Q-1 inputs, 
the hidden layer has M ℂHONs, the output layer consists of N = Ω summation aggre-
gation neurons and C is the number of clusters which is equivalent to the number of 
associated networks. The inputs, weights, and biases in the network are all com-
plex-valued. The assumptions regarding weights and biases are as follows: wlm is 
the weight from lth neuron to mth neuron. Z = {z1, z2, …, zL} represents the input vec-
tor, Ws

m = {ws
1m, ws

2m, …,   ws
Lm} be the weights from inputs to summation part of mth 

ℂHON and Wrb
m = {wrb

1m, wrb
2m, …, wrb

Lm} be the weights provided to the radial basis 
part of mth ℂHON. W0 = {w01, w02, …, w0M} be the bias weights and  zm0 be the bias for 
M ℂHONs in the hidden layer. Wn = {w1n, w2n, …, wMn} represents the weights of hidden 
neurons to nth output neuron, B0 = {b01, b02, …, b0N} be the biases and zn0 be the bias for 
N complex summation aggregation neurons in the output layer. Table 1 summarizes the 
setting of hyperparameters.

4.3 � Quantitative analysis

We have conducted the performance evaluation of our model on a different combination 
of learning algorithms and hidden neurons: Real summation aggregation neurons with 
Real Backpropagation (ℝSAN with ℝBP), Real Higher Order Neurons with Real Back-
propagation (ℝHON with ℝBP), Real summation aggregation neurons with Real Resil-
ient Propagation (ℝSAN with ℝRPROP), Real Higher Order Neurons with Real Resil-
ient Propagation (ℝHON  with  ℝRPROP), Complex summation aggregation neurons 
with Complex Back Propagation (ℂSAN with ℂBP), Complex Higher Order Neurons 

Fig. 5   Sample images of a subject from PubFig83 face dataset

Fig. 6   Sample images from the Indian face dataset. The first row represents the variations of images for 
subject 1 while the second row represents the images for subject 2
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with Complex Backpropagation (ℂHON with ℂBP), Complex summation aggregation 
neurons with Complex Resilient Propagation (ℂSAN with ℂRPROP), Complex Higher 
Order Neurons with Complex Resilient Propagation (ℂHON  with  ℂRPROP). The 
proposed model has been evaluated both on Sigmoid and Tanh activation functions 
[42]. For each dataset, the projected model is trained on the average training patterns 
and evaluated on test patterns. Tables 2, 3, and 4 represented the results for AR faces, 
PubFig83 faces, and Indian faces respectively where we have observed the following 
consequences: First, a classifier based on the ℝHON and ℂHON offers improved pre-
diction precision in a considerably smaller number of training cycles as compared to 
ℝSAN and ℂSAN respectively for the same learning algorithm. Second, the accuracy 
precision of Tanh activation is superior that that of the Sigmoid function. Third, with 
a significantly fewer number of higher-order hidden neurons than conventional hidden 
neurons, the model achieved enhanced precision. While conducting the experiments, 
it has been observed that the number of hidden neurons, clusters, and preset mem-
bers boost the performance up to some level, afterward, no additional improvement is 
noticed.

In Tables  2, 3, and 4, the values of a number of hidden neurons, clusters, and 
preset members are corresponding to the best-obtained results. The results depicted 
the superiority of higher-order neuron-based classifiers over their conventional neu-
ron counterparts both in real and complex domain. We can observe that the accu-
racy attained for (ℂHON,ℂRPROP) variation is approximately 6% higher than that of 
(ℝSAN, ℝBP) variation of the classifier.

Table 1   Hyperparameters Setting Hyperparameters Value

Fuzzifier 4
Generalization parameter 4
Learning rate 0.0015
ℂRPROP learning initial step size 0.1
ℂRPROP learning increasing factor 1.1
ℂRPROP learning decreasing factor 1

Table 2   Accuracy of the proposed model for 12 clusters and 16 preset members on the AR face dataset 
with Sigmoid and Tanh activation functions

Boldface values represent the best results

(Hidden Neurons, 
Learning Algorithm)

Number of 
Hidden  
neurons

Learning Cycles Accuracy with Sigmoid 
Activation Function

Accuracy with Tanh 
Activation Function

(ℝSAN, ℝBP) 14 41,000 92.00% 92.70%
(ℝSAN, ℝRPROP) 14 25,000 94.20% 94.80%
(ℝHON, ℝBP) 6 30,000 93.80% 94.50%
(ℝHON, ℝRPROP) 6 20,000 94.70% 95.00%
(ℂSAN, ℂBP) 14 15,000 95.00% 95.20%
(ℂSAN, ℂRPROP) 14 8500 96.80% 97.00%
(ℂHON, ℂBP) 6 12,000 95.80% 96.20%
(ℂHON, ℂRPROP) 6 8000 97.40% 98.20%
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Table  5 presents the FAR and FRR values at different error thresholds for AR, 
PubFig83, and Indian face datasets. Figure  7a, b, and c shows the performance of 
our model on AR faces, PubFig83 faces and Indian faces grounded on FAR (false 
acceptance rate), and FRR (false rejection rate) [61]. The lower the values of FAR 
and FRR, the higher the efficacy of the system. The FAR and FRR are inversely pro-
portional. The FAR-FRR graph is plotted for different error thresholds which gives an 
Equal Error Rate (EER) [53] at the point of intersection. EER is a metric to evaluate 
a biometric-based identification system. Our proposed framework gives the EER of 
1.8%, 2.4%, and 1.2% for the AR face dataset, PubFig83 dataset, and Indian face data-
set respectively. Figure 7d, e, and f show the ROC curves [61] where FRR is plotted 
at different FAR values for AR faces, PubFig83 faces, and Indian faces respectively. 
Figures 8, 9, and 10 portray the results with Sigmoid and Tanh activation functions 
for AR faces, PubFig83 faces and Indian faces respectively. The depicted results show 
the supremacy of the Tanh function over the Sigmoid function.

Table 3   Accuracy of the proposed model for 12 clusters and 18 preset members on PubFig83 face dataset 
with Sigmoid and Tanh activation functions

Boldface values represent the best results

(Hidden Neurons, 
Learning Algorithm)

Number of 
Hidden  
neurons

Learning Cycles Accuracy with Sigmoid 
Activation Function

Accuracy with Tanh 
Activation Function

(ℝSAN, ℝBP) 18 45,000 90.60% 91.40%
(ℝSAN, ℝRPROP) 18 29,000 91.80% 92.10%
(ℝHON, ℝBP) 9 35,000 92.40% 92.80%
(ℝHON, ℝRPROP) 9 23,000 93.10% 93.30%
(ℂSAN, ℂBP) 18 19,000 94.20% 94.80%
(ℂSAN, ℂRPROP) 18 12,000 95.90% 96.60%
(ℂHON, ℂBP) 9 17,000 95.00% 95.20%
(ℂHON, ℂRPROP) 9 9000 96.70% 97.85%

Table 4   Accuracy of the proposed model for 12 clusters and 12 preset members on the Indian face dataset 
with Sigmoid and Tanh activation functions

Boldface values represent the best results

(Hidden Neurons, 
Learning Algorithm)

Number of 
Hidden  
neurons

Learning Cycles Accuracy with Sigmoid 
Activation Function

Accuracy with Tanh 
Activation Function

(ℝSAN, ℝBP) 15 40,000 92.00% 93.50%
(ℝSAN, ℝRPROP) 15 27,000 94.10% 95.80%
(ℝHON, ℝBP) 7 33,000 93.50% 95.10%
(ℝHON, ℝRPROP) 7 21,000 95.00% 96.50%
(ℂSAN, ℂBP) 15 18,500 95.40% 96.80%
(ℂSAN, ℂRPROP) 15 10,000 96.70% 98.20%
(ℂHON, ℂBP) 7 13,000 95.90% 97.40%
(ℂHON, ℂRPROP) 7 8000 97.80% 99.40%
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4.4 � Ablation study

Our proposed recognizer is an integration of unsupervised and supervised frameworks. 
Let T be the training set, Eigenface Fisherface (EF) is an algorithm for feature extrac-
tion, complex fuzzy-c-means (ℂFCM), and complex evolutionary computing (ℂEC) 
constitutes complex unsupervised framework, complex neurocomputing (ℂNN) referred 
to as a complex supervised framework. Different variants of the proposed model can be 
explained as follows:

Table 5   FAR and FRR values at different thresholds for AR, Pubfig83, and Indian face datasets

Error Threshold AR Pubfig83 Indian

FAR (%) FRR (%) FAR (%) FRR (%) FAR (%) FRR (%)

1 × 10−3 0.2 5.2 0.8 4.3 0.3 4.2
2 × 10−3 0.6 3.0 1 3.8 0.6 3.5
3 × 10−3 0.9 2.7 1.6 3.3 0.7 2.6
4 × 10−3 1.2 2.3 2.5 2.4 0.9 2.3
5 × 10−3 1.9 1.8 3.1 1.8 1 1.7
6 × 10−3 2.3 1.3 4.8 1.0 1.2 1.2
7 × 10−3 2.6 0.4 8.6 0.6 1.8 0.8
8 × 10−3 3.8 0.2 9.3 0.4 2 0.3
1 × 10−2 9.3 0.1 11.2 0.2 4.4 0.1
2 × 10−2 11.5 0 18.3 0 5.7 0
3 × 10−2 14.2 0 20.4 0 7.3 0

Fig. 7   First row shows FAR-FRR graphs which are plotted at different error thresholds. EER is obtained at 
the point where the graphs of FAR and FRR intersect (a) AR face dataset (b) PubFig83 dataset (c) Indian 
Face dataset. The second row shows the ROC curves where FRR is plotted at different FAR values (d) AR 
face dataset (e) PubFig83 dataset (f) Indian Face dataset
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(1)	 T + EF + ℂFCM: In this variant, after feature extraction, we only considered complex 
fuzzy-c-means clustering

(2)	 T + EF + ℂFCM + ℂEC: In this variant, we used complex fuzzy-c-means supple-
mented with complex evolutionary computing.

(3)	 T + EF + ℂNN: In this variant, we used only complex neurocomputing.
(4)	 T + EF + ℂFCM + ℂEC + ℂNN: This is the complete version of the proposed model 

where we incorporated a complex unsupervised framework (ℂFCM + ℂEC) with a 
complex supervised framework (ℂNN).

Tables 6, 7, and 8 represent the ablation tests for the AR face dataset, PubFig83 face 
dataset, and Indian face dataset respectively. The ablations study shows that the accuracy 
only with either unsupervised or supervised frameworks is significantly less than that of 
unification of both frameworks. Figure 11 represents the results of the ablation study for 
AR faces, PubFig83 faces, and Indian faces. There is a gain of 13% to 15% in accuracy for 
the complete version of the model when compared to the initial version which can be easily 
witnessed in Fig. 12.

Fig. 8   Accuracy of different 
variations of hidden neuron and 
learning algorithm for AR face 
dataset

Fig. 9   Accuracy of different 
variations of hidden neuron and 
learning algorithm for PubFig83 
face dataset
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Fig. 10   Accuracy of different 
variations of hidden neuron and 
learning algorithm for Indian 
face dataset

Table 6   Ablation tests for the 
proposed model on AR face 
dataset

Boldface highlights highest accuracy values

Variant Accuracy

T + EF + ℂFCM 82.13%
T + EF + ℂFCM + ℂEC 90.25%
T + EF + ℂNN 94.82%
T + EF + ℂFCM + ℂEC + ℂNN 98.20%

Table 7   Ablation tests for the 
proposed model on PubFig83 
face dataset

Boldface highlights highest accuracy values

Variant Accuracy

T + EF + ℂFCM 80.62%
T + EF + ℂFCM + ℂEC 89.80%
T + EF + ℂNN 93.00%
T + EF + ℂFCM + ℂEC + ℂNN 97.85%

Table 8   Ablation tests for the 
proposed model on Indian face 
dataset

Boldface highlights highest accuracy values

Variant Accuracy

T + EF + ℂFCM 85.76%
T + EF + ℂFCM + ℂEC 91.62%
T + EF + ℂNN 95.12%
T + EF + ℂFCM + ℂEC + ℂNN 99.40%
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4.5 � Comparison with state‑of‑the‑arts

This section presents the comparison of our model with existing methods. 5-fold cross-
validation is applied to each dataset and the consequences are averaged to evaluate the 
efficacy of the proposed model. In Table  9 we have compared our results with recent 
recognizers on AR dataset. We trained our model on average training patterns and eval-
uated on test patterns. The proposed model attains 2.01% higher accuracy than the best 

Fig. 11   Ablation Study for AR 
face dataset, PubFig83 dataset, 
and Indian Face dataset

Fig. 12   Ablation results for AR, PubFig83, and Indian Face Datasets
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result of the previous recognizer [10] on the AR dataset. Table 10 demonstrates the gain 
of approx. 2% in resulting accuracy over the best previous results obtained by model [5] 
on the PubFig83 dataset. Table 11 demonstrates the results obtained with the proposed 
model on the Indian face dataset where the gain of 0.41% is observed in accuracy over 
the best state-of-the results. The obtained accuracies for all considered datasets show the 
supremacy of the final version of the proposed model (T + EF + ℂFCM + ℂEC + ℂNN) 
over other versions of the proposed model as well as state-of-the-art methods.

5 � Conclusions and future scope

In this work, we proposed a face recognition model which is an integration of complex 
unsupervised and complex supervised frameworks. The eigenface with fisherface method 
is used to extract the desired features from input images. For unconstrained faces, robust 
and efficient fuzzy clustering is employed in unsupervised module. Evolutionary computa-
tion surpasses the stochastic nature of fuzzy clustering by enabling a self-adaptive search 
for optimal solutions which results in a cluster dispersal matrix. This outcome of the unsu-
pervised module is used for two purposes; (1) to decide the structure of the neural network 
(2) to train the networks. The network is built up on the ℂHON where error is optimized 
through ℂRPROP learning. The novel unification of complex unsupervised framework and 
complex domain neurocomputing illustrated better generalization than existing methods. 
To prevent the system from surplus computational complexity, the ℂHON is used only in 
the hidden layer of the network. Its use in the output layer can be considered as future work 
that will indisputably expand the performance of the model.
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