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Abstract
Image Synthesis (IS), an expansion to Artificial Intelligence (AI) and Computer Vision, is the
technique of artificially producing images that retains some specific required contents. An
adequate procedure to handle IS problem is to tackle it using the Deep Generative Models.
Generative Models are broadly utilized in numerous sub fields of AI and have empowered
versatile demonstration of perplexing scenarios including image, text and music. In this
paper, a particular class of Deep Generative model namely Generative Adversarial Networks
(GAN) has been considered to provide a way to acquire deep illustrations derived from
backpropagation signals and without the use of wide range of annotated training data. The
design of GAN architecture plays a key role in image synthesis and the motive behind this
paper is to analyse GAN architecture based on different variants of GANs with respect
to Image Synthesis. Furthermore, a compact categorization of GANs along with their key
features, pros and cons have been investigated to identify the research challenges in this field.

Keywords Deep generative models · Generative adversarial networks · Image synthesis ·
Computer vision

1 Introduction

Generative Adversarial Networks or simply GANs [14] are those class of generative models
that appear under the category of unsupervised learning in machine learning framework but
are trained in self-supervised fashion. It is a way of propagative modelling based on deep
learning methods involving Neural networks. GAN involves into the learning of the intricate
underlying data patterns in the input data distributions. Using this concept, one can generate
near similar examples or data distributions that are possibly identical or represents the same
semantic notion as that of the input data.
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1.1 Why GAN is important?

Crudely the foremost clue behind GAN is to use two neural networks namely Discrimi-
nator(D) and Generator(G) and make them participate against each other in order to gain
leverage over the quality of data generation. The purpose of the Discriminator is to distin-
guish the real and the fake data distribution, while the task of the generator is to create data
distribution that are nearly the same used in training. The value function used in GAN [14]
is defined as follows:

min
G

max
D

Ex∼pdata(x)[log D(x)] + Ez∼pz(z)[1 − log D(G(z))] (1)

In the above equation

– G(z) is the Generator’s Output for noise z.
– D(x) is the Discriminator’s Output for data x.
– D(G(z)) is the Discriminator’s output for G(z).
– E(x) is expected value over all data instances andE(z) is expected value over the random
noise.

The job of theDiscriminator(D) is to assign value toD(x) as close as to 1, since by checking
the original data it tries to maximize the score; while on seeing the data generated by the
Generator(G) it tries to minimize it, so it gives the value close to 0. The equation is tweaked
in order to maximize the overall value function. While the Generator(G) tries to minimize it,
thereby contrasting the Discriminator (D). Looking at it from Game Theory Perspective, the
setup of GAN is a contest amongst two neural networks Discriminator(D) and Generator(G),
where each of them is trying to surpass the other. Looking at the equation (1) and Fig. 1, we
may note that the objective of the Discriminator(D) is to maximize the above value function
while that of the Generator(G) is to minimize it.

The importance of the GAN lies in the fact that it finds its application in various areas such
as Computer Vision and Computer Graphics applications. Compared to other Generative
models such Variational Auto Encoders(VAE), GAN is able to handle estimated density
functions sharply, eliminating biases, the ability to generate required samples and congruity
with the neural architecture [14].

1.2 Usage of GANs in image synthesis

Various interesting utilization ofGANswhich captured awider landscape inComputer vision,
are listed out in this subsection. Although enumerations of applications can be exhaustively
large, the focus is kept on some important use cases only.

Fig. 1 Typical GAN architecture
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– Image to Image Translation: This is a difficult approach to map with the given source
image into the targeted image. This is done by the pix2pix GAN [20], which is based on
conditional adversarial network.

– Text to Image Translation: This is served by StackGAN [74] that can generate 256x256
photo-realistic image from the simple text description.

– Super Resolution: Photo-Realistic Super Resolution GAN or SRGAN [31]aims at gen-
erating images of high resolution from low resolution image.

– Image Blending: Image Blending is a composition technique as discussed in Gaussian
Poisson GAN or simply GP-GAN [70] that creates a blend between two images with the
help of mask intended for making fine adjustments between the source images.

– Cross Domain Image Generation: It defines the problem of mapping or more specifi-
cally translating image of one domain to another. In [65], the authors have discussed an
unsupervised approach for the problem aided with a GAN.

– Generating Anime Characters: Creating anime characters by making use of GAN
[21]can literally cut down the expenses of Game development firms and Anime produc-
tion houses.

1.3 Contributions

In this study, we have pursued to bring out applications of GAN in Image Synthesis from
its inception to get an overall view of the research landscape in the field of generative mod-
els. Existing studies primarily focuses on problems faced by GAN during training and loss
objective optimization, or study of various GANs with respect to a particular use case of
application. This investigation provides a brief, yet a panoptic glance of research application
and scope of improvement to the readers. It includes the necessary amount of exposure to
the utility portion of GAN pertaining to Image Synthesis and possible related fields. Finally,
this work targets to inspire the creativity aspect of the generative models for the researchers
around the globe. The prime objectives of this paper are:

– To present a wide-ranging review of the very recent GAN techniques based on their
categorization along with GAN variants and their key highlights in Image Synthesis.

– Identify various issues affecting GANs and the feasible solution to acquire a stable GAN
environment.

– Raise a few research queries related to GAN for future direction of work in the field of
image synthesis.

Therefore, in this paper, Section 2 depicts the background of GAN along with catego-
rizations of GAN. The key factors affecting GANs and the probable solutions to them has
been discussed in Section 3. Analysis of different variations of GANs specifically for Image
Synthesis has been discussed in Section 4 followed by discussion in Section 5. Finally, the
paper has been concluded with future direction of work in Section 6.

2 Background of GAN

For understanding the concepts of GAN, one has to go through the Deep Generative Models
[57] which forms the basis for the GAN [13].

123



21554 Multimedia Tools and Applications (2024) 83:21551–21581

2.1 Overview of generative models

These models provide a way of formulating data distributions in an unsupervised fashion.
Deep Generative Model has achieved a tremendous amount of momentum with the impro-
visation of deep neural architecture. The goal of any generative model is to gain an insight
in the underlying structure or pattern in the data distribution and therefore the key choice
for such goal turns out to be neural network for its capability of approximating any function
[38]. In other words, using neural networks it becomes easy for the generating models to
produce new samples that follows the same probabilistic distribution of the desired samples.
A rough classification of Generative Models is shown in Fig. 2. An explicit probability can
be maximized for Explicit Density Generative Models. On the other hand, Implicit Density
Generative Models depict a probability distribution across the location space of the data.
GAN comes under the Direct Implicit Density Generative Models where the capacity to get
samples from the probability distribution is often the indirect method of dealing with it. The
training procedure for GANs solely uses the model’s capacity to produce samples.

2.2 Structure of GAN

Generically, the Generative Adversarial Networks follow the principle of Two player Zero
Sum Game, where their objective is to maximize its own gain while minimizing the same
for the opponent, thereby justifying the adversarial approach for the learning. GAN was first
formally proposed by Goodfellow et al. [14], it has two components namely Discriminator
and Generator. The job of the discriminator is to classify the image data, whether it is real or
fake. On the basis of the genuineness, it assigns some score to it; while the generator seeks
to improve its performance by producing realistic images, in order to fool the discriminator.
Both of which tries to maximize and minimize the value function described in Equation (1).
The process continues until an equilibrium is reached. As described in [14], this is achieved
when data distribution of the real samples becomes equal to that of generated samples i.e.

Fig. 2 Broader Generative Model Taxonomy [13]
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pg = pdata . So ultimately forcing the discriminator to guess whether the image is real or
fake i.e. 50% chances of being either of the two.

2.3 GAN classification based on discriminator and generator

Authors in [71], have classified various types of GANs based on their Discriminator and
Generator. Although classification based on number of generators and discriminators may
give an idea of nature of task it intends to do, however it may not be adequate that one
architecture replicates the same behaviour in other problem description. Since our prime
objective is to provide a GAN categorization used in Image Synthesis and art generation,
GAN classification based only on Discriminator and Generator may not be sufficient to serve
our purpose.

2.4 Evaluation of GANs

The main difficulty of evaluating the performance of GANs is that one have no way to know
how good its performance is. The following evaluation methods are followed to check the
GAN performance.

– Layman’s Evaluation: Checking Training curve, tuning hyper-parameters, and evaluat-
ing predictions after fixed iterations. This is Naive and tedious way to do the assessment.

– FID based Evaluation: Introduced by Martin et al. [17] the Frechet Inception Distance
(FID) score is a statistic that determines how far apart feature vectors determined for
actual and artificially created pictures are from one another. The score enumerates the
statistics on computer vision aspects of the original pictures that were derived using the
Inception v3 model for image classification, and it compares the two groups. A perfect
score of 0.0 indicates that the two sets of photographs are identical, whereas lower values
show that the two sets of images are more similar or have more in common statistically.
Lower FID scores have been found to correlate better with higher quality photos when
used to assess the effectiveness of images produced by generative adversarial networks.

– IS based Evaluation: Tim Salimans et al. [59] came up with an objective metric for
assessing the calibre of generated pictures, especially artificial images produced by GAN
models, is the Inception Score, or IS for short. The inception score entails classifying
the produced pictures using a deep learning neural network model that has already been
trained for image classification [64]. The model is used to classify lots of produced
photos. In further detail, the likelihood of the image falling into each class is predicted.
The inception score is then calculated by adding together these predictions. The IS Score
checks for two important notions diversity and saliency of the produced results. Diversity
focuses to make sure we get samples from all the classes. And Saliency make sure the
produced images can be categorisedwith high confidence i.e., high scores corresponding
to one class only.

2.5 Extensive GAN categorization

In this subsection based on the fundamental concepts of Deep Generative Models, a broad
categorization of GAN has been prepared. GAN has been broadly classified in four types
namely: Loss Objective based, Regularization based, Architecture based and AdHoc Appli-
cation based. Fig. 3 shows the categorization of GAN.
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Fig. 3 Categorization of GAN

2.5.1 Classification based on loss objective

The Loss function are the key element in training of GANs, since they play a key role in
the process of optimization of GAN. They are divided into two category namely IPM [44]
and Non IPM based. In the former, the discriminator of the GAN, are subjected to certain
constraint i.e. a certain group of Functions [22], as in Wasserstein GAN, it is restricted to 1-
Lipschitz functions, or SphereGAN [49], where they uses hypersphere to bound the objective
function.While in the latter i.e. non IPMbasedGANs, there are no such restrictions. Example
of IPM based GAN would be WGAN [2], RGAN [22], fisherGAN [43] etc. while non IPM
based GAN would be fGAN [46], UGAN [41], EBGAN [76].

2.5.2 Classification based on regularization

Regularization techniques play a key role in stabilizing the overall GAN training, they are
incurred into the loss function of the GAN, to penalize a certain aspect of the stability
problem like mode collapse problem or overfitting the real and synthesized sample as in
LS-GAN [39].GANs based on use of regularization includes WGAN-GP [16], WGAN-LP
[50], SNGAN [42], SSGAN [6] and many more.

2.5.3 Classification based on GAN architecture

In this classification, GANs are subjected to changes revolving around their architecture and
how they are being used with other notable methods or models. For eg. a typical generator
includes CNN based Up-Scaler [52](more specifically transposed convolutions), however

123



Multimedia Tools and Applications (2024) 83:21551–21581 21557

using transformer it is possible to model image generation more coherently, or dividing the
generation task into multiple steps [24], wherein each steps, different aspect of the image is
taken care of. This may also include fusing it with other modeling techniques like VAEs [28]
or use the notion of generator in other Computer vision tasks like view synthesis [40].

2.5.4 Classification based on AdHoc applications

In this Sub-category, we classify GANs based on the minute custom based application as
opposed to the generic task like image synthesis. For example, various tasks can be grouped
together under the image synthesis part like image to image translation where we keep the
semantic information of the source and try to re-draw it in the target style. Similarly image
super resolution deals with blurred and noisy artifacts relating to the image. With improved
quality, images tends to have good signal to noise ratio. Other tasks under these banner
includes Human image pose synthesis, Anime style image synthesis, image inpainting, text
to image generation i.e. based conditional image generation based on text prompt. Since, this
study is mainly related with Image Synthesis, more details discussion on GAN applications
in Image Synthesis (highlighted part of Fig. 3) is provided in Section 4.

3 Key factors affecting GAN

In this section we discuss the primary issues that researches face when they work with GANs
and we also address how to fix it.

3.1 Issues with GANs

The following issues are primarily associated with GANs:

– ModeCollapse - ModeCollapse or TheHelvetica Scenario [13] is a problem that appears
when the generator realizes to map various input instances to the same output instance.
Although unlike partial mode collapse, complete mode collapse is a phenomenon that
occurs once in a blue moon.

– Vanishing Gradients - The problem of vanishing gradients [68] are as common in GANs
as in deep neural models. If the Discriminator of the GAN gets really strong then it can
inhibit the learning process of Generator, thereby reducing the gradient of Generator
to almost zero. Therefore, GANs can be prevented from producing valuable score that
might be beneficial for the learning process.

– Convergence - The issue of Convergence [29] takes place due to the way GANs are
setup for the training. The phase of training of GANs are based on establishing the Nash
equilibrium. GANs exhibit oscillatory behaviour and are subject to converge around local
equilibrium rather than the global equilibrium.

3.2 Some fixes for stable GAN training

The possible remedies for avoiding instability in training GANs are as following:

– Input Normalization: Normalize the input images between -1 and 1, and use tanh as
the last layer activation.
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– Modified Loss Function: Using the Modified Loss function described in [14] can be
fruitful. In practice, during the training of generator, flipping the label works well.

– Modifying Sampling Technique: Sampling techniques like spherical z in [69] can
improve the performance.

– BatchNorm, Noise and Decay: For each set of real and fake images, construction of
mini-batches for the training may be fruitful. Also, inclusion of noise to Discriminator as
explained in [1] and addition of Gaussian noise to every layer of generator as discussed
in [75] may be followed.

– Avoiding Sparse Gradients:The stability of GAN depends on the gradient where sparse
gradient reduces performance score. So, a good choice would be to use LeakyReLU, for
Down-sampling the image using Average pooling and for up-sampling pixelshuffle as
discussed in [63]

– Using Stability measures from Reinforcement Learning: The technique of replay
buffer and Deterministic Policy Gradient as in [51] can yield the desired result.

– Choice of Optimizer and Loss Function: As in [52], the author has laid emphasis on
using ADAMoptimizer for Generator and Stochastic Gradient Descent for Discriminator
for obtaining a stable training result. However in [2], author has demonstrated that using
Wasserstein distance (or earth-mover distance) solves the problem of vanishing gradients
and mode collapse, along with RMSProp instead of ADAM optimizer.

Some of the helpful Loss Function for the stable training of GANs have been summarized
as in Table 1.

4 Analysis of GAN variants in use of image synthesis

In this section we’ll take a look into the variants of the GANs that are designed with a focus
on image synthesis, in order to generate various style, types, and to diversify the image
generation task. Since in Computer Vision, the image synthesis is tricky to tackle, generative
models like GANs comes into play. The various classifications of GANs in image synthesis
are as follows:

Table 1 GAN loss function

GAN Variant Loss Function

GAN [13] LGAN
D = E[log(D(x))] + E[log(1 − D(G(z)))]

LGAN
G = E[log(D(G(z)))]

WGAN [2] LWGAN
D = E[D(x)] − E[D(G(z))]

LWGAN
G = E[D(G(z))]

LSGAN [39] LLSGAN
D = E

[
(D(x) − 1)2

]
+ E

[
D(G(z))2

]

LLSGAN
G = E

[
(D(G(z)) − 1)2

]

WGAN-GP [15] L
WGAN−GP
D = LWGAN

D + λE[(| ∇D(αx + (1 − α)G(z))) | −1)2]
L
WGAN−GP
G = LWGAN

G

Multi-Hinge Loss [27] LD = E[relu(1 − D(x))] + E[relu(1 + D(G(z)))]
LG = −E[D(G(z))]
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4.1 Image to image

Image to Image Translation is a classical problem in Computer Vision, where the objective
is to learn a mapping between a source and a target image. It has variety of application like
style transfer, image enhancement, day to night translation or even seasonal manipulation
etc. With the progress of GANs, this problem has been widely addressed if not completely
resolved.

Following are some important variants of Image to Image classification types:

– pix2pix - This was introduced by Phillip et al. [20], prior to CycleGAN, with major
difference being that here paired training examples have been used, so as to make it train
in supervised fashion. Figure 4 shows pix2pix GAN architecture. This architecture of
pix2pix follows a generalU-Net [56] type architecturewith having encoders and decoders
with skip connections. The loss function for this variant is as follows

LGAN (G, D) = Ey[log(D(y))] + Ex,z[log(1 − D(G(x, z)))] (2)

and
LL1(G) = Ex,y,z[||y − G(x, z)||1] (3)

so the final expression becomes

G∗ = argmin
G

max
D

LGAN (G, D) + λLL1(G) (4)

– CycleGAN - This variant of GAN was introduced by Zhu et al. [77] in 2017 and it was
specifically meant for Image to Image Translation without paired image (Fig. 5). For this,
the author(s) have introduced the Cycle Inconsistency loss, that indicates the quality of
the generated image. The architecture of CycleGAN consist of two generators and two
discriminators, implicating the intuition of cycle consistency loss. The loss function of
the Cycle GAN is as follows:

Lcyc(G, F) = E[||F(G(x)) − x ||1] + E[||G(F(y)) − y||1] (5)

– MUNIT -MultimodalUnsupervised Image to ImageTranslation (MUNIT)was proposed
by Huang et al. [18]. This Image Translation model presumes image representation can
be divided into two parts - content code(domain invariant) and style code(domain specific
property). From the source domains, which have a multimodal conditional distribution,

Fig. 4 Architecture of pix2pix
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Fig. 5 Architecture of
CycleGAN [77]

the model can produce a variety of consequences. It trains a set of two auto-encoders, one
of which encodes the image’s information and the other its style, allowing the creation
of multimodal pictures. The architecture of MUNIT is in Fig. 6.
The overall Loss objective of MUNIT is as follows:

min
E1,E2,G1,G2

max
D1,D2

L (E1, E2,G1,G2, D1, D2)

= Lx1
GAN + Lx2

GAN + λx
(
Lx1
recon + Lx2

recon

) + λc
(
Lc1
recon + Lc2

recon

)

+λs
(
Ls1
recon + Ls2

recon

)
(6)

– StarGAN
Using just one model, the cutting-edge and scalable method StarGAN [7] can translate
images between different domains. StarGAN’s unified model design enables the con-
current training of several datasets from various domains inside a single network. This
results in both StarGAN’s new ability to dynamically translate an input picture to any
chosen target domain. It employs an additional classifier that gains knowledge about
the mapping between the original image and its associated domain. Discriminator may
forecast the generated picture’s domain when Generator creates a new image conditioned
on a target domain “C” (for example, brunette hair), therefore Generator will continue to
generate new images until Discriminator predicts it as the target domain “C” (brunette
hair). The Overall Loss Objective of StarGAN is as follows

LD = −Ladv + λcls L
r
cls,

LG = Ladv + λcls L
f
cls + λrecLrec (7)

The architecture of StarGAN is in Fig. 7.

4.2 Anime style image synthesis

This subsection deals with one of the most versatile application of GANs in Anime industry.
Generating animated landscape requires substantial amount of physical resource and man-
power, and it tends to be laborious at time. And this is where GANs finds it usage, since it
has the capability to generate images of anime characters, scenery, and even diverse art style
suited as per the requirement(s).
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Fig. 6 MUNIT Architecture [18]

Following are some important variants of Anime Style Image Synthesis classification
types:

– CartoonGAN - Chen et al. [5] proposed a method that takes a real world image and
converts it into cartoon or anime style image. Earlier methods struggle in making anima-
tion since cartoon has rich features when it comes to textures, shading, and edges. The
authors emphasised on the improvement of the image quality and also usage of novel
losses for the similarity and the semantic retention of the image. The overall architecture
of this GAN is in the Fig. 8.
The Loss Function for the CartoonGAN is as follows

L(G, D) = Ladv(G, D) + Lcontent (G, D) (8)

where

Ladv(G, D) = Eci∼Sdata(c) [log(D(ci ))] + Ee j∼Sdata(e)
[
log(1 − D(e j ))

]

+Epk∼Sdata(p) [log(1 − D(G(pk)))] (9)

and
Lcon(G, D) = Epi∼Sdata(p)[||VGGl(G(pi )) − VGGl(pi )||1] (10)

The Adversarial Loss takes care of issues related to the sharp edges, while the content
loss ensures the smoothness in shading and textures.

Fig. 7 StarGAN Architecture [7]
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Fig. 8 The architecture of the CartoonGAN from [5]

– AnimeGAN - Jie Chen et al. [4] proposed a lightweight implementation of the GAN that
turns a natural realistic image into a Anime rich style image. This approach fuses neural
style transfer technique with GAN in order to create a Anime like texture. As discussed
in the paper, the parameters of the proposed GAN requires lower memory capacity, thus
making it lightweight for the end to end application. The architecture of the AnimeGAN
is in the Fig. 9.
The Loss function for this GAN variant is as follows

L(G, D) = ωadvLadv(G, D)) + ωcon Lcon(G, D)

+ωgra Lgra(G, D) + ωcol Lcol(G, D) (11)

Fig. 9 AnimeGAN Architecture from [4]
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The principal loss function of this variant consists of four Loss terms, Ladv or adversarial
loss that affects animation transformation process, Lcon is the content loss which helps to
determine the overall content retention, Lgra is the grayscale style loss that helps images
so generated to have clear texture and lines in the image, and finally Lcol is the color
reconstruction loss, that signifies howmuch the generated image has retained the original
color of the input image.

– AniGAN - Bing et al. [37] proposed styled guided GAN for the Generation of the anime
version of the photo of the face, given a reference or source image. The style transfer task
is often deemed as difficult due to the high degree of variance amongst the anime faces
giving rise to the complexities, also to preserve the generated faces from distortion and
other anomalies. The paper implements newgenerator architecture and twonormalization
functions that retains semantic information from the source image and wither away the
artifacts. The Architecture of AniGAN is in the Fig. 10. The Loss Function for the
AniGAN is

Ladv = Ex [log(DX (x)] + Ex,y[log(1 − DX (G(y, x))]
+Ey[log(DY (y)] + Ey,x [log(1 − DY (G(x, y))] (12)

L f m = Eh[
∑
kεK1

||Dk
U (h) − D

k
U (G(h, h))||1] (13)

Lrec = ‖G(x, x) − x‖1 (14)

and the overall principal loss is as follows

LG = Ladv + λrec · Lrec + λ f m · (L f m + Ld f m) (15)

LD = −Ladv (16)

– MontageGAN - It is yet another variant that trains multiple parts or layers of the image
and then place it together like a puzzle in order to form a larger and meaningful image.
The authors of the paper [62] proposes a method that comprises of two step. The first step
trains GAN to generate different part of image, followed by a global GAN that learns
to put various parts generated in previous step, so as to form a complete image. The
architecture of the MontageGAN is given in the Fig. 11. One thing to note here is that the

Fig. 10 Architecture of AniGAN [37]
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Fig. 11 The Architecture of MontageGAN [62]

authors used the StyleGAN2-ada [26] for both local and global GAN, by modifying its
parameters for the purpose here. For training puposes, the pixelwiseMean-Squared-Error
is calculated for the target image and the rendered image.

4.3 Text to image

Text-to-Image Creation using Generative Adversarial Networks (GAN) can generate pic-
tures from text descriptions. Instead of giving the generator only noise as input, the textual
description is first converted into a text embedding, combined with the noise vector, and then
given as input. This formulation will help the generator produce images that are in line with
the input description rather than randomly producing images. Following are some important
variants of Text to Image classification types:

– StackGAN - Reed et al. [54] proposed a text guided method for image synthesis using
DCGAN in 2016. In that work the authors to bridge the gap between text and image
synthesis by using a novel architecture that formulated a way to control synthesis of
visuals with the text. The architecture for their model is shown in Fig. 12. The loss
function for their model is

Lstyle = Et,z∼N (0,1)||z − S(G(z, ϕ(t)))||22 (17)

where ϕ(t) is the text encoding, G is the generator and z is the noise sampled fromNormal
Distribution.

– StyleGAN-T - It has been proposed by Axel et al. [60] is one of the fastest Text to Image
GAN based on StyleGAN-XL [61]. StyleGAN-T takes into account the unique needs
of large-scale text-to-image synthesis, including enormous capacity, robust training on
datasets like MS-COCO [33], strong text alignment, and a balance between controlled

Fig. 12 StackGAN architecture [54]
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variation and text alignment. With respect to sample quality and speed, StyleGAN-T
greatly exceeds earlier GANs and distilled diffusion models [45, 55, 58], the earler state-
of-the-art models in quick text-to-image synthesis. The Architecture of StyleGAN-T is
shown in Fig. 13. The Loss objective of StyleGAN-T is based on CLIP Encoder [53],
hence it has been formulated as

LCL I P = arccos2
(
cimage · ctext

)
(18)

– DFGAN
Proposed by Ming et al. [66], Deep Fusion GAN(DF-GAN) addresses the issue of com-
plexity of generating vivid images from textual description. In their work they formulate
a novel approachwherein a one-stage text-to-image backbone that can immediately cre-
ate high-resolution images without becoming entangled with several generators. And a
custom Discriminator with Machine Aware-Gradient Penalty(MA-GP), which dramati-
cally improves a text-image semantic consistency with minimum overheads. Finally, a
new Deep text-image fusion block (DFBlock), which more thoroughly integrates text
and visual elements. The architecture of DF-GAN is in Fig. 14.
The overall loss function of this approach turns out to be as follows:

LD = −Ex∼Pr [min(0,−1 + D(x, e))] − (1/2)EG(z)∼Pg [min(0,−1 − D(G(z), e))]
−(1/2)Ex∼Pmis [min(0,−1 − D(x, e))] + kEx∼Pr [(‖∇x D(x, e)‖
+‖∇eD(x, e)‖)p] (19)

and
LG = −EG(z)∼Pg [D(G(z), e)] (20)

Fig. 13 StyleGAN-T Architecture [60]
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Fig. 14 Architecture of DFGAN [66]

– TAC-GAN Text Conditioned Auxiliary Classifier GAN or shortly TACGAN [8] is a
GAN variant that converts a textual description to corresponding picture. By configuring
the produced pictures on a text description rather than a class label, TAC-GAN improves
upon AC-GAN [47]. A noise vector and another vector with an embedded representation
of the textual description serve as the foundation for the input vector of the generative
network in the TAC-GAN model . The Discriminator shares similarities with the AC-
GAN, however it has been enhanced to accept text data as input before accomplishing
classification. The Final loss objective is as follows

LDy = H
(
Dy(Ir , lr ), Qr )

) + H
(
Dy(I f , lr ), Qr

) + H
(
Dy(Iw, lr ), Qw

)
(21)

and
LGy = H

(
Dy(I f , lr ), Q f

)
(22)

4.4 Human pose synthesis

Human Pose Synthesis is a challenging problem in computer vision. It involves the modifi-
cation of image with respect to the pose of the subject, to a desired target orientation or pose.
The majority of current techniques use a decoder to create the image texture for the target
posture after synthesising the texture of the entire reference human picture into a latent space.
Yet, it is challenging to reconstruct the entire human image’s precise texture. Following are
some important variants of Human Pose Synthesis classification types:

– InsetGAN - Full body image generation is also a trickier problem in computer vision,
prior techniques have taken pose generation into account. The author of InsetGAN [12]
has devised a novel way to deal with this problem. This proposed method works in a
multi-GAN setting, the prime contribution of this work makes it produce 1024x1024
resolution image by taking latent encodings of multiple generators and combining them,
followed by the optimization. The architecture of this GAN is in the Fig. 15. The Loss
function for this variant is combination of various other losses as follows:

min
(wa ,wb)

(Lcoarse + Lborder + Lreg + L f ace + Lbody) (23)
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Fig. 15 InsetGAN Architecture from [12]

where

Lcoarse := λ1L1(I
↓
A , I↓

B ) + λ2Llpips(I
↓
A , I↓

B ) (24)

Lborder := λ3L1(ε8(B(IA)), ε8(IB)) + λ4Llpips(ε8(B(IA)), ε8(IB)) (25)

Lborder := λr1 ‖ w∗ − wavg ‖ +λr2�i ‖ δi ‖ (26)

and

L f ace := λ7L1(R
I (IB), RI (Ire f )) + λ8Llpips(R

I (IB), RI (Ire f )) (27)

– Progressive Pose Attention Transfer for Person Image Generation - Proposed by
Zhen et al. [78], this GAN is made for Pose transfer i.e. transferring pose of source image
to the target. The network’s generator is made up of a series of Pose-Attentional Transfer
Blocks, each of which transmits particular regions it attends to in order to gradually
create the human picture. In comparison to those in earlier studies, produced human
images are much more realistic-looking because they have superior appearance and form
coherence with the input images. On datasets like Market-1501 and DeepFashion [36],
the effectiveness and efficiency of the suggested network are validated numerically as
well as qualitatively. The generator architecture is in Fig. 16. The overall loss function
for this variant of GAN can be summarised as

L f ull = argmin
G

max
D

{α ∗ LGAN + LcombL1} (28)

4.5 Image inpainting

The art of rebuilding damaged or missing portions of a picture is known as image inpainting,
and it is easily adaptable to films. The usage of image inpainting has opened up a wide range
of possibilities. An artificial image inpainter’s primary goal is to create pictures in which the
blank spaces have been filled with appeal that is both aesthetically and linguistically realistic.
We may safely acknowledge that it is a difficult assignment. Following are some important
variants of Image Inpainting classification types:

• DeepFillV2 - Yu et al. [72] introduced a GAN that uses gated convolution and attention
for the image in-painting job. This technique is useful in lot of scenarios since it uses
free-form mask that can be used anywhere in the image. The Architecture of DeepFillV2
is shown in Fig. 17.
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Fig. 16 Architecture of progressive pose transfer network [78]

They introduced a patch based GAN loss function, that uses the following loss function

LG = Ez∼Pz(z)[DsnG(z)] (29)

for the Generator and for the discriminator

LDsn = Ex∼Pdata(x)[max(0, 1 − Dsn(x))] + Ez∼Pz(z)[max(0, 1 + DsnG(z))] (30)

• DAMGAN
Although several prominent GAN-based networks have already been suggested for pic-
ture inpainting, synthesised images still have pixel errors or colour inconsistencies during
the production process, which are typically referred to as false textures. Cha et al. [3]
proposes a GAN-based model employing dynamic attention map which focuses on iden-
tifying false texture and generates dynamic attention maps to lessen pixel inconsistency
from the feature maps in the generator. This is done to decrease pixel inconsistency
disorder caused by fake textures. The Architecture of the DAMGAN is in Fig. 18.

Fig. 17 DeepFillV2 architecture [72]
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Fig. 18 Dynamic Attention Map of DAMGAN [3]

The full loss objective of DAMGAN is as follows

Ltotal = λre.Lre + λadv.Ladv + λDAM .LDAM (31)

• ExGAN
Dolhansky et al. [10] proposed a novel approach for in-painting. The Authors proposes
a conditional GAN that generates tailored, high-quality in-painting results from exemplar
data. The authors suggest utilising either a reference image of the area to be in-painted or a
perceptual code defining that object as example information. This additional information
may be introduced into the adversarial network several times, boosting its descriptive
power, in contrast to earlier conditionalGANformulations. The loss objective forExGAN
is as follows

min
G

max
D

V (D,G) = Exi ,ci∼pdata(x,c)
[
log D(xi , ci )

]

+Eci∼pc,G(.)∼pz

[
log(1 − D(G(xi , ci )))

] + ‖G(xi , ci ) − xi‖1
+‖C(G(xi , ci ) − ci )‖2 (32)

4.6 Image super-resolution

Images can be enhanced and have their resolution increased using both traditional and cutting-
edge super-resolution techniques. It is frequently used in the following applications, such as
surveillance, to locate, recognise, and apply facial recognition to low-resolution pictures cap-
tured by security cameras. Following are some important variants of Image Super-resolution
classification types:

– ESRGAN - Image Super Resolution is one of the sophisticated task in computer vision,
prior to Deep Learning method, classical statistical method has been employed to solve
the problem, however those methods didn’t yielded the desired result. SRGAN [31]
made significant progress but still lacking in problems dealing with fine grain details and
artifacts. ESRGAN byWang et al. [67] has deal with the problem by working on network
architecture of SRGAN and modifying the loss function. The Architecture of ESRGAN
is in Fig. 19. The loss function for the Generator of ESRGAN is

LG = L percep + λLRa
G + ηL1 (33)
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Fig. 19 ESRGAN architecture

where
L1 = Ex1 ||G(xi − y)||1 (34)

and
LRa
G = −Exr [log(1 − DRa(xr , x f ))] − Ex f [log(DRa(x f , xr ))] (35)

while the loss for the Discriminator of the ESRGAN is as follows

LRa
D = −Exr [log(DRa(xr , x f ))] − Ex f [log(1 − DRa(x f , xr ))] (36)

– SRGAN - Introduced by Ledig et al. [31], It’s the first framework capable of predicting
natural images that are four times more photorealistic. It makes use of a perceptual
loss function with adversarial loss and content loss components. Using a discriminator
network that has been trained to distinguish between the super-resolved pictures and
the original photo-realistic images, the adversarial loss drives the output to the natural
image manifold. The authors also employ a content loss that is driven by perceptual
similarity rather than resemblance in pixel space. The goal of this design is to preserve
the image’s finer textures when we upscale it, guaranteeing that its quality is unaffected.
Other techniques, such bilinear interpolation, can be used to accomplish this task, but they
suffer fromsmoothing andpicture information loss. The authors of this research suggested
two designs, one without GAN (SRResNet), and the other with GAN (SRGAN). It is
determined that SRGAN generates images that are more aesthetically beautiful and has
greater accuracy than SRGAN. The architecture of SRGAN is in Fig. 20.
The Loss function for this GAN is as follows

l SR = l SRX + 10−3.l SRgen (37)

4.7 Image editing

Recently, interest in deep learning-based image editing has grown, especially with the intro-
duction of GANs. The development of GAN-based picture editing has led to its widespread
use in computer vision. There are several methods for tweaking photos. Following are some
important variants of Image Editing classification types:

– SC-FEGAN
Youngjoo et al. [23] proposed a novel method for image editing., by making use of an
end-to-end trainable CNN, that synthesizes image, when user(s) gives input in form of
Sketch, color, free-form mask etc. Moreover the authors formulates an additional style
loss, the strategy can also provide outcomes that are realistic.Using the suggested network
design and loss algorithms, it can provide results of excellent quality and realism. The
architecture of SC-FEGAN is in Fig. 21.
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Fig. 20 SRGAN Architecture [31]

The Loss Functions of SC-FEGAN are given below:

LGSN = −E
[
D

(
Icomp

)]
(38)

and

LG = L per−pixel + σ L percept + βLGSN + γ
(
Lstyle

(
Igen

) + Lstyle
(
Icomp

))

+υLtv + εE
[
D

(
Igt

)2] (39)

and
LD = E

[
1 − D

(
Igt

)] + E
[
1 + D

(
Icomp

)] + θLGP (40)

Fig. 21 SC-FEGAN Architecture [23]
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– In Domain GAN Inversion
Zhu et al. [79], proposed a image editingmethod usingGAN inversionmethod. Typically,
Generator in GANs learns a mapping from latent space to image distribution, however
this way it won’t yield great result since there’s little to control the feature of image in
synthesis process. GAN inversion is based on inverse mapping from image distribution
to latent space. And this way most accurate latent space can be figure out that brings out
the desired featured in edited image.
In addition to accurately reconstructing the input picture, author’s in-domain GAN inver-
sion technique also makes sure that the inverted code is semantically intelligible for
editing. In order to project a given picture into the native latent space of GANs, the
model must first train a brand-new domain-guided encoder. Then, in order to improve
the recovery of the target picture and fine-tune the code generated by the encoder, we sug-
gest domain-regularized optimization. Many trials indicate that this inversion approach
greatly outperforms state-of-the-arts in real picture reconstruction while also making
other image altering chores easier. The Architecture of this GAN variant is in the Fig. 22.
The Loss objective is summarised as follows

zinv = argmin
z

‖x − G(z)‖2 + λvgg ‖F(x) − F(G(z))‖2 + λdom ‖z − E(G(z))‖2
(41)

– EditGAN
EditGAN, proposed by Huan et al. [34], is a first of its kind GAN driven novel image
editing framework, that allows high level and high precision image editing and that too in
semantic level, by making use of segmentation mask. In order to get the intended output
imagewith only the required featuresmodified,manipulating particular features typically
requires enormous datasets and specialists to knowwhich characteristics to change inside
the model. Instead, EditGAN learns to match segmentations to photos using just a small
number of labelled instances, enabling one to alter the images using segmentation, or to
put it another way, with rapid drawings. It maintains the complete image quality while
enabling a degree of flexibility and detail that has never been possible before.
ByAdjusting the segmentationmask to the intended edit and optimising the latent code to
be compatible with the new segmentation mask, the RGB picture is essentially changed
throughout the imagemodification or editing process. EditGAN learns the editing vectors
in latent space that carry out the changes in order to increase editing efficiency. These
editing vectorsmay be used tomodify other pictures directly, with no further optimization

Fig. 22 In-Domain GAN inversion architecture [79]

123



Multimedia Tools and Applications (2024) 83:21551–21581 21573

procedures or very little. The loss objective for EditGAN is as follows:

Lediting
(
δw+) =λ

editing
1 LRGB

(
δw+)

+ λ
editing
2 LCE

(
δw+) + λ

editing
3 L I D

(
δw+) (42)

The EditGAN pipeline is in the Fig. 23.

4.8 Other prominent models for image synthesis

In this section, a discussion has been made based on some of the important GAN variants
those have shown significant results in the past decade. A few of the variants of GANs
discussed in this subsection focuses on view synthesis, which is another interesting research
area in Computer Graphics; while we also bring out some of the State-Of-The-Art GAN
models, which has gained a widespread popularity based on its performance.

– VQ-GAN - Vector Quantized GAN aka VQ-GAN [11] is a type of GAN variant that
takes and combine the advantages of CNN and Transformer architecture. Specifically it
is an amalgamation of VQ-VAE [48] and GAN [14]. Traditional CNN architecture fails
to encompass overall global context w.r.t. semantic relations in the image, thereby with
the help of transformer it facilitate the modeling of long range dependency in pixel of
image by representing it discretely.
Further the scaling issue of the transformer is resolved with the help of the codebook,
which serves as the intermediary between the learned part of the visual aspect of the
image and sequence processing of transformer. It is achieved by the process of vector
quantization, which is a signal processing trick to encode an information, here its the
image being represented as vectors in consideration.
The principal loss function for this GAN is as follows

LV Q(E,G, Z) = ‖ x − x̃ ‖2 + ‖ sg[E(x)] − zq ‖22
+ ‖ sg[zq ] − E(x) ‖22 (43)

LGAN ({E,G, Z} , D) = [log(D(x)) + log(1 − D(̃x)] (44)

And
Ltrans f ormer = Ex∼p(x) [−log(p(s))] (45)

Fig. 23 EditGAN Pipeline [34]
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– ViTGAN - This variant of GAN explores the idea of using the Vision transformer in
the generic GAN architecture. ViTGAN [32] is a GAN with self-attention and novel
regularisation strategies that overcomes the unstable training of Vision Transformers. It
is created by combining a prominent vision transformer approach based on patch tokens,
which is commonly employed in classification applications,with theGANframework.On
some datasets, ViTGANoutperforms StyleGAN2despite only having a 64x64 resolution.
The main idea behind this approach is

– Better Regularization of the Discriminator: Replacing the dot product with
Euclidean distance in self attention mechanism and tying the weight of projection
matrix of query and key.

– Better Spectral Normalization: Given their sensitivity to the size of the Lipschitz
constant, standard spectral normalisation in addition to R1 gradient penalty slow
down the training ofGANs using Transformer blocks. A quick approach is to enhance
the spectral norm of the projection matrix by multiplying the normalised weight
matrix of each layer by the spectral norm at startup.

– Overlapped Image Patches: The authors let a little amount of patch overlap to avoid
the discriminator over-fitting and memorization of the local cues from the normal
non-overlapping patches. They assert that it might give the Transformer a stronger
sense of place and make it less sensitive to predetermined grids.

– StyleSwin - Inspired by Swin Transformer [35], Bowen et al. introduces StyleSwin [73],
a GAN variant that utilizes Swin Transformer, in its Generator with little tweaks in order
to gain performance edge compared to other State-Of-The-Art models. As desribed in
the paper, authors emphasizes Swin transformer is used in the proposed generator’s
style-based design. The authors suggest twofold attention, which concurrently uses the
context of the local and the shifted windows, to produce a bigger receptive field and better
generation quality.
Moreover, it demonstrates how supplying the absolute position knowledge that window-
based transformers have lost is extremely beneficial to the generation quality. The rich
expressivity of transformers benefits both the coarse geometry and the fine structures in
the proposed StyleSwin, which is adaptable to high resolutions. Blocking artefacts do,
however, poses problem during high-resolution synthesis because executing the local
attention block-by-block might cause the spatial coherency to be broken. The authors
utilise a wavelet discriminator to investigate the spectrum disparity and successfully sup-
press the artefacts as a solution to this problem. Many tests demonstrate their superiority
to earlier transformer-based GANs, particularly at high resolutions like 1024x1024.

– PoEGAN - Introduced by Xun Huang et al. PoEGAN [19] is an unique variant of GAN,
that uses multi modality of user’s input. Put it differently, it has the capability of syn-
thesizing multifarious images using multiple modality like segmentation mask, sketches,
style references and text etc. The gist behind this approach is Product of Expert, as
described by authors in the paper, as an approach that involves multiplying the proba-
bilities together, then re-normalizing, to combine different probabilistic models of the
same data. This is a particularly effective technique for modelling high-dimensional data,
which concurrently satisfies a wide variety of low-dimensional requirements. In other
words, the goal is to learn a generative model that can captures the multiple modal-
ity aspect tied to the image, with vivid features satisfying the imposed constraints. The
training objective for PoEGAN can be formulated as

LG = LG
GAN + LK L + λ1Lcx + λ2L

cy
G (46)
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and
LD = LD

GAN + λ2L
cy
D + λ3LGP (47)

– StyleGAN-XL - This is the first GAN variant which was capable of generating images at
high scale resolution 1024x1024, proposed by Axel et al. [61], StyleGAN-XL is capable
of inversion operation and image manipulation tasks. However, there are some limitation
to StyleGAN-XL, since it is approximately three times bigger than StyleGAN3 [25]
therefore incurring a high cost for fine-tuning, and as noted by the authors, it is still under
performing when compared to diffusion based models [45].

– SURF-GAN - Kwak et al. [30] came up with a novel 3D aware GAN, namely SURF-
GAN, an unique 3D-aware GAN that in unsupervised fashion finds controlled semantic
characteristics. They created a 3D controllable generator that is capable of explicit control
over posture and 3D consistent editing by injecting editing instructions from the low-
resolution 3D-aware GAN into the high-resolution 2D StyleGAN. Their approach is
seamlessly compatible with a number of well-researched 2D StyleGAN-based methods,
including inversion, editing, and stylization. It also finds application in view synthesis.
The loss objective for canonical view generation is given below

Lc = λ1L
c
W + λ2L

c
I + λ3L

c
LP I PS (48)

and for target view generation it is

Lt = λ4L
t
W + λ5L

t
I + λ6L

t
LP I PS + λ7Lreg (49)

A brief summary of the various GAN variants is represented in Table 2.

5 Discussion

In this section, a brief discussion about the article selection criteria has been carried out. Also
key research challenges are identified for the future researchers in this field.

5.1 Various criteria for selection of the research articles

– Sources and the Database(s): Authors of this paper extensively relied on various avail-
able repository sources like arxiv repository, Springer, ACM Digital Library, IEEE
Xplore, Semantic Scholars, OpenReview etc. In this flow of searchingmethodology Con-
nected papers, Web of Science and PaperwithCode have been used significantly. Visuals
tools available in Connected papers have helped to grasp the overall flow of dependency
of related works, viz prior and derivative works related to the subject in focus.

– Selection Criteria:Thiswork comprises of selectedGANmodels from2014-2023 based
on their relevance, peer impression, application to the wide domain of image synthesis.
Use of keywords such as: GAN, image synthesis, text2image synthesis, GAN and NeRf
etc have been used frequently. Based on this, preliminary screening has been carried
out to select relevant papers pertaining to defined task. To diversify the search result,
application aspect of the domain has been put through more emphasis that is reflected in
categorization of GAN in this work.
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Table 2 Summarization of GAN Variants

Task Year Variants Highlight(s) Performance

Image to Image
Translation

2017 pix2pix Based on Conditional GAN. Utilises
paired training approach.

Class
IOU 0.18

2017 CycleGAN Unsupervised approach. Uses novel cycle
consistency loss to improve the quality of
image conversion.

Class
IOU 0.11

2018 MUNIT Unsupervised approach but with multi
modal conditional distribution. It may
regulate the translation’s style with the
illustration style.

CIS
1.039

2018 StarGAN Capable of learning mapping across mul-
tiple domain with single generator and
discriminator.

Error
2.12%

Anime Style
Image Synthe-
sis

2018 CartoonGAN Transforms Photo-realistic images to HQ
cartoon style images. Learning of differ-
ent cartoon style theme is possible.

-

2020 AnimeGAN Amalgamation of GAN and NST tech-
nique. Lightweight implementation
requires low memory without compro-
mising the image quality.

-

2021 AniGAN Creates style guided anime images of por-
trait coherent to source images. Preserve
the semantic information of the source.

FID 38.45

2022 MontageGAN Multi layer image generation using Local
GAN and Global GAN.

FID 56.65

Text to Image 2016 StackGAN Generates semantically closed images
based on text description by two stage pro-
cess.

IS 3.7

2017 TAC-GAN Based on AC-GAN, images are generated
based on text description instead of class
labels.

IS 3.45

2022 DF-GAN One stage text to image backbone for high
fidelity image generation. Deep fusion
block for proper association of visual and
textual features.

FID 19.32

2023 StyleGAN-T Probably one of the Best GAN for the des-
ignated task. Utilises StyleGAN-XL with
CLIP.

FID 7.3

Human
Image/Pose
Synthesis

2019 Progressive Atten-
tion Pose Transfer

Uses sequences of Pose transfer attention
for various region. Better consistency.

IS 3.209

2022 InsetGAN Human body image synthesis is done by
pretrained GAN models. Generates high
resolution image under a generic canvas.

FID 25.33

Image
Inpainting

2017 ExGAN Conditional GAN that uses exemplar
knowledge viz. referenced image with
particular region of interest for high qual-
ity image generation.

FID 11.27
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Table 2 continued

Task Year Variants Highlight(s) Performance

2018 DeepFillV2 Uses Gated Convolution. Able to handle
image with inconsistent missing regions.

FID 13.5

2022 DAMGAN Utilises a Dynamic Attention Map.
Diminishes pixel level inconsistency to
some extent.

SSIM
0.960

Image Super
Resolution

2017 SRGAN New Perceptual Loss Function. High
image up-scaling Factor.

SSIM
0.6688

2018 ESRGAN Addresses issues with SRGAN by elevat-
ing perceptual quality by improving the
architecture of SRGAN.

SSIM
0.741

Image Editing 2019 SC-FEGAN Uses free formmask, sketch and colour as
a means to edit images. Capable of gener-
ating high fidelity images using CNN.

SSIM
0.9618

2020 In-Domain GAN
Inversion for
Image Editing

Based on GAN inversion principle,
enables editing at pixel level with preserv-
ing semantic information.

FID 42.64

2021 EditGAN Higher precision and requires lesser anno-
tated data. Model learns an arbitrary num-
ber of editing vector that can later be used.

FID 41.74

View Synthe-
sis

2022 SURF-GAN GANbased onNeRF, combines stylewith
StyleGAN,

FID 4.72

General Purpose
Image Generation

2021 ViT-GAN Incorporated vision transformer in gener-
ator architecture. Overlapping regions for
better training.

FID 6.66

2021 VQ-GAN Utilises the local spatial feature of CNN
for obtaining high quality of image syn-
thesis. Introduces the notion ofCodebook.

FID 10.7

2022 PoEGAN Uses multi modal image synthesis.
Enables better control over image features
and contents.

FID 8.3

2022 StyleGAN-XL Capable of generating image of size
1024x1024. Editing and Inversion is pos-
sible.

FID 1.85

2022 StyleSwin Incorporates SwinTransformer in itsGen-
erator. Uses double attention mechanism
and shifted windows method.

FID 3.25

FID Fretchet Inception Distance, IS Inception Score, SSIM Structural Similarity, Class IOU Intersection over
Union

– Inclusion and Exclusion Criteria: For inclusion, authors of this paper relied heavily on
application of GANs pertaining to image synthesis and computer vision. For Exclusion,
especially biomedical imaging application of GAN has been excluded for the fact that
it requires a separate review to cover intricate details from medical point of view. For
the rest of the matter, to declutter the large number of publication, works which have
less impact on real life use case and have minimal use case, have been left out for the
simplicity of the review process.
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5.2 Research challenges and opportunities

GAN continues to remain a central theme in Image Synthesis, as a result of which various
incremental and ground breaking improvements are taking the Computer vision community
by storm. The efficacy of the approach revolves around the fact that it incorporates various
changes in its architecture, optimization objective and loss function for domain specific tasks.
Fusion of concepts like attention mechanism, 3D vision and controllable scene generation
may help to improve results. The following are some of the important research queries
available in the recent literature:

1. Need for Proper Dataset for Evaluating GAN:As far as the matter of image generation
is concerned, the authors in their work may tend to use dataset that may have class
imbalance problem, i.e. dataset having an unequal numbers of sample data pertaining to
a particular class or label, thereby making dataset skewed. And if such a dataset is to
be used, then the GAN may suffer from biasness toward one particular class of image,
which in turn affects the diversity and fidelty of the generated images.

2. Need for Proper Evaluation Metrics for GANs: A most commonly used metric for
evaluating GAN are Inception Score(IS) and Fretchet Inception Distance(FID). However
they have their limitations as FIDs score could give inconsistent result with respect to
CelebA Dataset, from a judgement of human point of view. To sidestep this pitfalls we
emphasis on the use of precision and recall based techniques to aid FID and IS score.

3. Scope of Transfer Learning in GAN: In our works, so far we investigated, we found
lack of use of transfer learning, in majority of the work we reviewed so far, as a means to
improve the performance of GAN.Since Transfer learning is an active point of research,
it have substantial amount of impact multifarious fields. For generative models, computer
vision and other related fields it addresses the the issue of training a model under limited
amount of data, fine tuning the model reduces not only the training time but also saves
intensive computations thus saving us from increase in carbon footprint.

4. Customization of GAN model subjected to Limited Hardware Resource: GANs
discussed in this works are trained on high end GPUs(NVIDIA primarily), however
not everyone has the access to this GPUs, thereby making them reliant on GPU rental
services or turning to Transfer Learning paradigm. Therefore there is sufficient room for
research for making generative models like GANs to run in such hardware constrained
environment and how could model be improved or trained under such circumstances.

5. GANs vs Diffusion models: With the advent of diffusion based model [9], the trend in
image synthesis has taken an extreme turn. It is reflected by the drop in the number of
publications w.r.t GANs, unless the fallacies associated with the GANs are addressed, it
would be cumbersome to maintain a steady pace in research direction of GANs, since
diffusion based models are highly user driven guided synthesis process that has taken
over the AI space by storm. And Focus has shifted to diffusion based models.

6 Conclusion and future works

In this paper, we have analysed the basic structures and working principle of GANs in the
field of image generation. In addition, we have proposed a categorization of GAN based on
different variants and their prime features. The research in this direction is getting advanced
day by day because the diverse concepts are fused with GAN to intensify the new variants. It
is not that hard to notice the impeccable elevation in the quality of image synthesis. Although

123



Multimedia Tools and Applications (2024) 83:21551–21581 21579

the future in this direction seems bright, we expect researchers around the world are tackling
the issues faced by GAN such as mode collapse, proper customization of hardware resources
etc. With this, we believe the anomalies tied with GANs are minimised, if not completely
fixed.

Data Availability Data sharing is not applicable to this article as no datasets were generated or analysed during
the current study.
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