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Abstract
The brain is one of the most important and complex organs responsible for controlling 
the functions of the human body. Brain tumors are among the most lethal malignancies in 
the world. Analyzing MRI images of the patient’s brain is one of the usual approaches for 
diagnosing brain tumors. However, misdiagnosis of brain tumor forms hinders effective 
responses to medical interventions and reduces patients’ chances of survival. With recent 
technological advancements, deep learning-based medical image analysis has become 
increasingly popular in the research community. Transfer learning reuses a pre-trained 
model, trained on huge volume datasets to solve a new problem in distinguished applica-
tion domains. This research article attempts to diagnose the three most prevalent forms of 
brain tumors using pre-trained CNN models such as VGG19, Inception-v3, and ResNet50 
using transfer learning. The features extracted using pre-trained models are supplied into 
fully connected layers that fine-tune the model for classifying multi-class tumors. The per-
formance of the presented approach is evaluated on a benchmark MRI esults reveal that 
te proposed approach leads to superior performance in comparison to conventional tech-
niques with an average accuracy of 90%.

Keywords Transfer learning · Brain tumor · Deep learning · Feature extraction · 
Classification

1 Introduction

Tumors are large aggregates of cells that grow irregularly in any organ of the body [22]. 
Amongst varying forms of tumors, brain tumors are regarded as one of the world’s worst 
concerns, capable of afflicting anybody regardless of age, gender, or ethnicity. These 
tumors damage the nervous system and brain tissues, resulting in a shortened life expec-
tancy for patients. Besides, it degrades the patients’ quality of life and severely curtails 
their regular activities. Tumors reported in the literature are divided into two stages, benign 
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and malignant [1]. Benign tumors, the primary stage of the tumor is usually non-cancer-
ous, and their recurrence rate is relatively low. Conversely, malignant tumors grow faster 
and are extremely dangerous compared to benign tumors. The mortality rate of patients 
with brain tumor is on the rise [15]. According to a recent report from the National Brain 
Tumor Society, approximately 700,000 people in the United States have brain tumors [26]. 
In 2020, more than 87 thousand people were diagnosed with brain tumors. Moreover, the 
survival rate of patients with brain tumors is as low as 36%. Furthermore, work carried out 
by [12] states that the mortality rate has increased up to 3 times in the last 3 decades.

Tumors are often diagnosed manually by radiologists using a combination of imaging 
techniques, such as computed tomography (CT) and magnetic resonance imaging (MRI) 
scans. However, such tumor diagnostic procedure is exceedingly time intensive, error-
prone, and relatively dependent on the radiologist’s abilities and expertise [19]. Moreover, 
since the tumor progresses without any signs and is realized only at an advanced stage, 
hence, early diagnosis of this disease is cumbersome. Therefore, it is necessary to develop 
automated healthcare support systems which can help radiologists identify brain tumors 
more accurately [2, 3].

In recent years, the advancements in artificial intelligence in association with machine 
learning have revolutionized the healthcare domain by providing real-time healthcare solu-
tions [11]. Nevertheless, the complexity of operations such as pre-processing, segmenta-
tion, and feature extraction in traditional machine learning algorithms reduces the model’s 
efficiency and accuracy [10]. To address the limitations of existing machine learning meth-
ods, the concept of deep learning is introduced to extract useful features from input images 
and use them effectively for diagnosis and classification. Deep learning can assist doc-
tors in identifying and classifying tumors more accurately. Convolutional neural networks 
(CNNs) are the most commonly used deep learning techniques and have a wide range of 
applications in distinct domains [27]. Accurate CNN-based classification systems typically 
require substantial amounts of visual data for training. To boost the performance of indi-
vidual CNN architectures by pooling knowledge, the concept of transfer learning can be 
used to achieve higher classification accuracy. Transfer learning attempts to re-use a CNN 
model trained on a generic image dataset such as ImageNet [20], and apply it to domain-
specific and smaller datasets, and finally, network parameters are fine-tuned for better per-
formance. The benefit of using transfer learning is that it improves classification accuracy, 
while also speeding up the training process.

In this work, we attempt to use pre-trained CNN models such as VGG19, Inception-V3, 
and ResNet-50 to transfer their learned parameters for multi-class classification of brain 
tumor.

The primary objectives of the proposed framework are listed below. 

1. To design a deep learning-based framework for the detection and classification of brain 
tumor.

2. To demonstrate the concept of transfer learning using four pre-trained CNN architec-
tures.

3. To compare the performance of the proposed framework with the existing classification 
models.

The rest of the paper is organized as follows. Section 2 presents the work done in the cur-
rent domain. In Section 3, a brief description of the preliminaries is given. The proposed 
methodology utilized to solve the current problem is provided in Section  4. Section  5 
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describes the simulation setup and performance assessment of the proposed strategy. 
Finally, Section 6 concludes the paper with some future avenues.

2  Literature review

Numerous strategies for identifying brain tumors using MRI scans have been proposed by a 
variety of researchers throughout the world. These methods range from traditional machine 
learning algorithms to deep learning models. Consequently, this section discusses the vari-
ous findings of the researchers in the diagnosis of brain tumor based on MRI images.

Noreen et al. [23] presented a tumor diagnostic framework based on pre-trained Incep-
tion-V3 and DensNet201 deep learning techniques. To diagnose brain tumors, the authors 
used 11 inception modules in Inception-V3 and 4 dense blocks in DensNet201, with vary-
ing numbers of convolutional layers for feature extraction, followed by a softmax classi-
fier. This approach utilizes multi-level feature extraction and concatenation and the model 
was tested using 3064 T1-weighted contrast MR images. The proposed strategy achieved a 
greater level of accuracy in comparison to past works.

Musallam et al. [21] (2022) presented a framework that included three phases of pre-
processing to eliminate confusing objects, denoising the MRI images, and histogram 
equalization to enhance MRI image quality. A novel Deep Convolutional Neural Network 
model was utilized to classify the brain tumor. The approach was tested on both the Sartaj 
brain MRI image dataset, and the Navoneel brain tumor dataset, which comprised both T1- 
and T2-weighted MRI images.

Assam et al. [4] (2021) developed a method that used a median filter to pre-process MRI 
images, followed by a Discrete wavelet transform to extract features and color moments 
to minimize features. These features were fed into feed-forward artificial neural networks, 
random subspace with random forests, and random subspace classifiers with Bayesian net-
works for MRI brain image classification. The method was validated using a real-world 
dataset of 70 T2-weighted pictures from Harvard Medical School.

Sekhar et al. [25] (2021) proposed a deep learning approach that integrates pre-trained 
GoogleNet for feature extraction from brain MRI images, as well as softmax, SVM, and 
K-NN for classification. The authors relied on data from the CE-MRI Figshare repository 
and the Harvard Medical Archives. The proposed model exhibited the highest classifica-
tion accuracy for 3-class tumor classification and improved classification results for 4-class 
tumor classification. Compared with previous works, the proposed model outperforms all 
other models.

Irmak [13] (2021) introduced a framework for multi-class classification of brain tumor 
MRI images using three fully automated convolutional neural network models followed by 
a Softmax classifier. The first CNN model (Classification-1) identifies brain tumors, the 
second CNN model (Classification-2) classifies brain tumors into categories, and the third 
CNN model (Classification-3) classifies glioma brain tumors into Class II, Class III, and 
Class IV. To optimize hyperparameters and build the most successful CNN models, a grid 
search optimizer was used.

By incorporating three neurons into a fully connected layer, Ismael et  al. [14] (2020) 
developed a method for classifying brain tumors using a ResNet 50-based augmented deep 
learning algorithm. The authors employed data augmentation techniques such as horizontal 
and vertical flipping, rotation, shifting, scaling, ZCA whitening, clipping, and brightness 
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modification to expand the dataset. The model was validated using 3064 T1-weighted con-
trast-enhanced MRI images from a publicly accessible brain tumor dataset.

Ghassemi et al. [9] (2020) devised a framework in which a deep convolutional neural 
network was pre-trained as a discriminator in a GAN to differentiate between fraudulent 
and genuine MR images generated by the generative model. Consequently, the discrimina-
tor identified the structure of MR images and extracted trustworthy MRI scan features. The 
pre-trained CNN was therefore fine-tuned as a classifier for brain tumor classification by 
training it on the original dataset. The last fully connected layer of the GAN discriminator 
was replaced with a SoftMax layer of three neurons for classification purposes. The author 
employed data augmentation techniques such as rotation and mirroring to extend the data-
set. The approach was utilized on 3064 T1-CE MR images and whole brain volume MR 
images. Another transfer learning based image classification approach is proposed in [18].

Khairandish et al. [16] (2021) presented a technique for identifying and classifying MRI 
brain images that combine CNN and support vector machine. The proposed model classi-
fies brain images as benign or cancerous using a supervised hybrid CNN and SVM tech-
niques. The input images were normalized during primary preprocessing, and significant 
features were extracted from the preprocessed image using the Maximally stable extre-
mal regions technique, followed by the threshold-based segmentation methodology. The 
labeled segmented features were fed into hybrid CNN and SVM algorithms to categorize 
brain MRI images. The researcher utilized the BRATS 2015 dataset for data analysis.

Khan et al. [17] (2022) developed a brain tumor classifying model based on hierarchical 
deep learning. The suggested method was divided into three stages: data collection, prepa-
ration, and application. The MR images were collected initially with IoMT devices, then 
processed by the data acquisition layer, preprocessing, and subsequently CNN. Table 1 pre-
sents the comparative analysis of the previous works.

3  Preliminaries

3.1  CNN

Convolutional Neural Network (CNN) is a deep learning architecture that stands out from 
other neural networks due to its superior performance on image and speech input. Due 
to the reduced number of parameters involved and the reusability of weights, CNN archi-
tectures can better fit image datasets. They are commonly used in computer vision/image 
recognition applications such as image analysis in healthcare, object recognition in self-
driving cars, and a range of other fields. CNN architectures have three types of layers: con-
volutional layers, pooling layers, and fully connected layers.

• Convolutional layer: The initial layer extracts basic features from the input image. The 
convolution operation is applied between the image input matrix and the f-dimensional 
filter. The filter slides over the input matrix and computes the dot product of the filter 
elements and the input matrix area. The resulting computation is referred to as a feature 
map, and it includes information about the vertical and horizontal edges. These feature 
maps are fed into the subsequent layers, which extract more specific features from an 
input image.

• Pooling layer: The pooling layer down samples the feature maps acquired by the con-
volutional layer in order to minimize the number of parameters in the input matrix. 
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Pooling reduces complexity and computational cost while increasing efficiency and 
reducing the risk of overfitting. Depending on the method used, max pooling and aver-
age pooling are two widely used categories.

• Fully connected layer: This layer consists of weights and biases and precedes the output 
layer. The preceding layer’s feature maps are flattened and fed into this layer. It then 
performs classification using the extracted features from the initial layers.

3.2  Transfer learning

In essence, a substantial amount of data is required to train a CNN model, but in certain 
scenarios, gathering a large dataset of relevant domains is quite challenging. Hence, the 
paradigm of transfer learning is introduced. Transfer learning is a well-known machine 
learning technique that attempts to learn the basic features needed to solve a problem and 
then apply them to problems in other domains as depicted in Fig. 1.

Transfer learning has the advantages of faster training processes, prevention of overfit-
ting, training with fewer data, and increased performance. GoogleNet, VGG19, Inception-
V3, and ResNet-50 were the pre-trained CNN models employed in our experimental pro-
cess. Table  2 provides the description of pre-trained CNN models. The aforementioned 
CNN architectures are trained on the ImageNet dataset comprising 1000 images classes 

ImageNet
Generic Dataset

1000
Categories

Newly initialized weights Output

Transfer Learning

Brain Tumor
MRI Dataset

Pre-trained weights Learned weights

Glioma

Meningioma

Pituitary

Notumor

Fig. 1  Transfer learning

Table 2  Summary of pre-trained CNN architectures

CNN Image input size Filter size in various layers No. of parameters Depth

VGG19 224 × 224 (3 × 3) 138M 19
Inception-v3 299 × 299 (1 × 1), (3 × 3), (5 × 5), (1 × 7), (7 × 1) 23.9M 48
ResNet50 224 × 224 (1 × 1), (3 × 3), (7 × 7) 25.6M 50
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and transfer learning is adopted. The subsequent subsections provide description of differ-
ent pre-trained CNN models.

3.2.1  VGG19

VGG19 is a basic and efficient network for a variety of object recognition models. It con-
sists of 16 convolutional layers followed by pooling layers and 3 fully connected layers 
with a total of 138 M parameters. Because of its simple architecture, it outperforms other 
models.

3.2.2  Inception‑V3

Inception-V3 is a frequently used CNN architecture used for classification purposes. It was 
designed by modifying the Inception module and is composed of several blocks of convo-
lutional, pooling, and fully connected layers. It also uses dropout layer to mitigate the prob-
lem of overfitting. It comprises 42 layers with a total of 23.9M parameters.

3.2.3  ResNet50

A residual network often abbreviated as ResNet is a deep architecture that provides good 
accuracy in image classification. It also took first place in the ILSVRC challenge in 2015. 
ResNet 50 contains 49 convolutional layers and a fully connected layer at the end with a 
total of 25.6 learnable parameters. By leveraging skip connections, it alleviates the prob-
lem of vanishing gradient.

4  Proposed methodology

The proposed methodology used for brain tumor classification using MRI images is pre-
sented in Fig.  2. It comprises mainly three stages, namely data preprocessing, feature 
extraction, and finally classification. The description of each stage is explained in detail in 
subsequent sub-sections.

4.1  Data preprocessing

Preprocessing of data is an important stage before performing data analytics operations. 
Preprocessing is performed to enhance the quality of images. It includes the following 
steps:

• Cropping and Resizing: The aim of cropping are to extract the brain contour for the 
MRI images. Extra space out of the image is removed by cropping. Normalization is 
done to resize the image according to the permissible input size of the particular CNN 
model. For VGG19 and ResNet-50 the image size is normalized to 224 × 224 and for 
Inception-V3 images are resized to 299 × 299.

• Data Augmentation: For higher performance in terms of accuracy CNN models 
requires a large number of the labeled image dataset. But in a few circumstances, it is 
not feasible, or only small sized dataset is available. The data augmentation method is 
used to increase the number of images by applying some geometric transformations 
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such as image flipping, rotation by some angle, color transformation, change in bright-
ness and scaling, etc.

• Dataset splitting: For evaluating the performance of the proposed model, the dataset is 
split into 70%-30%, 80%-20%, and 90%-10% train-test split. To validate the proposed 
model 20% of the test data is used as a validation set.

4.2  Feature extraction

The initial layers of CNN models i.e. group of convolution and pooling layers are respon-
sible for extracting image features. The extracted features are then fed into the series of 
fully connected layers for the task of classification. The proposed framework uses three 
widely used CNN models: VGG19, ResNet-50, and Inception-V3 for feature extraction 
from the generic ImageNet dataset which is then used for the classification of brain tumor 
MRI image dataset. The concept of transfer learning is used to learn the features from MRI 
images without any training and classify the MRI images in Glioma, Meningioma, Pitua-
tory, and No tumor classes.

4.3  Classification

CNN has shown substantial potential in the field of medical image classification in recent 
decades, where it has been quite effective in tackling image classification challenges. The 
CNN model performs better when learning global and local features from medical visuals. 
The number of nodes in the classification output layer in our proposed framework is equal 
to the number of classes in the dataset. CNN model automatically learns features during 

Dataset Preprocessing

VGG19

Inception-V3

Feature Extraction from 
Pre-trained Models

ResNet50

Additional Layers Classification Evaluation Metrics

Brain Tumor
MRI Dataset

Glioma

Meningioma

Pituitary
Notumor

Accuracy
Precision
Recall
F-Score

Cropping and Resizing

Dataset splitting

Data Augmentation

Pre-trained Models

F1 F2 F3 F4 F5 Fn

Fig. 2  Proposed model
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the training stage from each image. Each output has a different probability for the input 
image; the model then selects the output with the highest probability as its prediction of 
the class. Finally, the output layer determines which class of brain tumor is present in the 
patient using the pre-trained model.

5  Experimental results

This section discusses the simulation setup and performance evaluation of the proposed 
work. The proposed model is implemented on a system equipped with Intel Core-i7 pro-
cessor with 32 GB RAM. Simulation results are generated with 95% confidence interval. 
The Keras library available in latest version of Python is used for training and validation.

5.1  Dataset description

To assess the performance of the proposed framework, a brain tumor MRI dataset is required. 
The required dataset is obtained from the Kaggle [7] which consists of 7023 images with four 
classifications, namely glioma, meningioma, no tumor, and pituitary. The explored dataset is 
combination of three widely used datasets: figshare [8], SARTAJ [24], and Br35H [6]. Fig-
ure 3 presents the sample images from each of the labels. Table 3 provides the dataset descrip-
tion which contains 1621 brain MRI images with glioma, 1645 brain MRI images belong-
ing to class meningioma, 1757 MRI images containing pituitary and the rest 2000 images 
have no tumor. Initially, size of each image is 512 × 512 which is resized into 224 × 224 for 
VGG19 and ResNet-50 as well as to 299 × 299 for Inception-V3. However, image quality can 
be improved using the super-resolution scheme proposed in [3, 5]. In order to evaluate the 
performance of the proposed framework, the dataset is split into 70%-30% , 80%-20%, and 

Fig. 3  Brain Tumor images

Table 3  Dataset summary Tumor type Number of 
images

Training set 
(80%)

Test-
ing set 
(20%)

Glioma 1621 1297 324
Meningioma 1645 1316 329
Pituitary 1757 1405 352
Notumor 2000 1600 400
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90%-10% train-test splits. Moreover, to control over-fitting difficulties, an initial stopping con-
dition based on performance validation is devised, i.e., to terminate the training process when 
the system exhibits no or little progress after a few iterations.

5.2  Evaluation measures

Several evaluation measures are used to validate the performance of classifier. Out of all the 
defined measures classifier accuracy is the prominently used quality index which measures the 
number of correctly classified samples to the total number of data samples. Table 4 illustrate 
the features of the confusion matrix with four partitions each depicting a unique features True 
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). The follow-
ing performance measures are calculated to evaluate the proposed framework.

5.2.1  Accuracy

It measures the ability of the classifier to predict sample data accurately. Accuracy is calcu-
lated as a ratio of corrected predictions to the total number of classification predictions.

5.2.2  Precision

Precision is calculated as a ratio of the correct prediction (TP) to the total number of infected 
patients.

5.2.3  Recall or Sensitivity

Recall calculates classifier quality to make accurate positive predictions. It is calculated as the 
ratio between total correct positive predictions to the total positively infected sample.

5.2.4  Specificity

Opposite to sensitivity, specificity measures the ability to negative predictions.

(1)Accuracy =
TP + TN

TP + TN + FP + FN

(2)Precision =
TP

TP + FP

(3)Recall =
TP

TP + FN

Table 4  Confusion matrix Actual Predicted
Yes No

Yes True positive False negative
No False positive True negative
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5.2.5  F1‑score

F1-score quantifies the accuracy of the classifier in terms of recall and precision.

5.3  Results and discussions

The proposed framework is trained on three different CNN architectures, namely VGG19, 
Inception-V3, and ResNet-50. The learned data is then transferred into ensemble feature 
extraction using transfer learning. The generated results from a single CNN are compared 
to a combined feature set upon several classifier quantifiers. Hyperparameters of CNN 
model are tuned iteratively to achieve the convergence point in training process and mini-
mize the loss function. We have selected the Adam optimizer for learning rate adoption 
due to its adaptive nature. A mini-batch of size 32 is selected to save the results and loss 
function calculation. To avoid the condition of overfitting, number of epochs is set to 10. 
Table 5 enlist the parameters used for experimentation.

The confusion matrix of different pre-trained models and proposed transfer learning 
model is given from Figs. 4, 5, 6 and 7. To evaluate the classifier performance more effi-
ciently, three different training and test splits are considered which divide sample data into 
70%-30%, 80%-20%, and 90%-10% sets.

Figure  4 shows three different confusion matrices under different data splits. Each 
matrix contains four labels corresponding to each class in the dataset. Figure 4(a) shows 
that ResNet-50 correctly predict 2047 sample data to their corresponding class when the 
total number of test samples is 2110. Therefore, the system gives 97% accuracy with 70%-
30% data split. Figure 4(b) is for data split 80%-20% which depicts that ResNet-50 accu-
rately predicts 1380 sample data to correct class with the accuracy of 98%. At last, Fig. 4 
gives the confusion matrix for data split 90%-10%. Out of the total sample, ResNet-50 cor-
rectly predict 704 MRI images 679 to their correct classes. From the experimental results it 
is evident that ResNet-50 gives the best results when 5618 images MRI images are used for 
training and 1405 brain MRI images are used for testing of classifier model.

(4)Specificity =
TN

TN + FP

(5)F1 − score = 2 ×
Recall × Precision

Recall + Precision

Table 5  Hyper-parameter for 
fine-tuning

Parameter Value

Type of pooling layer Average
Learning rate 0.001
Mini-batch size 32
Optimizer algorithm Adam
Loss function Cross-Entropy
Maximum epoch 10
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(a) 70% - 30% split (b) 80% - 20% split (c) 90% - 10% split

Fig. 4  Confusion Matrix for ResNet-50

(a) 70% - 30% split (b) 80% - 20% split (c) 90% - 10% split

Fig. 5  Confusion Matrix for Inception V3

(a) 70% - 30% split (b) 80% - 20% split (c) 90% - 10% split

Fig. 6  Confusion Matrix for VGG19

(a) 70% - 30% split (b) 80% - 20% split (c) 90% - 10% split

Fig. 7  Confusion Matrix for proposed model
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Figure 5 shows the confusion matrix on a similar parameter for Inception-V3 network. 
Figure 5(a) shows that 2067 images are classified correctly from the total of 2110 images 
giving an accuracy of 97.9%. The second Fig. 5(b) gives the confusion matrix for the data 
split of 80%-20%. Results show that Inception V3 gives 99% by classifying 1389 MRI 
images accurately to the given class. Lastly, with the data split of 90%-10%, Inception V3 
gives 97% accuracy.

Figure  6 shows the confusion matrix for VGG19 model. Contrary to the earlier pre-
trained model, VGG19 has comparatively less accurate. VGG19 gives 81% with 70%-30%, 
88% with 80%-20% and 87% with 90%-10-% .

Figure  7 gives the confusion matrix of the proposed classifier with transfer learning. 
Figure 7(a) gives the classification results when training and test data are split in 70 and 
30 ratio. Total of 2110 brain MRI images is used for testing purpose whereas the proposed 
classifier accurately classify 2081 images in their corresponding class giving an accuracy 
of 98.6%. Best results are obtained with a data split of 80% - 20%. The optimum accuracy 
obtained in the proposed classifier method is 99% with 1394 brain MRI images classified 
accurately.

Figure 8 show the accuracy and loss during training and validation process under differ-
ent pre-trained models and the proposed model. The experiment is carried out by setting 
number of epochs equal to 10. In each epoch, accuracy, training, and validation error is cal-
culated. The proposed model achieves highest classification accuracy and lowest training 
and validation loss compared with other architectures.

Table  6 gives a summary of experimentation results with pre-trained model and 
designed transfer learning classifier model. From the results, it is evident that the proposed 
architecture outperforms existing CNN architectures and achieves highest classification 
accuracy of 99% when trained using 90-10 train-test split. On the contrary, ResNet-50, 
Inception-V3, and VGG 19 attain average accuracy of 97%, 98%, and 85% respectively.

5.3.1  Comparative analysis with recent works

The overall performance of the proposed method is also compared with existing works in 
the current domain. Table 7 reports the experimental results of the proposed framework 
and other existing studies in terms of accuracy and other measures. From the Table 7, it is 
evident that the performance approach attains higher values of accuracy in comparison to 
previous studies.

6  Conclusion

Brain tumors are the prominent cause of death in developing and underdeveloped coun-
tries. Early identification and classification of a brain tumor can potentially save a patient’s 
life by recommending an appropriate and timely cure. The proposed work presents an effi-
cient decision support system by leveraging the concept of transfer learning. The frame-
work involves extracting features using a generic ImageNet dataset from the three most 
widely available CNN models, namely VGG19, RestNet-50, and Inception-V3. The pro-
posed model is fine-tuned using pre-trained weights on the brain tumor MRI dataset. 
Finally, the performance of our proposed model is compared with state-of-the-art CNN 
models, namely ResNet-50, Inception-V3, and VGG19 using various classification metrics. 
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Table 6  Comparative analysis of different decision making algorithms

Classifier Train-Test data split Class Type Precision Recall F1-Score Accuracy Average 
Accu-
racy

ResNet50 70%-30% G 0.96 0.98 0.97 0.97 0.97
N 0.98 0.99 0.99
M 0.97 0.91 0.94
P 0.96 0.98 0.97

80%-20% G 0.99 0.98 0.99 0.98
N 0.98 1.0 0.99
M 0.96 0.96 0.96
P 0.99 0.98 0.98

90%-10% G 0.99 0.92 0.96 0.96
N 0.99 1.0 1.0
M 0.92 0.93 0.93
P 0.95 0.99 0.97

Inception V3 70%-30% G 0.98 0.98 0.98 0.98 0.98
N 0.99 1.0 0.99
M 0.96 0.95 0.96
P 0.98 0.99 0.98

80%-20% G 0.99 0.99 0.99 0.99
N 0.99 1.0 0.99
M 0.97 0.97 0.97
P 1.0 0.98 0.99

90%-10% G 0.98 0.94 0.96 0.97
N 1.0 1.0 1.0
M 0.95 0.93 0.94
P 0.94 1.0 0.97

VGG19 70%-30% G 0.96 0.64 0.77 0.81 0.85
N 0.88 0.98 0.92
M 0.61 0.74 0.67
P 0.86 0.85 0.86

80%-20% G 0.90 0.84 0.87 0.88
N 0.94 0.94 0.94
M 0.76 0.75 0.75
P 0.89 0.97 0.93

90%-10% G 0.92 0.81 0.86 0.87
N 0.90 0.96 0.93
M 0.73 0.79 0.76
P 0.91 0.87 0.89

Proposed Model 70%-30% G 0.99 0.98 0.98 0.99 0.99
N 0.99 1.0 0.99
M 0.97 0.98 0.97
P 1.0 0.99 0.99

80%-20% G 1.0 0.98 0.99 0.99
N 0.99 1.0 1.0
M 0.97 0.99 0.98
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The proposed framework outperforms all the other deep learning architectures by attaining 
highest classification accuracy of 99%.

The proposed approach utilized a different set of advantages inherited from pre-trained 
transfer learning models such as reduced training time, improved performance, and high 
accuracy. Pre-trained models have acquired beneficial properties from vast datasets and 
can generalize effectively to new, similar applications. We have obtained better results than 
training from scratch with minimal data by fine-tuning these models with limited data. 
The proposed model also solves the problem of overfitting found in previous literature. 
Although in addition to the advantages listed above, the proposed model also has some 
presented disadvantages. Deep neural networks usually have millions of parameters, and 
fine-tuning such models requires substantial computational resources and expertise. In the 
future, patients’ health attributes can be integrated with image features to further improve 
classification accuracy.

Table 6  (continued)

Classifier Train-Test data split Class Type Precision Recall F1-Score Accuracy Average 
Accu-
racy

P 0.99 1.0 1.0
90%-10% G 0.99 0.99 0.99 0.99

N 0.99 1.0 1.0
M 0.99 0.97 0.98
P 0.99 0.99 0.99
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