
Vol.:(0123456789)

Multimedia Tools and Applications (2024) 83:10039–10060
https://doi.org/10.1007/s11042-023-16025-1

1 3

Image encryption algorithm using multi-base diffusion 
and a new four-dimensional chaotic system

Simiao Wang1 · Baichao Sun1 · Yiming Wang1 · Baoxiang Du1 

Received: 11 July 2022 / Revised: 1 March 2023 / Accepted: 11 June 2023 /  
Published online: 20 June 2023 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
Information security is very important in the era of rapid development of science and tech-
nology. People often use multimedia to communicate in their daily life. Image plays an 
important role in multimedia communication, so it is urgent to protect image information. 
In order to improve the security of images in transmission, an image encryption algorithm 
using multi-base diffusion and a new four-dimensional chaotic system is designed in this 
paper. The algorithm decomposes each pixel value into multi-based. After decomposition, 
the coefficient matrix and base matrix are scrambled by FYTS using the sequence gener-
ated by the new four-dimensional chaotic system, and finally recombined to perform pixel-
level and bit-level scrambling respectively. After simulation with MATLAB, it is obvious 
that the final encrypted image does not have the contour of the original image, which meets 
the requirements of encryption. Through histogram, entropy analysis, anti-differential 
attack analysis and other experimental results, it is proved that the proposed algorithm has 
high security.

Keywords Bit plane · Diffusion · 4D chaotic system · Image encryption

1 Introduction

In the era of increasingly developed network media tools, people have become accustomed 
to remote communication in daily life [17, 32]. In multimedia communication, images, as 
a common transmission carrier, are widely used in various fields, such as the military field, 
the medical field, and so on. In many cases, images may be stolen and destroyed by people 
with ulterior motives, resulting in information leakage and losses. Nowadays, text encryp-
tion technology is very mature, but if you directly use text encryption to encrypt images, 
the encryption effect is not ideal. Because the amount of image data is larger than that of 
text, and its ranks have a certain correlation, image encryption has also become a research 
hotspot. Apply DES, AES, RSA and other encryption methods to image encryption [12, 
13, 25, 38]. However, due to the large amount of image data, the efficiency is not very high. 
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Since Matthews proposed the encryption method based on chaos in 1989 [18], it was found 
that chaotic encryption is highly sensitive to the initial conditions, and various methods of 
applying chaos theory to encryption have been proposed.

Initially, scholars used classical chaotic maps to encrypt images. In 2006, Pareek used 
an 80-bit external key and two logistic maps to encrypt images [21]. [20] proposed an 
image encryption algorithm based on Arnold transform and hyperchaotic map, decom-
posed the original image at the bit level, used Arnold transform to scramble the image, 
and then diffused it by hyperchaotic map to obtain an encrypted image. In 2015, Zhou 
et al. combined Skew tent map and Line map for L-scrambling and diffusion, and designed 
an image encryption scheme suitable for all sizes [41]. In 2021, Sang et al. scrambled the 
plaintext image with Logistic map, and then encoded it with a deep autoencoder [23]. [14] 
uses Logistic map to generate key matrices for permutation and diffusion, which are resist-
ant to differential attacks.

At present, many scholars have proposed new chaotic systems. Compared with the clas-
sical chaotic mapping, the improved chaotic systems have been improved in many aspects. 
At the same time, these chaotic systems have also been applied to image encryption [5]. 
[43] proposed an image encryption method based on memristive chaotic system and 
compressed sensing, which can well resist chosen-plaintext attack. [31] designed a com-
pound one-dimensional two-parameter chaotic system and applied it to scramble in row, 
column and diagonal directions. [5] proposed a new one-dimensional chaotic map with 
a larger chaotic range, and combined it with dynamic DNA coding designed a selective 
image encryption method. To encrypt the image, all of the approaches previously discussed 
rely on low-dimensional chaotic mapping. Although low-dimensional mapping operates 
quickly, the key space is limited and has a history of being predictably predictable [6]. In 
[11], 2D sin-cos chaotic mapping is used in the scrambling part, 2D chaotic mapping is 
used, and 1D Logical-tent map is used in the diffusion part to generate a chaotic matrix for 
XOR. In [1], the sequence generated by two-dimensional economic mapping is converted 
into binary, and XOR is performed with the image after the rows and columns are scram-
bled. [16] used the chaotic map of the 2-D Baker Map and Logistic map in series to form 
ciphertext images after scrambling and diffusion.

However, all the methods mentioned above are based on low-dimensional chaotic map-
ping to encrypt the image. Although low-dimensional mapping has the advantages of fast 
operation, the key space is small and has been proved to be easy to predict [26]. The high-
dimensional chaotic system can effectively enlarge the key space in image encryption. In 
[28], a 4D mixed mapping is proposed by combining one-dimensional Sine map and 2D 
Thinker Bell map, and the scrambled matrix is formed to scramble the image. [8] designs a 
new four-dimensional chaotic system with hidden attractors and used it to generate random 
numbers for image encryption. [2] extends Arnold mapping to 3D space and proposes 3D 
modular chaotic map, which improves the speed and key space of color image encryption. 
A new chaotic system NCCS was proposed in [42] by combining Sine map and Tent map, 
and the initial value of the system was generated by SHA384 to carry out image scram-
bling diffusion.

For the scrambling process, there are generally two scrambling methods: pixel-level 
scrambling and bit-level scrambling. Scrambling on the bit plane can change both the 
pixel position and the pixel value. [15] used chaotic transformation and row-column 
scrambling at the pixel level in the scrambling process, which has strong security. [24] 
uses the cyclic shift method when it is scrambled in the bit plane, and the key is gener-
ated by the Henon map. [39] proposed to use a bit-level pixel scrambling strategy to 
replace the bit planes of the image with each other, which does not require additional 
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storage space. [30] used L-shaped and Fisher-Yates methods for scrambling, and then 
used L-shaped to perform bit-level scrambling on pixel values.

Regarding the concept of decomposition, many scholars decompose the pixel value 
of the image in different ways. For example [36] applies DWT and DCT in Cb and 
Cr space in YCbCr space, and performs singular value decomposition, the security is 
improved. [22] used the QR decomposition method to obtain the permutation matrix, 
generated the ciphertext, and expanded the key space. [4] proposed to decompose the 
image through singular value first, and then scrambling it multiple times through Arnold 
transform. [27] encrypts multiple images at the same time, first decomposes the origi-
nal image into bit planes, and then performs XOR operations with the chaotic matrix 
generated by the chaotic system. [35] used the direct difference between the image and 
the composite vector as a key, and the decomposed amplitude and phase were obtained 
using an optical modulator. [37] proposed to use the M-ary decomposition method to 
decompose the pixel values of the image in [161, 256], and defined virtual and real bits 
to improve the visual quality.

By analyzing the above image encryption algorithms, this paper uses a high-dimen-
sional chaotic system to generate chaotic sequences. The pixels are scrambled on the 
bit plane and diffused by decomposing the pixel values. The following work has been 
done: 1. A four-dimensional chaotic system has been designed and tested by NIST. 2 
A scrambling algorithm called FYTS, which combines Fisher Yates scrambling and 
Thorp scrambling, is proposed. 3. In the diffusion part, a diffusion method is proposed 
to decompose and reassemble pixel values. The security of the proposed algorithm can 
be proved by histogram analysis and differential attack resistance.

The rest of this paper is as follows: Section 2 introduces the new four-dimensional 
chaotic system, FYTS scrambling method and multi-base diffusion method. Section 3 
introduces the image encryption and decryption algorithm. Section  4 carries on the 
safety analysis, evaluates its safety and reliability. Section 5 is the conclusion.

2  Preliminaries

2.1  Chaotic system

2.1.1  Proposed four-dimensional chaotic system

In this paper, a novel four-dimensional chaotic system is proposed, which is defined as 
Eq. (1)

Where x, y, z, w are all state variables, and a, b, c are system parameters.
According to Eq. (2), when b = 0, the system has line equilibrium point (0, 0, η, l), 

where η, l is an arbitrary constant. When b is not equal to 0, there is no equilibrium 
point in the system, and the attractor is a hidden attractor.

(1)

⎧⎪⎨⎪⎩

ẋ = y − x

ẏ = −axz −
�
0.1 + 0.03w2

�
x

ż = xy − b

ẇ = −cx



10042 Multimedia Tools and Applications (2024) 83:10039–10060

1 3

The Jacobian matrix of the system can be solved in Eq. (3), and then the divergence of 
the system can be obtained as shown in Eq. (4). It can be seen that the divergence is equal 
to −1 and less than 0. It shows that the system is a dissipative chaotic system.

In addition, we can judge the stability of the equilibrium point by calculating the 
characteristic roots of the system, where a = 2.5, b = 0, and c = 5. Set η = 0, l = 0. In this 
case, the equilibrium point of the system is s0=(0,0,0,0). We can get the characteristic 
equation: P0(λ) = λ4 + λ3 + 0.1λ2, after solving the equation, we get the characteristic 
roots: λ1=0; λ2= − 0.8873; λ3= − 0.1127. Therefore, the equilibrium point type is 
unstable saddle point.

When a = 2.5, b = 6, and c = 5, the phase diagrams of each plane are shown in Fig. 1. 
The chaotic behavior of the system can be intuitively understood from the phase diagram. 
When the value of c varies between [0, 30], the Lyapunov exponent of this system varies as 
shown in Fig. 2. We know that when at least one Lyapunov exponent is greater than zero, 
the system is chaotic. When two or more are greater than 0, it is hyperchaotic state. It can 
be seen from the figure that the system is in a hyperchaotic state when c is in [3.4, 8]. The 
bifurcation diagram of this chaotic system is shown in Fig. 3.

Kaplan-Yorke dimension is an important geometric characteristic quantity to describe 
dynamic systems. It is usually used to measure the complexity of chaotic systems. The 
closer it is to the fractal dimension of the system, the more fractal the attractor of the sys-
tem will be. Its mathematical calculation expression is shown in Eq. (5):

Where j is the largest integer that makes x > 0. When a = 2.5, b = 6, c = 5, LE1 = 0.1727, 
LE2 = 0.0328, LE3 = -0.0016, LE4 = -1.2038. By substituting the values into Eq. (5), the 
Kaplan-Yorke dimension of the proposed system is 3.2042.

(2)

⎧
⎪⎨⎪⎩

y − x = 0

− axz −
�
0.1 + 0.03w2

�
x = 0

xy − b = 0

− cx = 0

(3)J =

⎡⎢⎢⎢⎣

−1

− az − 0.03w2 − 0.1

y

− c

1

0

x

0

0

− ax

0

0

0

− 0.06wx

0

0

⎤⎥⎥⎥⎦

(4)∇V =
𝜕ẋ

𝜕x
+

𝜕ẏ

𝜕y
+

𝜕ż

𝜕z
+

𝜕ẇ

𝜕w
= −1

(5)DKY = j +
1

LEj + 1

j∑
i=1

LEi

Fig. 1  Phase diagram of four-dimensional chaotic system. a Phase diagram of the x-y plane. b Phase dia-
gram of the x-z plane. c Phase diagram of the x-w plane. d Phase diagram of the y-z plane. e Phase diagram 
of the y-w plane. f Phase diagram of the x-y-z plane. g Phase diagram of the x-y-w plane. h Phase diagram 
of the y-z-w plane

▸
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After applying the NIST test to this system, the data in Table 1 was obtained. It can be 
found that all indicators meet the standard requirements. Through this test, we can also 
judge that the chaotic sequence generated by the four-dimensional chaotic system has 
high randomness.

2.1.2  Sine-logistic map

To improve the chaotic complexity of 1D map, [9] introduced a sine chaotification model. The 
resulting chaotic map has better chaotic complexity and larger chaotic range. Compared with 
the classical Logistic map, the obtained Sine-Logistic map overcomes the shortcoming of its 
small initial value range. Its formula is shown in Eq. (6).

(6)dk+1 = sin
(
��dk

(
1 − dk

))
, dk ∈ (0, 1)

Fig. 2  Lyapunov exponent of the 
proposed system

Fig. 3  Bifurcation diagram of the 
proposed system
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2.2  FYTS scrambling

2.2.1  Fisher-yates shuffle

The Fisher-Yates shuffle algorithm was first proposed by Ronald Fisher and Frank Yates. It 
was later modernized by Knuth in The Art of Computer Programming. Thus this algorithm 
is also called Knuth random scrambling method. This method is suitable for computer cal-
culations, which can randomly arrange a finite set. For a sequence a with n elements, when 
randomizing from the n-1th element to the first element, select a random integer j and swap 
elements a[j] and a[i], where the range of j is [0,i].

2.2.2  Thorp shuffle

In 1973, Edward Thorp proposed a model for shuffling cards: Suppose there are 2 N cards, 
and divide the cards into two equal piles of N cards each. Then randomly flip a coin, if the 
result is heads, take the Nth card from the left cards, and if the result is tails, take the Nth 
card from the right cards. Thorp shuffle is named after Edward Thorp and is mainly used 
for small-space encryption. [19] proposed an encryption scheme in small domains based 
on Thorp shuffle and block encryption and proved its security. The steps to shuffle the A 
sequence of length 2 N into the B sequence using thorp shuffle are as follows:

Step 1: Divide A into two sequences of length N called A1 and A2 respectively.
Step 2: Use a decision sequence C with all elements in the range [0,1], if C(i) is less than 

0.5, then take elements from A1, if C(i) is greater than 0.5, then take elements from A2.
Step 3: Put the elements taken out in a certain order into sequence B, and the scrambled 

sequence is obtained.

Table 1  NIST test of proposed four-dimensional chaotic system

Test P value(X) P value(Y) P value(Z) P value(W) State

Frequency 0.6811 0.0674 0.3914 0.8942 PASS
BlockFrequency 0.7635 0.9331 0.0652 0.2196 PASS
CumulativeSums 0.6062 0.8281 1.0000 0.5936 PASS
Runs 0.0685 0.2174 0.0448 0.3143 PASS
LongestRun 0.5480 0.4422 0.1755 0.9436 PASS
NonOverlappingTemplate 0.1468 0.2955 0.6672 0.8906 PASS
Serial 0.2634 0.2634 0.2634 0.2634 PASS
LinearComplexity 0.4279 0.4279 0.4279 0.4279 PASS
RandomExcursions 0.6198 0.6198 0.6198 0.6198 PASS
RandomExcursionsVariant 0.3241 0.3241 0.3241 0.3241 PASS
ApproximateEntropy 0.9630 0.2032 0.8019 0.9184 PASS
Universal 0.5324 0.6554 0.8875 0.6546 PASS
FFT 0.0519 0.4506 0.6014 0.5423 PASS
Rank 0.3936 0.0774 0.0774 0.0192 PASS
OverlappingTemplate 0.9925 0.9925 0.9925 0.9925 PASS
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2.2.3  Enhanced fisher-yates thorp shuffle

This paper combines the above two scrambling methods and proposes the Enhanced Fisher-
Yates Thorp shuffle (FYTS). Assuming that the size of image I is M × N, the specific steps 
for scrambling this image by FYTS are as follows, and the flow chart is shown in Fig. 4.

Step 1: Generate a binary sequence A with a length of M × N.
Step 2: Convert the M × N image I into a one-dimensional sequence O with a length of 

M × N.
Step 3: When the k-th element A(b) in A is 1, swap O(i) and O(j). where the value of j is 

as shown in Eq. (7):

Step 4: When the k-th element A(k) in A is 0, swap O(i), O(j) and O(w) respectively. 
Where the value of w is shown in Eq. (8):

Step 5: Then convert the O after the element is replaced into the size of M × N, which is 
the final image obtained after FYTS.

2.3  Multi‑base diffusion method of pixels

In general, computers often convert numerical values to binary, octal, hexadecimal, etc. A 
value x can be converted to base B by Eq. (9):

[37] proposed an M-ary decomposition method to decompose positive integers in different 
bases. When converting a value to binary, the value is usually divided by 2. And when the 
multi-binary factorization method is used to factorize integers, the divisor changes. Taking 
B base as an example, to decompose an integer x in B base is to divide x by B continu-
ously. Based on this M-ary decomposition method, this paper proposes a multi-base diffu-
sion method for pixels. The method decomposes the pixel value of each pixel in the image, 

(7)j = floor
(
mod

(
A(i) × 104, n

)
+ 1

)

(8)w = mod(i + j + floor(n∕2), n) + 1

(9)x = An ⋅ B
n + An−1 ⋅ B

n−1 +⋯ + A1 ⋅ B
1 + A0 ⋅ B

0

Fig. 4  Flowchart of Enhanced 
Fisher-Yates Thorp shuffle

Y N
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and generates a coefficient matrix and a base matrix after decomposing and then operates. 
Taking a 4 × 4 matrix as an example to decompose the pixels as shown in Fig. 5. Specific 
steps are as follows:

Step 1: Read the image I with the image size M*N, and generate the chaotic sequence S 
with the length M*N.

Step 2: Convert the chaotic sequence S to a number in the range [0,17] with Eq. (10), and 
add 4 to the value less than 4 in the converted sequence, so that the range of the sequence 
S is in [6, 25].

Step 3: Read the i-th pixel value in the image. Eq. (11)- Eq. (14) are used to calculate the 
four coefficients a, b, c, d after decomposing the pixel values.

Among them, x is the pixel value of the i-th pixel, and s is a matrix of length 3 obtained by 
intercepting the chaotic sequence S through Eq. (15).

(10)X = floor
(
mod

(
X∗10000, 17

))

(11)a = floor
(
x∕s(1)3

)

(12)b = f loor
((
x − a ⋅ s(1)3

)
∕s(2)2

)

(13)c = floor
((
x − a ⋅ s(1)3 − b ⋅ s(2)2

)
∕s(3)

)

(14)d = f loor
((
x − a ⋅ s(1)3 − b ⋅ s(2)2 − c ⋅ s(3)

))

(15)s = S(i ∶ i + 2)

Fig. 5  Multiple base diffusion 
method of pixels
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Step 4: Store the coefficient obtained by the decomposition of the i-th pixel in the matrix 
Y, and store the base number in the matrix Z.

Step 5: Scramble the matrices X and Z with the FYTS scrambling method, and the scram-
bled matrices are X1 and Z1.

Step 6: Recombine the matrices X1 and Z1 according to Eq. (16), and the obtained matrix 
Q is the ciphertext image after MBD decomposition and scramble.

3  Proposed method

3.1  Encryption algorithm

When the original image I of size M × N is encrypted, the encryption steps are as follows. 
The encryption flow chart is shown in Fig. 6.

Step 1: Read the original image I, the size is M × N.
Step 2: Select the initial value of the four-dimensional chaotic system according to the 

original image I, and the formula is shown in Eq. (17). The final initial value  X0,  Y0, 
 Z0,  H0 is obtained after four decimal places are retained. Four chaotic sequences S1, S2, 
S3, S4 are generated after setting four initial values.

(16)Q(i) = X1(1, i) ∗ Z1(1, i)
3 + X1(2, i) ∗ Z1(2, i)

2 + X1(3, i) ∗ Z1(3, i) + X1(4, i);

(17)

X0 = sum(sum(bitand(B1, 136)))∕
(
136∗SUM

)
Y0 = sum(sum(bitand(B1, 68)))∕

(
68∗SUM

)
Z0 = sum(sum(bitand(B1, 34)))∕

(
34∗SUM

)
H0 = sum(sum(bitand(B1, 17)))∕

(
17∗SUM

)

Plain image

4D chao�c 
system

Perform MBD 
opera�ons on pixelsS1

S2

S3

S4

FYTS

Scrambling in the 
bit plane

Encrypted image

Fig. 6  Flowchart of the proposed encryption image algorithm
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Step 3: Use sequence S1 to decompose plain image I with MBD method. The decomposed 
image is B.

Step 4: First convert the decomposed image B into a one-dimensional sequence, and then 
use the sequence S2 of length M × N to perform FYTS scrambling on it. When scram-
bling, S2 is used to generate a binary sequence C. When the element in S2 is greater 
than the average value a of the whole sequence, C(i) = 1; otherwise, C(i) = 0. After 
scrambling, it is transformed into a matrix P of M × N size.

Step 5: All pixel values in P are converted to octet binary with a size of 8 M × N. Eq. (18) 
is used to intercept 8 × M elements of sequence S3, and Eq. (19) is used to intercept N 
elements of sequence S4. Scramble columns of P with  y1 by sorting  y1 upward and rear-
ranging columns of P by index. In the same way, scramble rows of P with  y2 to get the 
scrambled binary matrix. Finally, convert the binary matrix to decimal.

Step 6: FYTS scrambling was performed on the bit plane of the image obtained in step5 
using the sequence with length M × N generated by Sine-logistic map. Finally, the 
encrypted image C is obtained.

3.2  Decryption algorithm

The decryption process is the reverse of the encryption process, as follows:

Step 1: Read the encrypted image C with a size of M × N.
Step 2: Select the same initial values and parameters as in encryption, and use the proposed 

4D chaotic system to generate four-dimensional chaotic sequences.
Step 3: Convert the encrypted image C to binary, and perform FYTS inverse scrambling 

on the bit plane. The same binary sequence is used to determine the swapped element 
position.

Step 4: Reverse the row and column on the bit plane with  y1 and  y2, where  y1 and  y2 are 
the same as in encryption. The resulting matrix in decimal is P.

Step 5: Generate a decision sequence C using sequence S2 with a length of M × N. The 
sequence C is used to transform P into a one-dimensional sequence for FYTS inverse 
scrambling.

Step 6: Read the coefficient matrix of MBD decomposition. Use the sequence S1 to obtain 
the matrix of base numbers. The two matrices are combined after FYTS inverse scram-
bling. The reconstructed matrix is the decrypted image.

4  Security analysis

4.1  Encryption and decryption Results

We use MATLAB 2019B to simulate the algorithm. After the classical image Lena, 
Baboon and Pepper are encrypted with the proposed image encryption algorithm, the 
results are as shown in Fig. 7. The size of Baboon are 512 × 512, and the size of others are 

(18)y1 = S3(3001 ∶ 8m + 3000)

(19)y2 = S4(3001 ∶ n + 3000)
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256 × 256. It can see that the encrypted image is like noise, from which the information of 
the original image cannot be obtained.

4.2  Key space

A strong encryption algorithm should have a large key space. For high security, the key 
space should be larger than  2100, which can resist brute force attacks. The chaotic system 
proposed in this paper has four initial values and three parameters, and the Sine-Logistic 
map has one initial value and one parameter. So when the computer precision is  10‐15, 
the key space should be  10135. It can be seen that the key space is much larger than  2100.

4.3  Key sensitivity

Key sensitivity means that the original image cannot be decrypted even if there is a 
slight change in the key, so as to prevent others from stealing information. When 
decrypting, we change the initial value of the proposed four-dimensional chaotic system 
by  10‐10, and the decrypted Lena image is shown in Fig. 8. It can be seen that even if the 
key changes by  10‐10, the original image cannot be decrypted correctly.

Fig. 7  Comparison of encryption 
and decryption results (a) Plain-
text image of Lena (b) Ciphertext 
image of Lena (c) Decrypted 
image of Lena (d) Plaintext 
image of Baboon (e) Ciphertext 
image of Baboon (f) Decrypted 
image of Baboon (g) Plaintext 
image of Pepper (h) Ciphertext 
image of Pepper (i) Decrypted 
image of Pepper

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
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Fig. 8  Key sensitivity results of 
Lena image (a) Plaintext image 
of Lena (b) Decrypted image 
after changing  10−10 (c) Cor-
rectly decrypted image

(a) (b) (c)

Fig. 9  Histogram analysis. (a)-
(c) Histogram of the R,G,B chan-
nel of the original Lena image 
(d)-(f) Histogram of R,G,B 
channel of Lena encrypted image 
(g)-(i) Histogram of the R,G,B 
channel of the original Pepper 
image (j)-(l) Histogram of R,G,B 
channel of Pepper encrypted 
image (m)-(o) Histogram of the 
R,G,B channel of the original 
Baboon image (p)-(r) Histogram 
of R,G,B channel of Baboon 
encrypted image

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)
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4.4  Histogram

The histogram can intuitively reflect the pixel distribution of an image. The flatter 
the histogram, the more even the pixel distribution, which proves that the probability 
of each pixel appearing is closer, and the more difficult it is to obtain meaningful 
information from the image. Lena, Pepper and Baboon are encrypted with the pro-
posed algorithm, the histograms before and after encryption are shown in Fig. 9. It 
can be found from the histogram that the histogram of the encrypted image is flatter 
than that of plain image, which can prevent useful information from being obtained 
from the histogram.

4.5  χ2 test

The more evenly distributed the pixels and the flatter the histogram, the better the encryption 
should be. And χ2 test represents how flat the histogram is. The formula for χ2 test is shown in 
Eq. (20).

where vi represents the number of occurrences of pixel value i. For example, the pixel 
value 200 appears 89 times in the image, then i = 200, vi=89. Table 2 presents the χ2-values 
of the three images.

(20)

⎧⎪⎨⎪⎩

�2 =
255∑
i=0

(vi−v)
2

v

v =
M×N

256

Table 2  Results of the χ2 test Image χ2 test

R G B

Lena256 282.4375 249.1172 242.9531
Pepper256 252.0391 258.9297 241.1016
Baboon512 282.5801 214.1563 264.3887

Table 3  Information entropy of 
the images

Images Plain image Encrypted image

R G B R G B

Lena256 7.7250 7.7745 7.6504 7.9974 7.9973 7.9977
Pepper256 7.4230 7.6226 7.1979 7.9972 7.9972 7.9973
Barbara256 7.6362 7.4904 7.5965 7.9968 7.9973 7.9969
Lena512 7.7322 7.7792 7.6544 7.9992 7.9993 7.9993
Baboon512 7.6583 7.3558 7.6990 7.9992 7.9994 7.9993
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4.6  Information entropy

Information entropy is an important parameter reflecting the randomness of information. It 
can reflect the uncertainty of image information and gray distribution in the image. For any 
image, the information entropy can be calculated by Eq. (21).

where, p(si) represents the probability of the occurrence of pixelsi, and n is the gray level 
of the pixel. For an 8-bit image, its gray level is 2^8 = 256, and n is 256 [33]. Therefore, 
the closer the information entropy of an image is to 8, the better its encryption effect is, 
and the more secure the encrypted image is. The data in Table 3 is obtained by calculating 
the information entropy of the three images. Table 4 is the result of comparison with other 
literatures. It can be seen that the proposed encryption algorithm has high security, and 
encrypted images have a more random distribution of pixels.

4.7  Correlation of adjacent pixels

Image encryption differs from text encryption in that adjacent pixels of an image 
are strongly correlated with each other. If the correlation remains at a high level, the 
attacker may perform a statistical attack to analyze the original image. Consequently, 
for picture encryption techniques, lowering the correlation between pixels is crucial. 
The calculation formula of correlation is shown in Eq. (22).

where:

(21)H(s) =

n∑
i=1

p
(
si
)
log

1

p
(
si
)

(22)�xy =
cov(x, y)√
D(x)

√
D(y)

Table 4  Comparison of 
information entropy

Algorithm Information entropy

R G B Mean

The proposed 
algorithm

7.9974 7.9973 7.9977 7.9975

Ref. [11] 7.9972 7.9972 7.9974 7.9973
Ref. [40] 7.9917 7.9912 7.9918 7.9916
Ref. [3] 7.9973 7.9969 7.9971 7.9971
Ref. [7] 7.9974 7.9969 7.9979 7.9974
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In Fig.  10, the correlation before and after the encryption of the 256 × 256 Lena 
image can be seen intuitively. A comparison of the correlation values before and after 
encryption can be seen in Table 5. The correlation with other literatures is compared 
in Table 6. It can be seen that the correlation is greatly reduced after encryption by the 
proposed encryption algorithm. It can effectively resist statistical attacks.

4.8  Differential Attack Analysis

Differential attack is a type of chosen-plaintext attack. It is mainly reflected by two val-
ues, one is the number of pixel change rate (NPCR) and the other is the unified average 
change of intensity (UACI). The original image is encrypted by changing one pixel, and 
the obtained encrypted image is compared with the unaltered encrypted image. When 
these two values are close to the ideal values of 99.6094% and 33.4635%, respectively, 
it shows that the algorithm can resist differential attacks well. Their formulas are shown 
in Eq. (23) and Eq. (24).

M and N represent the size of the image. P1 and P2 represent the original encrypted 
image and the encrypted image changed by one pixel, respectively. The NPCR and 
UACI values of the encryption algorithm proposed in this paper are calculated by the 
formula as shown in Table 7. The results compared with other literatures are shown in 
Table 8.

cov(x, y) =
1

N

N∑
i=1

�
xi − E

�
xi
���

yi − E
�
yi
��

D(x) =
1

N

N∑
i=1

�
xi − E

�
xi
��

E(x) =
1

N

N∑
i=1

xi

(23)
NPCR =

M∑
i=1

N∑
j=1

D(i, j)

M × N
× 100%

(24)
UACI =

M∑
i=1

N∑
j=1

����P1(i, j) − P2

�
i, j
�����

255 ×M × N
× 100%

where ∶ D(i, j) =

{
0P1(i, j) = P2(i, j)

1P1(i, j) ≠ P2(i, j)

Fig. 10  Distribution of adjacent pixels. (a)-(c) Correlation of R,G,B components of the original image in 
the horizontal direction. (d)-(f) Correlation of R,G,B components of the cipher image in the horizontal 
direction. (g)-(i) Correlation of R,G,B components of the plain image in the vertical direction. (j)-(l) Cor-
relation of R,G,B components of the cipher image in the vertical direction. (m)-(o) Correlation of R,G,B 
components of the plain image in the diagonal direction. (p)-(r) Correlation of R,G,B components of the 
cipher image in the diagonal direction

▸
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)
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Table 5  Correlation coefficients

Correlation coefficients

Horizontal Vertical Diagonal

R G B R G B R G B

Original Image 0.9854 0.9814 0.9783 0.9688 0.9611 0.9560 0.9517 0.9415 0.9348
Ciphered Image 0.0021 0.0019 −0.0003 0.0042 −0.0042 0.0008 0.0019 −0.0019 −0.0034

Table 6  Comparison of 
correlation coefficients with 
other literature

Correlation Proposed Algo-
rithm(256 × 256)

Ref. [7] Ref. [29]

Red Channel
Horizontal 0.0021 −0.0073 −0.0206
Vertical 0.0042 0.0010 −0.0116
Diagonal 0.0019 −0.0013 0.0097
Green Channel
Horizontal 0.0019 0.0011 −0.0005
Vertical −0.0042 −0.0020 0.0002
Diagonal −0.0019 0.0078 0.0189
Blue Channel
Horizontal −0.0003 −0.0061 0.0016
Vertical 0.0008 0.0058 0.0133
Diagonal −0.0034 −0.0003 −0.0123

Table 7  NPCR and UACI performance

Image Position of the 
changed pixel

NPCR(%) UACI(%)

R G B R G B

Lena256 (30,128) 99.5972 99.6078 99.6094 33.5419 33.4133 33.4754
(205,36) 99.5956 99.6201 99.6155 33.4273 33.4365 33.4554
(203,246) 99.6033 99.6033 99.5834 33.4449 33.4405 33.4779
(243,9) 99.6063 99.6017 99.5972 33.5082 33.3667 33.4980
(158,121) 99.6048 99.5911 99.5941 33.5205 33.4487 33.4749
(182,193) 99.6033 99.6292 99.6185 33.3169 33.5032 33.4398
(112,98) 99.6155 99.6033 99.6170 33.4034 33.4688 33.4390
Mean 99.6037 99.6081 99.6050 33.4519 33.4397 33.4658

Lena512 (71,140) 99.6056 99.6033 99.6113 33.4754 33.4761 33.4632
(245,247) 99.6094 99.6120 99.6189 33.5298 33.4610 33.4835
(48,125) 99.6021 99.6017 99.6159 33.4680 33.4718 33.4524
(30,128) 99.5934 99.6128 99.6159 33.4671 33.4254 33.4915
Mean 99.6026 99.6075 99.6155 33.4851 33.4586 33.4727
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4.9  Noise attack

The transmission process in the real world will be accompanied by various disturbances. 
An image encryption algorithm must not only be able to resist attacks, but also be able to 
resist interference such as noise. Figure 11 is the result of adding salt and pepper noise with 
density 0.05 and 0.1 to the encrypted image, respectively. As can be seen from Fig. 11, the 
decrypted image after adding noise can basically see the information of the original image.

4.10  Classic types of attacks

There are four classic types of attacks:

(1) Ciphertext-only attack

The attacker can only analyze the ciphertext to get the plaintext or key.

(2) Plaintext-known attack

Plaintext-known attack is that the attacker can obtain a set of plaintext and its 
ciphertext.

Table 8  Comparison results of NPCR for Lena color image

Encryption Algorithm Red Channel Green Channel Blue Channel

NPCR(%) UACI(%) NPCR(%) UACI(%) NPCR(%) UACI(%)

Proposed Algorithm(256 × 256) 99.6037 33.4519 99.6081 33.4397 99.6050 33.4658
Ref. [34] 99.6300 33.3200 99.7300 33.4500 99.7100 33.4200
Proposed Algorithm(512 × 512) 99.6026 33.4851 99.6075 33.4586 99.6195 33.4727
Ref. [10] 99.6103 33.4655 99.6098 33.4652 99.6089 33.4591
Ref. [40] 99.6243 33.4224 99.6185 33.4361 99.6280 33.4603

(a) (b) (c) (d)

Fig. 11  Encrypted and decrypted images with added noise. (a) Encrypted image with salt-and-pepper 
noise with density of 0.05 (b) Decrypted image with salt-and-pepper noise with density of 0.05 added (c) 
Encrypted image with salt-and-pepper noise with density of 0.1 (d) Decrypted image with salt-and-pepper 
noise with density of 0.1 added
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(3) Chosen-plaintext attack

Chosen-plaintext attack means that the attacker can choose a set of plaintext and cor-
responding ciphertext.

(4) Chosen-ciphertext attack

Chosen-ciphertext attack means that the attacker can choose some ciphertext and get the 
corresponding plaintext.

It can be seen that the chosen-plaintext attack is the strongest attack among the four 
attacks. So if the algorithm can resist the chosen-plaintext attack, then the other three 
attacks can be resisted by the algorithm. From the analysis of NPCR and UACI, it can be 
seen that when the initial value or parameters of the proposed algorithm change slightly, 
the encrypted image is completely different. The proposed algorithm is therefore resistant 
to four classical types of attacks.

4.11  Running time

The efficiency of the algorithm can be evaluated by the running time. The test environ-
ment of the proposed image encryption algorithm is MATLAB2019b (processor: Intel 
CORE i9-13900H RAM:16.00G), and the running time is 9.34 s after the encryption with 
256 × 256 Lena image.

5  Conclusion

This paper proposes an image encryption algorithm that diffuses pixels according to multi-
based decomposition. In this algorithm, the proposed four-dimensional chaotic system is 
used to generate chaotic sequences, which are decomposed into multiple digits and reas-
sembled, and the final encrypted images are obtained by pixel-level FYTS scrambling and 
other operations. After testing the security with standardized images, the entropy of infor-
mation is close to the ideal value, the correlation is low, and the algorithm can resist dif-
ferential attacks, violent attacks, etc. In addition, we also compare the proposed algorithm 
with other algorithms, which shows that the image encryption algorithm has good anti-
attack ability and high security. There are limitations, though: the algorithm is relatively 
slow. The running time may be improved in the future, but it still has high security and can 
be applied to the field of image encryption.
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