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Abstract
Crowdsourcing is a process of engaging a ‘crowd’ or a group of common people for accom-
plishing the tasks. In this work, the time-bound tasks allocation problem in IoT-based
crowdsourcing is investigated in strategic setting. The proposed model consists of multi-
ple task providers (or task requesters) and several IoT devices (or task executors), and each
of the task providers carries a task that have start time and completion time. Each of the
participating IoT devices provide a preference ordering (order of their interest for the tasks)
over a subset of tasks. Given the time bound tasks and ranking (or preference ordering) of
the task executors, the objectives are: (1) to assign the tasks to different slots so that they
are non-conflicting in nature, and (2) to allocate at most one task to each of the task execu-
tors from their respective preference ordering. To achieve the above objectives, a truthful
mechanism is proposed namely Truthful Mechanism for Time-bound Tasks in IoT-based
Crowdsourcing (TMTTC). Through theoretical analysis, it is proved that TMTTC satisfies
the properties such as computational efficiency, truthfulness,Pareto optimality, andTheCore.
Through simulation, it is shown that TMTTC performs better than benchmark mechanism
on the ground of truthfulness.

Keywords Crowdsourcing · Scheduling · Truthful · IoT devices · Zero budget

1 Introduction

Crowdsourcing is said to be an open call to the group of common people (or community) for
accomplishing one or more task(s) [4, 20, 25, 27]. In crowdsourcing, the works (or tasks) that
is to be done are posted to some public domain (or platform) and the crowd workers execute
the tasks and submit it to the platform (or third party). The platform provide the completed
tasks to the task providers and incentives are given to the crowd workers in return of their
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services. However, when the posted tasks are accomplished by the community with the help
of their smart devices (such as mobile phone etc.) then it is termed asMobile crowdsourcing
(or Participatory sensing) [10, 13, 35]. Internet and the advancement of new technologies
have been the catalyst for these type of research over the last decade and have found many
application areas (such as healthcare [32], agriculture etc. [8]), thereby creating both the
theoretical and the applied research flavor. However, most of the works that are carried out
in past in crowdsourcing [16, 17, 19, 24, 34] mainly focused on how to motivate a mass
of task executors (or crowd workers) for participating in the system? One of the solutions
that has been provided from large community is to incentivize the participating agents (task
executors and task providers) for their services. However, the proposed solutions of dragging
large group of common people to the crowdsourcing market generates several other open
questions, such as:

1. How to decide that which agents are to be considered for performing the tasks?
2. How to have the information about the good (or quality) crowd workers?
3. What price is to be offered to the crowd workers in exchange of their services?
4. How to have the services of the crowd workers those are socially motivated?

In past, several works have been carried out in the directions pointed out in points 1−3
above. In [2, 9, 14, 15, 34] some incentive schemes are proposed for motivating the crowd
workers. In [2] the crowdsensing platform publishes the set of sensing tasks to the outside
world along with the location of the sensing tasks. Each of the floated sensing tasks is to
be sensed during the given time period by the vehicles having sensing devices (acting as
crowd workers). For this purpose an incentive based mechanism is developed that is based
on proportional share mechanism [29]. In [15] the mechanism is developed that along with
providing the incentives to the participants helps in protecting the privacy about the location of
the participating agents. In past, several truthful (or Incentive Compatible (IC)) mechanisms
(refer Section 3 for definition of truthful) for the crowdsourcing environment is proposed in
[3, 6, 9, 34]. However, other than the above discussed scenarios, it may be the case that some
crowd workers may be socially motivated and are willing to provide their services to the task
providers free of cost. In past, the scenario depicted in query 4 above has not been addressed.
In this paper, we have addressed the situation mentioned in query 4 above by utilizing the
concept of mechanism design without money or under zero budget environment [5, 26, 28].

The detailed overview of the proposed framework is shown in Fig. 1.
In the proposed framework there are multiple task providers and several IoT devices. Each

of the task providers is having a task with him/her (henceforth him) that is to be completed.
The tasks held by the task providers have start time and completion time associated with
them. Here, start time of a task means that the time at which the task is available in the

Fig. 1 Proposed framework for IoT-based Crowdsourcing
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market whereas completion time of a task is the time by which the task must be completed.
The task providers submit the tasks with the additional information i .e. start and completion
times of each of the tasks to the third party. Once the platform receives the tasks, it puts the
available tasks into different slots in such a way that there is no conflict between any two
tasks in a given slot (by utilizing the mechanism discussed in subsection 4.1). Now, each
slot contains the tasks and a set of task executors, where the task executors provide ranking
over all the available tasks or subset of tasks. The task executors may be indifferent between
two tasks or in other words the preference lists (or rank lists) may have ties. The preference
ordering of the task executors is private in nature. It means that, the preference ordering of
each of the task executors is only known to him and not known to others. In the proposed
framework, the IoT devices that are taking part in the crowdsourcing system are strategic
in nature. Due to this, the IoT devices can misreport their preference ordering for obtaining
better task. Given the above discussed set-up the objectives are: (1) to place the available tasks
to multiple slots in order to avoid conflict between the tasks, (2) to allocate at most one task
to each of the task executors from their reported preference ordering. For these purposes, by
utilizing an idea of mechanism design without money an incentive compatible mechanism is
proposed namely Truthful Mechanism for Time-bound Tasks in IoT-based Crowdsourcing
(TMTTC) motivated by [11, 21, 23, 28]. By mechanism design without money it is meant
that, no monetary transfers are necessary for accomplishing the desired works.

The key contributions of this paper are:

– First the tasks provided by the task providers along with their start and completion times
are distributed to different slots to ensure that in each slot there is no overlapping tasks.
It is required as it will help the task executors to show interest over multiple tasks.

– The time-bound task allocation problem in IoT-based crowdsourcing is cast as a mecha-
nism design without money problem or in zero budget environment.

– A truthfulmechanism is proposed for allocating tasks to the IoT devices, that also ensures
the placement of tasks in a non-conlict manner to different slots.

– Through theoretical analysis it is shown thatTMTTC is computationally efficient, truthful,
Pareto optimal, and satisfy the Core property.

– The simulations are carried out to show that, if in case of TMTTC the participating agents
tries to manipulate the private information (in this paper preference ordering) then they
cannot gain. Also, the proposed mechanism is compared with the benchmark mechanism
where the agents can gain by misreporting their preference ordering.

The remainder of this paper is organized as follows. In section 2 the related works are
discussed. The proposed systemmodel is discussed in detailedmanner in Section 3. In Section
4, the proposed mechanism is discussed and presented. An example is illustrated for better
understanding of TMTTC in Section 5. In Section 6, the analysis of TMTTC is carried out.
The experiments are carried out and obtained results are discussed in Section 7. In section 8
the conclusion of the paper is drawn and future works are discussed.

2 Related prior works

In this section the discussion about the recent development that is carried out in the field of
crowdsourcing is done. To have an overview about the works carried out in crowdsourcing,
readers can go through [4, 19, 24, 27, 31, 33, 37].

In [31] the discussion is mainly focused on the major challenges in crowdsourcing. In
[19], in order to address some of the issues in crowdsourcing a framework is developed
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that automate the volunteer selection and matches the criteria of volunteers and tasks. In
[24] for identifying the crowd workers that provide the accurate data, the reputation-based
incentive mechanism is designed. The crowd workers those who furnish these accurate data
are called as the reputable workers. It is to be noted that there is high chance that these
reputable crowd workers will be getting the rewards and also by following the reputable
workers the non-reputable workers can gain reputation. In [1], to have a track about the
reliable crowd workers an efficient and dynamic approach is proposed. In [27] in order to
improve conventional crowdsourcing system and to develop future crowdsourcing system a
systematic survey of crowdsourcing is carried out that focuses on emerging techniques and
approaches.

Several incentive based mechanisms are designed that somehow incentivizes the agents
in exchange of their services [7, 9, 15, 17, 30, 34]. In [7], the discussed set-up is studied in
online environment where the task providers and executors are arriving and departing from
the system continuously. Here, the task executors report costs for performing the tasks and
is private in nature. Along with the private cost each task executor has different skill set that
make him eligible to show preference over subset of tasks for execution. For the discussed
set-up in [7] an incentive compatible budget feasible mechanism is proposed. In [17] an
optimal mechanism (one that maximizes the crowdsourcing revenue minus cost) is proposed
for incentivizing the crowd workers that is following the principle of all-pay auction. In [40]
an incentive compatible mechanism is proposed for mobile crowdsourcing that combines the
idea of reverse auction and multi-atribute auction.

In [9, 30, 34] along with providing the incentives to the crowd workers the focus was to
have a set of quality agents (or crowd workers) for performing the tasks. In [34] there are
multiple task providers andmultiple task executors. Each task provider is endowedwith a task
and a fixed budget for each of the tasks. For this set-up a truthful budget feasiblemechanism
is designed that also take care of determining the quality task executors. In [30], an incentive
compatible mechanism is designed so as to assign the subset of quality IoT devices to each
of the tasks from the set of tasks of their interest. The assignment should be done in such a
way that there exist no conflict between the tasks and also the summed-up value of the bid
values of the winning task executors is maximum. In [9], the discussed set-up is, there are
multiple IoT devices and a task requester, where the task requester floats multiple tasks that
are to be executed. Also, the task requester is having budget that arrives in an incremental
way in several phases for all the available tasks. A budget feasible mechanism is designed
for the discussed set-up that also satisfy one of the important economic properties such as
truthfulness.

In [36] an incentive based mechanism is proposed where the incentives are provided to
the workers on the basis of quality of sensed data provided by them and not based on the
time they have spent on completing the task. In [38], an incentive compatible mechanism
is developed for revealing their quality, effort, and data in true sense. In [39], the tasks that
are floated by the task providers have some fixed deadlines. The task executors shows the
interest over the subset of tasks that he can complete based on his skills and on that basis
tasks are assigned to the task executors before its deadline. For this purpose a mechanism
is designed that results in maximum overall expected payoff subject to deadline and budget
constraints. In [18] for detecting the quality crowd workers the peer review process is carried
out. It means that the tasks completed by crowd workers is provided to peer crowd workers
for reviewing and based on their recommendation the quality crowd workers are identified.

However, the problems discussed in the aforementioned works are mainly studied in
monetary environment. By monetary environment, it is meant that the money is involved in
the market in some sense. In this paper, first time the problem in crowdsourcing or more
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specifically in IoT-based crowdsourcing is studied in zero budget environment. By zero
budget, it is meant that money is not present in the market in any sense. Here, the crowd
workers are sociallymotivated to provide their services free of cost. In Section 3, the discussed
problem in this paper is formulated through the lens of mechanism design without money.

3 Systemmodel and problem formulation

In this set-up, the set of n task executors is given as T = {T1,T2, . . . ,Tn}, where
Ti ∈ T denotes i th task executor. Also, there are m task providers and is given as
R = {R1,R2, . . . ,Rm}, where Ri ∈ R denotes i th task provider. Here, m and n may or
may not be equal (i .e. m > n or m < n or m = n). Each of the task providers Ri has a task
ti that is to be completed. The set of tasks that is available in the market is represented as
t = {t1, t2, . . . , tm}. In the proposedmodel, each of the tasks ti has start time represented as si
and completion time represented as fi , where fi ≥ si . The set of start and completion times
for all the tasks is given as s = {s1, s2, . . . , sm} and f = { f1, f2, . . . , fm} respectively. It may
be the case that the two tasks t j and tk overlaps. We say that the two tasks t j and tk overlaps,
when one of the following occurs: (1) s j ≤ sk ≤ f j ≤ fk , or (2) sk ≤ s j ≤ fk ≤ f j , or (3)
sk ≤ s j ≤ f j ≤ fk , or (4) s j ≤ sk ≤ fk ≤ f j . The discussed model in this paper is studied
as a two fold process. In the first fold, all the tasks along with the task providers are placed
in minimum number of slots so that no two tasks are overlapping in any of the slots (refer to
example discussed in Section 5 for understanding the task distribution in slots.). Once, the
available tasks are placed to multiple slots in non-overlapping manner, then in the second
fold, each of the task executors give the preference ordering over the available tasks. The
preference ordering of i th task executor is represented by �i over a set of tasks t . t j �i tk
means that the task executor Ti prefers the task t j over the task tk . The ties in the preference
list of i th task executor is represented by =i over a set of tasks t . Here, t j =i tk means that
the task executor Ti prefers t j and tk equally. The set of preference of all the task executors
is denoted by �= {�1,�2,=3, . . . ,�n}. In the proposed framework, the task executors
are strategic. It means that, the task executors may gain by not providing the privately held
preference ordering in truthful manner. By private it means that the preference ordering is
only known to him and not known to others. Given the ranking over the tasks by the task
executors, the TMTTC assigns at most one task to each of the task executors. The resultant
allocation vector is given as A = {A1,A2, . . . ,An}, where Ak ∈ A is given as (Tk, tk). Let
us discuss the required concepts and definitions before moving forward.

Definition 1 [Blocking coalition [22, 26]] If some of the IoT devices among the available
ones formacoalition andvia some internal reallocation the IoTdevices aremaking themselves
better off then that coalition will be said to be blocking coalition.

Definition 2 [Core allocation [22, 26]] The allocation resulted by mechanism is said to be
core allocation if in an allocation any subset of task executors form a coalition and with some
internal reallocation only some of the members of the coalition are made themselves better
off and not all the members.

Definition 3 [Truthfulness [22, 26]] A mechanism is said to be truthful, if the participating
agents are not able to gain by misreporting their preference ordering.

Definition 4 [Pareto optimality [22, 26]]An allocation isPareto optimal, if in that allocation
no agent can be made better off without making someone else worse off.
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Definition 5 [Computational efficiency] An incentive compatible mechanism is said to be
computationally efficient if all the steps is carried out in polynomial time.

4 Proposedmechanism: TMTTC

In this section, TMTTC motivated by [12, 21, 23, 28] is discussed. The TMTTC consists of
two components: (1) Tasks distribution rule, and (2) Tasks assignment rule. In the upcoming
subsections the discussion of the components of TMTTC is carried out in detailed manner.

4.1 Tasks distribution rule

The Tasks distribution rule is motivated by [12, 30].

4.1.1 Outline of tasks distribution rule

The objective of Tasks distribution rule is to schedule all the tasks into slots so that no two
tasks in a slot should be overlapping with each other. The outline of the mechanism is that,
first the ordering of the available tasks is done in increasing order of their start time. Now,
from the ordered list, a task is selected and is placed in the slot to which it is compatible with
the available tasks. The process is continued until all the available tasks are processed.

– Order all the available tasks in increasing order of their start time.
– If ties occur, select a task randomly from the ordering.
– Initially, no slot is allocated to any task.
– while (each task is not processed):

– If selected task is appeared to be compatible with any of the available slots, then
place the task to that available slot.

– Otherwise a new slot is considered and the task is allocated to that new slot.

4.1.2 Detailing of tasks distribution rule

The inputs to tasks distribution rule is a set of tasks t , and set of start time s. In line 1, the
available tasks are ordered in increasing order of their start time. Once ordered, the tasks are
held in t . Now, using while loop in line 2-12 the tasks are placed in the slots in such a way
that there is no conflict among the task in any given slot. In line 3, a task is selected from
a set of tasks and is stored in t̂ . In line 4, a check is made if the selected task is compatible
with any of the slots then it will be placed in that slot otherwise a task is placed in new slot.
Line 2-12 iterates until all the tasks are processed.

4.2 Tasks assignment rule

The Tasks assignment rule is motivated by [22, 26].

4.2.1 Outline of tasks assignment rule

The objective of Tasks assignment rule is to allocate the most preferred task to the task
executors. The idea of the mechanism is, first the random numbers are generated from 1 to n
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Algorithm 1 Tasks distribution rule (t , s).
1 t ← Sort(t , s) ; // Sort t based on start time.
2 while t �= φ do
3 t̂ ← Select (t)
4 if task in t̂ is compatible with some slot then
5 Schedule task in t̂ in any such slot.
6 end
7 else
8 Assign a slot � + 1.
9 Place the task present in t̂ to slot � + 1.

10 � ← � + 1.
11 end
12 end

and are assigned to IoT devices. After that the task executors are ordered in ascending order
of the random number allocated. From the ordered list, a task executor is considered each
time and the best available task is allocated from his preference list. The process ends once
every task executor is processed.

Tasks assignment rule In each slot:

1. First of all, n distinct numbers are generated randomly and are assigned to the task
executors.

2. After that, the task executors are placed in increasing order of random number slapped
on them.

3. A task executor is selected from the ordered list and is checked that, whether the rank
list provided by the task executor contains any task or not;

• If the preference list is not empty, then from his preference list the top most task
is allocated to him among the available one. The allocated task along with the task
executor is removed from the crowdsourcing market.

• Otherwise, delete the unallocated task executor from the list of task executors.

4. Step 3 is repeated till task executors list get exhausted.

4.2.2 Detailing of tasks assignment rule

In line 2, variable k is initialized to 0, and the variables t̂ , r̂ , and G are initialized to φ. Line
3-12 the random numbers are generated and are assigned to the IoT devices. In line 13, the
set of task executors are ordered in increasing order of the number assigned randomly. In line
14−27 the allocation of tasks is made to task executors. In line 15−22, from the ordered list
of IoT devices, sequentially an IoT device is considered and is checked that, whether the rank
list provided by the task executor contains any task or not. If the preference list is not empty
then the most preferred task will be assigned to the selected IoT device. Once the allocation
is done the allocated task executor and task will be removed. If the rank list is empty then the
task executor is deleted from the task executors list using line 23 − 26. In line 28 the final
allocation is returned.
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Algorithm 2 Tasks assignment rule (T, R, �).
Output: A ← φ

1 begin
2 k ← 0, t̂ ← φ, r̂ ← φ, G ← φ

3 for i ← 1 to n do
4 G ← G ∪ {i}
5 end
6 for i ← 1 to n do
7 swap G[i] with G[Random(i, n)]
8 end
9 for each Ti ∈ T do

10 Assign_number (Ti ,G[k])
11 k ← k + 1
12 end
13 T ← Sort(T, G)
14 while T �= φ do
15 t̂ ← pick_T E (T) /* where, i = 1, 2, . . . , n */
16 if �i �= φ then
17 r̂ ← Select_most_pre f erred (�i )
18 A ← A ∪ (t̂, r̂)
19 T ← Ti \ t̂ ; R ← Ri \ r̂
20 � ← �i \ r̂ , Ti ∈ T

21 t̂ ← φ; r̂ ← φ

22 end
23 else
24 T ← Ti \ t̂
25 t̂ ← φ

26 end
27 end
28 returnA
29 end

5 Example elaborating TMTTC

In this section TMTTC is elaborated with the help of an example. The initial configuration
of the tasks along with their start time and completion time is depicted in Fig. 2a. Let
us apply Algorithm 1 to the set-up depicted in Fig. 2a. So, first the available tasks are
ordered in increasing order of their start time and sorted ordering obtained is given as:
t1 ≤ t2 ≤ t3 ≤ t4 ≤ t5. So, first task t1 is considered and is placed to slot 1. Next task t2
will be picked up and the check in line 5 will be false in this case so following line 7-11
of Algorithm 1 a new slot will be allocated to task t2. After that, task t3 is picked up from
the ordering and is scheduled in slot 1. Next task t4 is considered and is assigned to slot 2.
Finally, task t5 will be picked from the ordering and will be assigned to slot 1. So, the tasks
distribution obtained is shown in Fig. 2b.

Let us consider Slot 1 to understand Algorithm 2. In Fig. 2b it can be seen that in Slot 1 we
have 3 tasks and say we have 4 task executors given as T1, T2, T3, and T4. The preference
ordering of the task executors is depicted in Fig. 3a. Using line 3-12 of Algorithm 2 four
distinct numbers are generated randomly and are assigned to the task executors as shown
in Fig. 3b. The task executor T3 is picked up and task t3 is allocated, as it was the most
preferred task in the preference ordering of T3. Now, both the task executor T3 and task t3
are removed from the market. Next, task executorT1 is picked up and the most preferred task
t1 is allocated to him. So, task executor T1 and task t1 are removed from the market. From
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Fig. 2 Illustration of Tasks distribution rule

the ordering, next task executor T2 is picked up but as his preference list is empty no task is
allocated to him. Finally task t4 is picked up and the most preferred task t2 is allocated. Final
allocation is depicted in Fig. 3c.

6 Analysis of TMTTC

In this section, first in Theorem 1 it is shown that TMTTC is computationally efficient i .e.
running time of TMTTC is O(n3). TMTTC is utilizing the framework of The Draw [22].
The Draw exhibits two important properties truthfulness and Pareto optimality. First, the two
propositions regarding truthfulness and Pareto optimality of The Draw is presented and then
it is proved that TMTTC is truthful (Lemma 1) and Pareto optimal (Lemma 2). Further in
Lemma 3 it is proved that the allocation resulted by TMTTC is the unique Core allocation.
In Lemma 4 and 5 the probabilistic analysis is carried out. In Lemma 4, it is shown that, the
expected number of task executors (or IoT devices) getting their most preferred task (i .e.
first preference) is nk

2 , where nk is the number of IoT devices in any kth slot. In Lemma 5, the

probability that at least 2nk
3 task executors are getting their most preferred task is less than

or equal to 3
4 .

Theorem 1 The computational complexity of TMTTC is O(n3).

Proof The computational complexity of TMTTC will be the sum of the computational com-
plexities of Tasks distribution rule (Algorithm 1) and Tasks assignment rule (Algorithm 2).
The computational complexity of the components of TMTTC is shown below:

– Tasks distribution rule: Line 1 will take O(m lgm) time. The body of while loop will
execute form times. For each iteration ofwhile loop, the body of thewhile loopwill end up
in O(m). So, while loop in line 2-12 of Algorithm 1 takes O(m2). So, the computational
complexity of Tasks distribution rule is O(m lgm) + O(m2) = O(m2).

Fig. 3 Illustration of Tasks assignment rule
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– Tasks assignment rule: The random number generation in line 3− 12 takes linear time
i .e. O(n). Line 13 will take O(n lg n). Thewhile loop in line 14−27 takes O(n3). So, the
running time of Tasks assignment rule is given as O(n) + O(n lg n) + O(n3) = O(n3).

The computational complexity of TMTTC is O(m2) + O(n3) = O(n3).

Proposition 1 The Draw is truthful [22].

Proposition 2 The allocation resulted by Draw is Pareto optimal [22].

Lemma 1 TMTTC is truthful.

Proof Fix a slot i. In TMTTC the numbers generated randomly and assigned to the task
executors has no relation with the preference lists of the task executors over the tasks. It
is meant that, the task executors considered in any iteration is independent of the random
number assigned to him. From the construction of TMTTC, in whichever iteration a task
executor is considered, he will be getting his best task from the available ones. So, if any task
executor is manipulating his preference ordering then in that case either he will be getting
the similar task (which he could have got when he would have reported the true preference
ordering) or worse than that. From above argument it is clear that it is not beneficial for the
task executors to misreport their ranking over the tasks. So, it will be true for all the task
executors in different slots. Hence, TMTTC is truthful.

Lemma 2 The allocation resulted by TMTTC is Pareto optimal.

Proof Fix a slot i. From the construction of TMTTC, in any kth iteration the task executor
under consideration gets the top ranked task from his ranking over the tasks. As a thought
experiment let us run TMTTC in parallel with some other mechanism. The objective here is
to show that the allocation resulted by some other mechanism is same as TMTTC and if not
then the other mechanism has worsen the allocation of some of the task executors. So, this
makes TMTTC Pareto optimal.

The proof can further be carried out by utilizing the idea of mathematical induction. So,
before the 1st iteration both TMTTC and other mechanism has not done any allocation so
the winning set is empty for both the mechanisms. Let us say till pth iteration the allocation
resulted by TMTTC and other mechanism is same. It means that the available set of tasks
and the task executors for TMTTC and other mechanism is same for (p + 1)th iteration. So,
in case of TMTTC if any task executor Ti is considered then he will get his most preferred
task from the available set of tasks. However, if the other mechanism allocates the task to
task executor Ti other than that allocated by TMTTC then it means that the task executor
Ti is worsen off in case of other mechanism. If not, then the two mechanisms would have
given same set of allocation, which is optimal. So, it will be true for all the task executors in
different slots. Hence, TMTTC results in an allocation that is Pareto optimal.

Lemma 3 The allocation resulted by TMTTC is the unique core allocation.

Proof Fix a slot i. In Lemma 2 it is already proved that the allocation resulted by TMTTC
is unique. Here, the goal is to just prove that the unique allocation obtained is “The Core".
Suppose the two task executors i .e. Ti and T j form a coalition and by their mutual collabo-
ration both of them reports the preference ordering other than the true preference ordering.
As it is already discussed that the random number that are assigned to the task executors is
independent of their preference list. So, if any of the task executors i .e.Ti orT j is considered
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at any point of time then he will be allocated the best available task from their respective
ranking. But, if by mutual collaboration they have misreported their ranking then in that case
either they will be getting the task that they would have got when reported truthfully or worse
than that. So, one can conclude that the task executors cannot gain by mutual collaboration.
From above claim it can be true for any task executor in any slot. So, TMTTC results in core
allocation. Hence, TMTTC results in unique core allocation.

Lemma 4 In any given slot say k, the expected number of IoT devices (or task executors)
assigned their most preferred task (i .e. first preference) is given as nk

2 , where nk is the
available number of IoT devices in any kth slot. In more formal way, it can be written as
E[Yk] = nk

2 . Here, Yk is the random variable that determines the total number of IoT devices
allocated their first preference.

Proof Fix any slot k. In this, the main objective is to have an estimate on the expected number
of IoT devices allocated their most preferred task. Here, Yk is a random variable that keep
track of total number of IoT devices getting their most preferred task in slot k. So, in slot
k the expected number of IoT devices that are allocated their most preferred tasks is given
by E[Yk]. Before moving forward let us first have an estimate on the probability that any lth

IoT device will be getting their first preference. Let U be the event that any lth task executor
will not be getting his first preference and this will take place only when it has been already
taken up by any of the l − 1 task executors appearing before lth task executor. Let Ui be the
event that any task executor Ti from l − 1 task executors are having the same first preference
as lth task executor. So, it can be written as:

Pr{U} =
l−1∑

i=1

Pr{Ui } (1)

Now, the probability that the lth task executor’s first preference will be the first preference
of any task executor appearing before lth task executor is 1

nk
(as it is equally likely). Putting

the value as 1
nk

in equation 1,

Pr{U} =
l−1∑

i=1

1

nk
= l − 1

nk
(2)

Let Ū be the event that the first preference of any lth agent will not be taken by any of the
task executor appearing before him. So, we have

Pr{Ū} = 1 − Pr{U} = 1 −
(
l − 1

nk

)
(3)

Now, let Ykl be the indicator random variable and is defined as: Ykl = I {lth task executor
in kth slot gets his first preference}

I =
{
1, i f lth taskexecutorgetshis f irstpre f erence

0, otherwise

As defined already that Yk keep track of total number of IoT devices getting their most
preferred task in slot k. We have,

Yk =
nk∑

l=1

Ykl (4)
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Taking expectation both side in equation 4, we get;

E[Yk] = E

[ nk∑

l=1

Ykl

]

By linearity of expectation, we get

E[Yk] =
nk∑

l=1

E[Ykl ]

As the expectation of the random variable is equal to its probability, so we have

E[Yk] =
nk∑

l=1

Pr{Ykl} =
nk∑

l=1

Pr{Ū}

=
nk∑

l=1

(
1 −

(
l − 1

nk

))
=

nk∑

l=1

1 −
nk∑

l=1

(
l − 1

nk

)

=
nk∑

l=1

1 −
nk∑

l=1

l

nk
+

nk∑

l=1

1

nk

= nk −
(
nk · (nk + 1)

2 · nk
)

+
(
nk
nk

)

= nk
2

+ 1

2
	 nk

2
From here, one can infer that in expectation half the total number of IoT devices will be

allocated their most preferred task.

observation 1 If we consider the value of nk as 200 then we get E[Yk] = nk
2 = 200

2 = 100. So,
in expectation 50% of the available IoT devices will end up getting their most preferred (or
first preference) tasks from their preference ordering.

Lemma 5 For any slot say k, the probability that at least 2nk
3 task executors are getting their

most preferred task (i .e. first preference) is less than or equal to 3
4 . In other words, it can be

written as:

Pr

{
Yk ≥ 2nk

3

}
≤ 3

4

Here, Yk keep track of total number of IoT devices getting their most preferred task in slot k.

Proof From the above lemma (i .e. Lemma 4), we have Yk is the random variable that keep
track of total number of IoT devices getting their most preferred task in slot k. It is represented
as I = {number of task executors allocated their first preference}

I =
{
1, i f Yk ≥ 2nk

3

0, Otherwise
(5)

From equation 5, we can write

Yk ≥ 2nk
3


⇒ 1 ≤ Yk
2nk
3
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i .e.

I ≤ Yk
2nk
3

(6)

Taking expectation both side of equation 6, we get

E[I ] ≤ E

[
Yk
2nk
3

]

= 1
2nk
3

· E[Yk]

E[I ] ≤ 3

2nk
· E[Yk] (7)

Pr

{
Yk ≥ 2nk

3

}
· 1 ≤ 3

2nk
· E[Yk] (8)

From Lemma 4 the value of E[Yk] is substituted as nk
2 in equation 8,

Pr

{
Yk ≥ 2nk

3

}
· 1 ≤ 3

2nk
· nk
2

(9)

Equation 9 above can be written as:

Pr

{
Yk ≥ 2nk

3

}
≤ 3

4

Hence proved.

observation 2 From Lemma 5, one can infer that if nk value is taken as 150 then with
probability at most 0.75 more than 100 task executors will be allocated their most preferred
tasks.

7 Experiments and results

In this section, the experiments are carried out to compare TMTTC with the benchmark
mechanism (i .e. Random) that is non-truthful in nature. For the simulation purpose the
data (here, preference ordering of the task executors) has been generated synthetically using
Python libraries. In order to strengthen our claim, the simulation is carried out for twodifferent
dataset, namely small dataset (see Table 1) and large dataset (see Table 2). It is to be noted
that the benchmark mechanism differ only in terms of Tasks assignment rule from TMTTC,
the Tasks distribution rule is same for both the mechanisms. The underlying idea of Tasks
assignment rule of Random mechanism is given below. For any given slot,

1. Each time a task executor is picked up from the set of task executors.
2. After that the preference ordering of the selected task executor is checked whether it is

empty or not.
3. If preference list is not empty, then

– From the preference list of the respective task executor a task is randomly selected
and is assigned to the task executor.
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Table 1 Small data set utilized for comparing TMTTC with Random mechanism

Cases Number of IoT devices Preference Ordering Generated

n = m 25, 50, 75, 100, 125, 150 Randomly (using Python libraries)

n < m 20, 45, 70, 95, 120, 145 Randomly (using Python libraries)

n > m 25, 50, 75, 100, 125, 150 Randomly (using Python libraries)

– Once allocated, both the task executor and the task are removed from crowdsourcing
market.

4. Else, a task executor is removed from the market.
5. Steps 1-4 are repeated until each of the task executors are processed.

In simulation, the manipulative behavior of IoT devices is taken into consideration. The
two mechanisms are compared based on the following parameters: (1) Number of Preferred
Allocation (NPA)−Number of task executors getting their first preference from their reported
preference ordering, and (2) Utility of Task Executors (UTE) − It is the difference between
the position of the task allocated to him from his preference ordering and the position of the
most preferred task in his preference ordering.

It is to be noted that, for the mechanism that results in higher value of NPA and lower
value of UTE will be considered as good mechanism.

7.1 Simulation setup

In simulation the tasks and task executors are considered from 5 different slots. In any given
slot one of the following situations could be pertaining: (1) number of tasks is equal to the
number of task executors (i .e m = n), (2) number of tasks is greater than the number of
available task executors (i .e. m > n), and (3) number of tasks is less than the number of
task executors (i .e. m < n). In all the three situations, the task executors are providing the
preference ordering over the tasks. In this paper, the simulation is carried out considering two
cases: (1) all the participating task executors are revealing their true ranking, and (2) some
subset of the participating task executors are mis-reporting their ranking. More specifically,
for the direction mentioned in point 2 above the below mentioned manipulation criteria is
followed for the simulation purpose.

1. Small manipulation (S-Man): 1
10 of the task executors are mis-reporting their ranking.

2. Medium manipulation (M-Man): 1
5 of the task executors are mis-reporting their rank-

ing.
3. Large manipulation (L-Man): 1

2 of the task executors are mis-reporting their ranking.

Table 2 Large data set utilized for comparing TMTTC with Random mechanism

Cases Number of IoT devices Preference Ordering Generated

n = m 500, 1000, 1500, 2000, 2500, 3000 Randomly (using Python libraries)

n < m 400, 800, 1200, 1600, 2000, 2400 Randomly (using Python libraries)

n > m 700, 1200, 2100, 2800, 3500, 4200 Randomly (using Python libraries)
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Fig. 4 Comparison based on NPA and UTE (m=n) for small dataset

As a test case, the simulation is carried out for large data set also, where the number of
IoT devices could be bounded above by 4200. The preference ordering of each of the IoT
devices is generated randomly. Table 2 depicts the data utilized for comparing TMTTC with
Random mechanism.

7.2 Result analysis

As the simulation is carried out for three different situations, so the results are discussed
considering all the three situations and for both the data sets. The discussion will mainly
circumvent around the parameters mentioned in Section 7. The results obtained for the three
different situations are depicted in Figs. 4–9. In Figs. 4a, 5a, 6a, 7a, 8a, and 9a x-axis represents
the number of task executors and y-axis represents NPA. The NPA value in case of TMTTC
is higher than the NPA value in case of Random for all the three situations. It is due to the
reason that, each time, in case TMTTC each of the task executors is allocated with the best
available tasks. On the other hand, in case of Random the task executors may not be allocated
with the best available tasks. In this, the tasks are picked-up randomly from the preference
ordering of task executors and allocated.

Fig. 5 Comparison based on NPA and UTE (m=n) for large dataset
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Fig. 6 Comparison based on NPA and UTE (m < n) for small dataset

Fig. 7 Comparison based on NPA and UTE (m > n) for small dataset

Fig. 8 Comparison based on NPA and UTE (m < n) for small dataset
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Fig. 9 Comparison based on NPA and UTE (m < n) for small dataset

Similar nature of TMTTC and Random can be seen for large dataset (see Table 2) in Figs.
5a, 7a, and 9a. The reason is same as mentioned above.

Considering the manipulative behavior of the participating task executors, it can be seen
in Figs. 4a, 6a, and 8a that the NPA value in case of TMTTC with large manipulation
(TMTTC-L-Man) is lower than the NPA value in case TMTTC with medium manipulation
(TMTTC-M-Man) and is lower than NPA value in case TMTTC with small manipulation
(TMTTC-S-Man) and is lower than NPA value in case of TMTTC with no manipulation
(TMTTC). So it can be inferred that higher the manipulation lower will be the NPA value in
case of TMTTC and it means lower number of task executors are getting their most preferred
tasks. As it is natural from the construction of TMTTC and Random.

Similar nature of TMTTC and Random can be seen for large dataset (see Table 2) in Figs.
5a, 7a, and 9a. The reason is same as mentioned above.

Considering the second parameter, in Figs. 4b, 5b, 6b, 7b, 8b, and 9b, x-axis represents
the number of task executors and y-axis represents UTE. It can be seen that the UTE value in
case of TMTTC is lower than the UTE value in case of Random. As from the construction of
TMTTC whenever a particular task executor is considered he is allocated the most preferred
task from the available one, whereas in case of Random mechanism some random allocation
of task is done to the task executor from his preference list. Due to this in case of TMTTC the
value of UTE remain small as compared to UTE value in case of Random. From definition
of UTE, it is clear that lower the value of UTE better will be the mechanism. In Figs. 5b,
7b, and 9b the similar nature of TMTTC and Random can be seen for large data set on the
ground of UTE value. The reason is same as above.

Considering the manipulative behavior of the participating task executors, it can be seen
in Figs. 4b, 6b, and 8b that the UTE value in case of TMTTC with large manipulation
(TMTTC-L-Man) is higher than theUTEvalue in case of TMTTCwithmediummanipulation
(TMTTC-M-Man) and is higher than UTE value in case of TMTTCwith small manipulation
(TMTTC-S-Man) and is higher than UTE value in case of TMTTC with no manipulation
(TMTTC). So it can be inferred that, higher the manipulation higher will be the UTE value
and it means higher number of task executors are allocated the tasks that is far away from
their most preferred task in their preference ordering. Similar nature of TMTTC and Random
can be seen for large dataset (see Table 2) in Figs. 5b, 7b, and 9b. The reason is same as
mentioned above.
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Fromabovediscussion one can infer that in case ofTMTTC the participating task executors
cannot gain bymanipulating their true preference ordering. Dissimilar to the case of TMTTC,
in Randommechanism the participating task executors can gain by reporting their preference
ordering after manipulation. So, on the ground of truthfulness TMTTC beats Random.

8 Conclusion and future works

For the above discussed set-up a truthful mechanism is proposed for distributing the tasks
into multiple slots and allocating at most one task to each of the task executors from their
reported preference list. Through theoretical analysis it is shown that TMTTC satisfies several
properties such as computational efficiency, truthfulness, Pareto optimality, and The Core.
Further analysis provide the insight about the allocation of most preferred task to each of the
task executors from their reported preference ordering. Through simulation it is shown that
TMTTC performs better than the benchmark mechanism on the ground of truthfulness.

In future, one could consider the set-up where the interests or preference ordering from
both the parties (task executors and task providers) is provided and a truthful mechanism
could be designed.
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