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Abstract
Extracting time domain features of facial motion information to recognize unsafe driving 
behaviors such as fatigue and distraction is helpful to reduce traffic accidents. However, it is 
uncertain whether facial motion can recognize unsafe behaviors of workers. And whether it can 
improve recognition accuracy by introducing frequency domain features needs further research. 
This paper proposes a recognition method of workers’ unsafe behavior based on frequency 
domain features of facial motion information. Firstly, the facial video of workers is obtained. 
And Gabor, histogram of oriented gradient (HOG) and local binary patterns (LBP) motion 
information are extracted. Then frequency domain features of these information are calculated, 
and finally sent to machine learning classifiers to recognize unsafe behavior. The results show 
that: (1) Compared with safe behavior, the complexity of facial motions during unsafe behavior 
is higher, especially in nose and mouth areas. (2) Wavelet entropy frequency domain features of 
Gabor motion information can better describe the complexity and have higher recognition accu-
racy (AUC = 0.766); (3) The proposed method can recognize unsafe behaviors of workers and 
is effective for operation errors (AUC = 0.818). The results can be used as a new idea to recog-
nize unsafe behaviors of workers and provide technical support for on-site safety management.

Keywords  Unsafe behavior · Behavior recognition · Facial motion · Frequency domain 
feature · Computer vision

1  Introduction

Unsafe behavior of workers is the main reason for accidents, resulting in a large number of 
casualties and property losses. Heinrich investigated 75,000 industrial accidents and found 
that more than 88% of accidents were caused by unsafe behavior [19]. Shin [31] counted 147 
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major industrial accidents and found that 85% of the accidents were caused by unsafe behav-
iors. And these unsafe behaviors are mainly operation errors such as violation of safety work 
permit and safety operation procedure violation/failure. How to reduce accidents caused by 
unsafe behavior has become an important issue of on-site safety management.

Using computer vision technologies to recognize unsafe behaviors is helpful to reduce 
such accidents. Researchers use computer vision technologies to collect motion informa-
tion of face, eyes and joint data, and calculate features of motion information (motion fea-
tures) to recognize behavior. The result of this method is objective and the process is non-
invasive. It is expected to replace safety observers as an important means of on-site safety 
management in the future [39]. Among them, facial motions are the nonverbal expression 
of human have the greatest variability [21], which widely used in the field of driving safety 
to recognize fatigue and distraction. Different from driving operation, the environment and 
operation types faced by workers in the production process are more complex. And com-
pared with fatigue and distraction, operation error is a more frequent unsafe behavior of 
workers. If facial motions can be used to recognize unsafe behaviors of workers, it can 
provide technical support for on-site safety management.

Selecting reasonable motion features to describe facial motion information is important for 
recognition [36]. When using facial motion recognition behavior, researchers extract motion 
information of different facial regions such as eyes and mouth. And time domain features 
(such as mean and standard deviation) are calculated to describe motion information. They 
focus on finding motion information that is conducive to recognition, ignoring the influence 
of motion features selection on recognition accuracy. In addition to time domain features, fre-
quency domain features can also describe motion information. And frequency domain features 
are considered to be suitable for analyzing complex and changeable biological signals [12].

When dealing with various operation conditions, worker’s face will intentionally or uncon-
sciously generate micro expression and other motions [32]. Coupled with the great variability of 
facial motions, complexity can be considered to describe facial motion information. Complexity 
can be defined as the difficulty of describing or predicting a signal. It is often used to analyze 
biological signals such as functional magnetic resonance imaging and electrocardiogram [3, 
15]. Complexity can be divided into time domain complexity and frequency domain complex-
ity. Time domain complexity can be measured by features such as first-order autocorrelation 
coefficient (FOA) and Hurst exponent (HE). Frequency domain complexity can be measured by 
features such as wavelet entropy. This paper attempts to use the frequency domain complexity 
to describe facial motion information in order to improve the recognition accuracy.

To reveal relationships between facial motions and unsafe behaviors, find facial motion 
features with higher recognition accuracy and use these to recognize unsafe behaviors. 
The contributions of this paper are as follows: (1) Describing facial motions by frequency 
domain complexity, and finding that facial motions during unsafe behavior are more com-
plex; (2) Through experiments verification, finding that the recognition accuracy of fre-
quency domain features is higher than that of time domain features; (3) Proposing an unsafe 
behavior recognition method based on frequency domain complexity, which can recognize 
operation errors, fatigue and distraction. The innovations of this paper: (1) A new clue 
related to unsafe behavior recognition is found, namely complexity of facial motions; (2) 
Frequency domain features of facial motion information are introduced, which improves 
the recognition accuracy compared with the time domain feature; (3) The proposed method 
expands the application range of facial motions in unsafe behavior recognition, especially 
can recognize operation errors recognized difficultly and happened frequently in work.

The remainder of this paper is structured as follows: In Section 2, we introduce research 
status of unsafe behavior recognition and face-based behavior recognition. In Section  3, 
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we describe the overall architecture of the proposed method. In Section 4, we introduce 
experiments designed to evaluate performance of the method and describe the experimen-
tal results. In Section 5, we give the conclusion and clarify the next work.

2 � Related works

2.1 � Recognition of unsafe behavior

It is believed that methods of unsafe behavior recognition can be divided into the follow-
ing 3 types according to the means of obtaining motion information: observation-based 
methods, wearable equipment-based methods, and vision-based methods. The means of 
obtaining behavior information is one of the keys to unsafe behavior recognition, which 
will affect the recognition accuracy and application scope.

In an observation-based method, safety observers use on-site observation to obtain 
motion information of workers. And the motion information is qualitatively compared with 
the unsafe behavior in the behavior checklist to recognize. Zhang et al. [38] developed a list 
of 20 typical unsafe behaviors according to safety management manual provided by con-
struction contractors. Eighteen safety observers were recruited to collect motion informa-
tion of workers through on-site observation to complete the recognition. Guo et al. [17] and 
Yue et al. [37] used similar methods to recognize unsafe behaviors. The former designed 
a behavior checklist containing 9 primary elements and 49 secondary elements for tunnel 
construction. The latter designed a behavior checklist containing 5 primary elements and 
30 secondary elements for coal mining. The methods are simple and convenient and are 
widely used in on-site safety management at present. But the methods have high labor costs 
and are difficult to cover the whole workplace and workers [35]. And more importantly, 
recognition results of the methods are obtained by safety observers qualitatively, which are 
easily affected by subjective factors such as personal ability and distraction.

In a wearable equipment-based method, researchers use wearable devices (such as 
acceleration sensors, pressure sensors and electroencephalographs) to obtain motion infor-
mation (such as ankle acceleration, plantar pressure, electroencephalogram (EEG)) of 
workers. And a model between motion information and unsafe behavior is built by means 
of statistical analysis to recognize unsafe behavior. Jebelli et al. [22] used a tri-axial accel-
erometer to extract curves of ankle accelerations changing with time when subjects walk 
through an I-beam. Then maximum Lyapunov exponent of each curve is calculated to 
recognize unsafe behaviors such as carrying a load and faster speed walking. Antwi-Afari 
et al. [4] used a wearable insole pressure system to extract 26 plantar pressure data of sub-
jects and got curves of the data changing within 1 ~ 4 seconds. Loss of balance behavior 
was recognized by calculating 5 statistic parameters of each curve, such as mean pres-
sure, peak pressure and pressure-time integral. Wang et al. [33] used a wireless electroen-
cephalograph to extract EEG of workers. And 30 vigilance ratio indices of the EEG were 
calculated to recognize non-vigilance state. The methods can obtain quantitative models 
between motion information and behavior types. But wearable equipment is easy to affect 
operation of workers. And when the number of workers is large, time and economic cost of 
installing wearable equipment will increase greatly [39].

In a vision-based method, researchers use visual sensors and computer vision algorithms 
to obtain motion information of face, eye and joint. And a model between motion informa-
tion and unsafe behavior is built by means of a machine learning classifier or statistical 
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analysis to recognize unsafe behavior. Jeelani et al. [23] used a remote eye tracker to extract 
fixation positions of the subjects, and calculated fixation duration, fixation count and other 
data on each area of interest. Then subjects with high hazard recognition performance were 
found to have more fixation duration and fixation count. Han et al. [18] used a Kinect cam-
era to extract rotation angles and 3D locations of 12 joints and 21 joint angles of workers. 
Then the data was mapped to 3-dimensional space by gaussian process dynamics model. 
Finally, unsafe behaviors such as climbing with articles, backward-facing climbing and 
climbing on the side away from the ladder were recognized by support vector machine 
(SVM). Chen et al. [10] used a monocular camera to extract 2D locations of 17 joints of 
workers. And the motion phase feature of joint data was found to be able to recognize 
climbing without three-point contact.

With its objective results and non-invasive process [39], the vision-based method is 
expected to become an important means of on-site safety management in the future. In 
particular, starting from the inner mechanism of behavior formation, recognizing unsafe 
behaviors by motion information of face [24] and eyes [5], which is roadworthy of 
exploration.

2.2 � Recognizing behaviors by face

Face can provide rich nonverbal behavior clues. And it avoids disadvantages that the 
eyes can only be used for screen operation (remote eye trackers can only extract the gaze 
position on the matching screen), which is more suitable for on-site safety management. 
According to whether motion information is considered in recognition, methods of recog-
nizing behaviors by face can be divided into image-based and video-based.

In the image-based method, researchers locate the facial area in the image to extracts 
facial features, and use machine learning classifiers to recognize behaviors. Navarathna 
et  al. [29] and Zhang et  al. [40] recognize audience and student engagement by facial 
images. The former extracts HOG features of facial images and uses the random forest 
classifier for recognition. The latter extracts facial features through local gray code pat-
terns (LGCP) descriptor and uses the fast sparse representation classifier for recognition. 
Li et al. [25] and Abdallah [1] extract facial features through VGG − 16 network. The for-
mer uses SoftMax to directly recognize engagement and non-engagement. The latter uses 
SoftMax to recognize facial expressions to judge whether students understand the subject 
content. Hu et al. [20] designed a semi cascaded network (SCN) with lightweight structure 
to extract facial features and recognize driver distraction. The method is easy to implement 
and computationally small, but it ignores the facial motion information.

In the video-based method, researchers locate the facial area in the video and extract 
curve of the facial data changing with time to form motion information. Then motion fea-
tures are calculated to describe motion information. Finally, machine learning classifiers 
are used to recognize behavior. Zhao et  al. [42] extracted facial data from facial region 
through deep 3D convolution neural network and output sleepiness probability value of 
each video frame. Then the state probability vector of the video is obtained by cascading 
the sleepiness probability values of all frames. Finally, the recurrent neural network is used 
to recognize driver sleepiness with an accuracy of 0.886. Monkaresi et al. [28] extracted 
curves of 6 facial animation units changing with time. Then motion features (such as mean, 
median and standard deviation) of the curve were calculated. At the same time, local binary 
pattern (LBP-TOP) on 3 orthogonal planes is used to extract facial motion features of the 
video. Finally, the Updatable Naïve Bayes, Bayes Net, Logistic Regression and clustering 
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algorithms were used to recognize student engagement. Yuce et al. [36] extracted the curve 
of 14 facial action units and their relationships of the driver with time in 8.5 seconds. Then 
4 motion features of the curve were calculated. Finally, the features are sent into SVM and 
random forest classifier to recognize distracted driving, with an accuracy of 0. 681 for dif-
ferent subjects. In addition, researchers also recognize deception [6, 27], fatigue [13, 41], 
and distraction [16] through facial motion.

In short, researchers extract facial motion features through computer vision technologies 
and recognize fatigue, distraction, engagement and deception. However, there are still 2 
problems in this kind of research. (1) During driving and learning, the types of environ-
ments and operations are single, which is difficult to be directly used in the field of pro-
duction safety. Whether facial motions can recognize unsafe behaviors of workers remains 
to be verified. (2) Current researches rarely describe motion information from frequency 
domain and complexity. And they focus on finding motion information that facilitates rec-
ognition [36, 41], ignoring the influence of motion features selection.

3 � Method

This paper proposes a recognition method of workers’ unsafe behavior based on frequency 
domain features of facial motion information. The framework of the method is shown in 
Fig.  1. This method is based on the following assumption: workers have different facial 
motions when performing safe and unsafe behaviors.

The method consists of 3 parts: motion information extraction, motion feature cal-
culation, and machine learning classification. Firstly, curves of facial data changing 
with time are extracted from facial video of workers to form facial motion informa-
tion. Then motion features of the information are calculated from frequency domain. 
Finally, the features are sent into machine learning classifiers for training and classifi-
cation to recognize unsafe behavior.

Fig. 1   Framework of recognizing workers’ unsafe behavior
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3.1 � Motion information extraction

Motion information extraction includes face location, facial data acquisition and motion 
information composition, as shown in Algorithm 1. Firstly, the face image X is intercepted 
from the operation video V by the face location algorithm. Then the facial data D1 × n is 
extracted by feature operators. Finally, motion information Mn × t is constituted by the facial 
data of t frame images.

Face++ artificial intelligence open platform (https://​www.​facep​luspl​us.​com) is used to 
locate face. Coordinates of face area obtained by the platform are used to intercept facial 
images from video frames, as shown in Fig. 2.

Gabor operator is used to extract facial motion information. It can describe structure of 
facial images under different scales, localizations and orientations [26]. Facial images are 
transformed into feature maps by the operator, as shown in Fig. 2. Then the feature map 
is transformed into a vector as facial data by down-sampling and frequency statistics. To 
study the influence of facial motion information on recognition accuracy, this paper also 
extracts HOG, LBP and combination of the three (Gabor, HOG and LBP) motion infor-
mation. HOG operator can describe edge strength and gradient direction of facial images 
[11], namely facial contour. LBP operator can describe local contrast of facial images [30], 
namely facial texture.

Four types of facial data are extracted by using 3 operators, namely Gabor data, HOG 
data, LBP data and combined data. Forty (5 scales × 8 directions) feature maps obtained 
by Gabor filtering are down sampled as 11 × 10 size. The pixel values of these feature 
maps are concatenated to obtain Gabor data with 1 × 4400. The HOG feature map is 
divided into 4 × 4 cells, and using the block composed of 2 × 2 cells scans the image in 

Algorithm 1   Motion information extraction

Video frame Facial image Gabor map HOG map LBP map

Fig. 2   Facial images and facial feature maps

https://www.faceplusplus.com
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steps of one cell. Each block is extracted 36 bin values, and these bin values are con-
catenated to obtain HOG data with 1 × 324. Frequency of each texture unit with a value 
of 0 ~ 255 in the LBP feature map is counted. And these frequencies are concatenated 
to obtain LBP data with 1 × 256. Gabor, HOG and LBP data are concatenated to obtain 
combined data with 1 × 4980. Then, curves of each facial data value changing with time 
are extracted to constitute 4 motion information.

3.2 � Motion feature calculation

Frequency domain features of facial motion information are calculated to recognize 
unsafe behaviors. The process includes motion feature calculation and feature dimension 
reduction, as shown in Algorithm 2. Firstly, m frequency domain features are calculated 
for each row of motion information Mn × t. Then the frequency domain features of each 
row are connected in series into the motion feature W1 × mn. Finally, the feature dimen-
sion of W1 × mn is reduced to obtain W′ for subsequent machine learning classification.

Frequency domain features represent frequency structure of the facial motion infor-
mation. Wavelet packet transform is used to calculate frequency domain features. It can 
measure the frequency components of a signal and the time when these components 
appear, which is suitable for analyzing nonstationary signals. In this paper, 10 frequency 
domain features are calculated, including wavelet energy entropy (WEE), 8 wavelet 
scale entropy (WSE) and wavelet singular spectrum entropy (WSSE). These wavelet 
entropies can represent frequency domain complexity of facial motions.

To study the influence of motion features on recognition accuracy, time domain fea-
tures and combination of the two (time and frequency domain) are also calculated. Time 
domain features represent the change law of facial information. FOA and HE are used 
to represent time domain complexity. In addition, other 6 time domain features are also 
calculated to discrete concentrated trend, discrete trend and distribution pattern of the 
signal. They are mean, median, standard deviation (SD), range, kurtosis, skewness.

Finally, 3 types of motion features (time domain, frequency domain, and their com-
bination) are calculated for 4 types of motion information. The names and compositions 
of facial motion features are shown in Table 1.

The purpose of feature dimension reduction is to remove redundant and irrelevant fea-
tures, in turn improving recognition accuracy [41]. Classical PCA method needs to cal-
culate covariance matrix. When feature dimension is too large, the running memory of 
the ordinary computer cannot meet calculation requirements. Therefore, PCA based on 
singular value decomposition is used to reduce the dimension of features. For each facial 

Algorithm 2   Motion feature calculation
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motion feature, principal components are selected according to the contribution rate from 
large to small, until the cumulative contribution rate of the selected principal components 
reaches 95%. The results of feature dimension reduction are shown in Table 1.

3.3 � Machine learning classification

Machine learning classification is used to determine behavior types. Compared with the 
statistical analysis method, the machine learning classifier is more suitable for problems 
with complex data [8]. Using machine learning classifiers to recognize unsafe behavior 
includes 2 steps: training and classifying.

During training, the classifier receives facial motion features and labels to build a clas-
sification model of unsafe behavior. During classifying, the classification model receives 
the facial motion features of recognition object and outputs the corresponding decision 
value. The decision value is a final description of the classification model to the recogni-
tion object. The classification model compares the decision value with a threshold value 
given artificially to realize unsafe behavior recognition. The object whose decision value is 
higher than the threshold value is determined as safe behavior, otherwise as unsafe behav-
ior, to realize the recognition of unsafe behavior.

Two classical machine learning classifiers are used to build classification models. They 
are SVM [9] that is suitable for solving classification problems to small-scale train sets, 
and back propagation neural network (BPNN) that has been widely used in pattern recogni-
tion. Different classifiers have different models, so, multiple classifiers are used to explore 
the greater potential of facial motion features in recognition. Deep learning classifiers are 
not used in this paper. Because unsafe samples are difficult to collect. And the needs of 
deep learning classifiers for sample size [41] are difficult to meet.

Receiver operating characteristic (ROC) curve and area under curve (AUC) [14] are 
taken as performance criteria of the classification model. ROC curve takes both false 
positive rate and true positive rate of recognition result into account. Horizontal axis 
of ROC curve is false positive rate, which is proportion of safe samples misjudged as 

Table 1   Names and compositions of facial motion features

*The dimensions containing NaN in facial motion features is removed

Names of facial 
motion features

Constitution Raw feature 
dimension

Feature dimen-
sion after reduc-
tionMotion information Motion features

GF Gabor Frequency domain 44,000 208
HF HOG 3240 130
LF LBP 2400 153
CF Combination 49,640 209
GT Gabor Time domain 35,200 211
HT HOG 2592 124
LT LBP 1957 148
CT Combination 39,749 214
GTF Gabor Time domain and 

frequency domain
79,200 214

HTF HOG 5832 131
LTF LBP 4357 152
CTF Combination 89,389 217



8197Multimedia Tools and Applications (2024) 83:8189–8205	

1 3

unsafe samples by the classification model. Vertical axis of ROC curve is true positive 
rate, which is correct proportion of the classification model in safe samples. Diagonal 
represents ROC curves in the case of random guesses, which can be used as a reference 
for whether the classification model has value. AUC represents the area under ROC 
curve and is used to measure the degree of ROC curve upper left corner. The larger 
AUC, the more ROC curve protrudes to upper left corner, and the higher accuracy of 
the classification model is.

4 � Experiment and results

To investigate the feasibility of recognition unsafe behavior by facial motion, and find 
motion features with high recognition performance. We designed an experiment aim 
to collecting the facial motions of workers during safe and unsafe behaviors. Because 
unsafe behaviors are random and easy to cause casualties, which is difficult to collect 
in practice. This paper builds a dataset containing various types of work (carpentry, 
cutting, electrician and drive) and various unsafe behaviors (operation error, fatigue 
and distraction).

In similar simulation experiments, subjects are recruited to simulate safe and 
unsafe behaviors during various types of work in laboratory. The scenes of operations 
are shown in Fig. 3. Twenty-four students (16 males and 8 females) aged 20 ~ 24 years 
simulate safe and unsafe behaviors of carpentry, cutting and electrician. Safe behav-
iors are to operate according to operation regulations. Unsafe behavior is operation 
error, which mainly considers 2 factors: (1) behaviors that often occurs during opera-
tion; (2) behaviors that is easy to cause common accidents. Operation videos (resolu-
tion 1920 × 1080, time 3 ~ 10 seconds, 24 frames per second) are collected by a com-
mon camera. Each operation video is cut to a 2 seconds sample, then 55 safe samples 
and 67 unsafe samples are collected.

In online collection, 86 safe samples and 72 unsafe samples with 2 seconds are collected 
through video websites and public datasets (YawDD [2]). Among them, 85 safe samples, 
35 fatigue samples and 35 distraction samples are selected in YawDD dataset. Finally, 141 
safe samples and 139 unsafe samples are collected and are assigned a label with 1 and -1 
respectively. Information of samples is shown in Table 2.

Carpentry Cutting Electrician

Fig. 3   Similar simulation experiment process. The first line is a scene of each operation, the second line is a 
frame of samples
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4.1 � Relationships between complexity of facial motions and unsafe behavior

Revealing laws of facial motions during unsafe behaviors can provide clues for recognizing 
unsafe behavior. And it also can provide a reference for safety managers to recognize unsafe 
behaviors. We first show facial image sequence, motion information, and motion features 
under different behaviors. Then, the face is divided into different areas according to the five 
senses. The complexity of motion information of total face and facial areas are calculated. 
And reveal the laws by comparing the complexity during safe and unsafe behaviors.

Facial image sequence, motion information, and motion features under different 
behaviors are shown in Fig. 4. The sample of 2 s long is sampled every 7 frames from 

Table 2   Information of samples Behavior types Label Work types Collecting methods Number

Safe 1 Carpentry, 
cutting, 
electrician 
and drive

Similar simulation 
experiments and 
online collection

141

Operation error -1 Carpentry, 
cutting, 
electrician 
and drive

Similar simulation 
experiments and 
online collection

69

Fatigue -1 Drive Online collection 35
Distraction -1 Drive Online collection 35

Fig. 4   Facial image sequence, motion information, and motion features under different behaviors. a is 
safe, b is operation error, c is fatigue, and d is distraction. For each subgraph, the first row is facial image 
sequence. The second row is the curve of 10 Gabor data values changing with time. Horizontal axis is 
number of frames, and vertical axis is value of Gabor data. The third row is the WSSE of these 10 curves. 
Horizontal axis is number of Gabor data, and vertical axis is value of WSSE
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the first frame to obtain a facial image sequence. Curves of 10 Gabor data values chang-
ing with time were drawn to represent motion information. And WSSE of these 10 
curves is calculated to represent motion features.

The facial motion under safe behavior is different from that under unsafe behavior. It 
can be seen from Fig. 4, compared with safe behavior, facial images and Gabor data at dif-
ferent times under unsafe behavior have more changes, and WSSE under unsafe behavior 
is higher. In operation error, fatigue and distraction, the mouth and nose of subjects have 
obvious motion. In fatigue and distraction, the eyes of subjects have obvious motion.

To quantitatively analyze the difference of facial motion under different behaviors, the 
face is divided into 3 areas: eye and brow, nose and mouth, as shown in Fig. 5a. WSSE of 
Gabor motion information is calculated to represent complexity. The higher the WSSE, the 
higher the complexity of facial motions. Mean histogram of WSSE in safe and unsafe sam-
ples is drawn, as shown in Fig. 5b.

Compared with safe behavior, the complexity of facial motion during unsafe behaviors is 
higher, especially in nose and mouth areas. It can be seen from Fig. 5, WSSE of total face in 
unsafe samples is higher than that of safe samples. And these differences are mainly reflected 
in the nose and mouth areas. WSSE of the eye and brow areas in unsafe samples is higher than 
that of safe samples, but no significant difference is found. This may be because unsafe behav-
ior is usually manifested as deviation in action (such as too fast, too slow, etc.). When there are 
deviations in the action of workers, facial motions of workers may have corresponding devia-
tions. And making facial motions are more complex during unsafe behaviors. Revealing the 
theoretical mechanism of this phenomenon may need the help of EEG and other professional 
equipment, which needs to be studied by physiological and psychological researchers.

The complexity of facial motions can be used as a new clue to recognize unsafe behav-
iors. Compared with the eye and brow area, nose and mouth areas are found to have more 
significant differences in safe and unsafe behavior. When recognizing unsafe behaviors, 
safety managers can attempt to pay more attention to nose and mouth areas of workers.

4.2 � Influence of frequency domain features on recognition accuracy

Finding facial motion information and feature with high accuracy in recognizing unsafe 
behaviors can provide a reference for building classification models. We extract time 
domain and frequency domain features of various facial motion information. The influence 

Fig. 5   WSEE of facial Gabor motion information during safe and unsafe samples. a Schematic of facial 
area. b Mean histogram (mean with 95% confidence interval) of WSSE. Asterisk represents that there are 
significant differences (significance of Mann Whitney U test <0.05) between the 2 groups of data
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of motion features on recognition accuracy is explored by recognition results of machine 
learning classification model.

SVM and BPCNN classifiers are used to train 4 frequency domain features, 4 time 
domain features and 4 time and frequency domain features. Mean AUC of 10 times of 
5-fold cross validation of the 24 models is compared, as shown in Fig. 6.

Classification models built by frequency domain features of facial Gabor motion infor-
mation have higher accuracy. It can be seen from Fig. 6, mean AUC of the classification 
models built by GF feature is higher than that of the other 11 facial motion features, under 
SVM classifiers. And among all models, mean AUC of the classification model built by GF 
feature and SVM classifier is the highest, which is 0.766.

For motion features, frequency domain is more conducive to recognition. It can be seen 
from Fig. 6, mean AUC of classification models built by frequency domain features is higher 
than other motion features when motion information is the same. And the influence of motion 
features on recognition accuracy is greater than that of motion information. For motion infor-
mation, Gabor is more conducive to recognition. It can be seen from Fig. 6, under SVM clas-
sifiers, mean AUC of classification models built by Gabor motion information is higher than 
other motion information when motion features are the same. And among all models, the 
model with the highest mean AUC is also built by Gabor motion information.

To further explore the relationship between motion features and recognition, the rel-
evance between motion features and behavior labels is calculated. Taking GTF features 
as an example, mutual information entropies between each feature and behavior labels are 

Fig. 6   Histogram of mean AUC (± standard deviation) of classification models. a Histogram of mean AUC 
under SVM classifier. b Histogram of mean AUC under BPNN classifier
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calculated to represent the relevance between them. The percentage of various motion fea-
tures among the top 1% (792) most relevant features is calculated, as shown in Fig. 7.

Compared with time domain features, frequency domain features are more relevant to 
recognition. Compared with other features, features describing the complexity of facial 
motions are more relevant to recognition. It can be seen from Fig. 7, among the top 1% 
most relevant features, percentage of frequency domain features (65.783%) is higher than 
time domain features (34.217%). And the percentage of features describing facial motion 
complexity (96.97%) is much higher than other features (3.03%).

Calculating frequency domain features of facial Gabor motion information can obtain 
higher accuracy, when recognizing unsafe behaviors through facial motions. The influ-
ence of motion features on recognition accuracy is greater than that of motion information. 
And describing facial motion features from frequency domain and complexity is helpful to 
improve the recognition accuracy.

4.3 � Unsafe behavior recognition model with higher applicability

To improve applicability and accuracy of the model, we describe facial motions by the 
frequency domain complexity to build an unsafe behavior recognition model. To analyze 
advantages of the model, current researches that have performed well in recognizing unsafe 
behaviors by facial motions are compared with us.

A classification model is built by GF feature and SVM classifier. Mean ROC curve of 
10 times of 5-fold cross validation of the model is used for performance evaluation, as 
shown in Fig. 8.

Facial motions can recognize unsafe behaviors of workers such as operation errors, 
fatigue and distraction. It can be seen from Fig. 8, mean ROC curve of the model is above 
the diagonal, and mean AUC of the model is 0.766. This shows that prediction results of 
the model have a higher true positive rate under any false positive rate, which has predic-
tive value. Mean AUC of the model for 3 types of unsafe behaviors is higher than 0.5. And 
the model has higher performance (AUC = 0.818) in recognizing operation errors.

Recognizable unsafe behavior types, applicable work types and recognition accuracy 
are used to analyze the model. Researches on recognizing fatigue [7] and distraction 
[34] by facial motions are selected to compare with ours. Fatigue and distraction sam-
ples used in these 2 researches are also from the YawDD dataset. The comparison infor-
mation is shown in Table 3.

Fig. 7   Percentage of various motion features among the top 1% most relevant features
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The model built in this paper can recognize operation errors, fatigue and distraction. 
In particular, the model has achieved good performance (AUC = 0.818, F-score = 0.686, 
ACC = 0.736) on operational errors not involved in other researches. The recognition 
accuracy of the model for fatigue and distraction is lower than the deep learning model 
of Bai et al. and Yang et al. If the model of our, Bai et al. and Yang et al. can be fused 
by multi-model fusion algorithms, the high recognition accuracy of operational errors, 
fatigue and distraction can be achieved.

The model built in this paper is suitable for various work types. In addition to driving, the 
model can recognize operational errors in carpenters, cutters and electricians. These types of 
work include sitting posture, standing posture and mixed posture. It leads to various angles 
of faces in our dataset, and making it more challenging to recognize unsafe behaviors.

The model built in this paper has a good performance (AUC = 0.766, F-score = 0.734, 
ACC = 0.721) in recognizing various unsafe behaviors. This may benefit from describ-
ing facial motion information from frequency domain and complexity. In addition, we 

Fig. 8   Mean ROC curves of the 
classification model built by GF 
feature and SVM classifier

Table 3   Comparison of researches on recognizing behaviors by facial motions

Researcher Recognition accuracy

Operation error in carpen-
try, cutting, and electrician 
(our dataset)

Fatigue in driving 
(YawDD dataset)

Distraction in driving
(YawDD dataset)

Mixture

Bai et al. [7] – AUC = −
F-score = 0.895
ACC = 0.934

– –

Yang et al. [34] – – AUC = −
F-score = −
ACC = 0.812

–

Ours AUC = 0.818
F-score = 0.686
ACC = 0.736

AUC = 0.7843
F-score = 0.527
ACC = 0.7193

AUC = 0.643
F-score = 0.415
ACC = 0.628

AUC = 0.766
F-score = 0.734
ACC = 0.721



8203Multimedia Tools and Applications (2024) 83:8189–8205	

1 3

compared the calculation time of frequency domain features (WEE, 8 WSE and WSSE) 
and time domain features (mean, variance, maximum and minimum) of Gabor motion 
information for 48 frames. Due to the large dimension of Gabor motion information, the 
calculation time of frequency domain feature (16.15 s) is higher than that of time domain 
feature (0.261 s). Considering the real-time performance of the method, LBP motion infor-
mation with small dimension can be used, and its frequency domain characteristic calcula-
tion time is 1.35 s. And LF feature also has a high recognition accuracy (AUC = 0.762).

5 � Conclusions

To recognize unsafe behavior of workers, we describe facial motion information through 
frequency domain, build classification models of unsafe behaviors, and find facial motion 
features with high recognition accuracy. The following conclusions are obtained: (1) 
Compared with safe behavior, the complexity of facial motions during unsafe behavior is 
higher, especially in nose and mouth areas. (2) Wavelet entropy frequency domain features 
of Gabor motion information can better describe the complexity and have higher recogni-
tion accuracy (AUC = 0.766); (3) The proposed method can recognize unsafe behaviors of 
workers and is effective for operation errors (AUC = 0.818).

In the next step, we will build a model with high recognition accuracy for operation 
errors, fatigue and distraction through the multi model fusion algorithm. And the math-
ematical model between facial motions and unsafe behavior will be built by using feature 
coding to improve the interpretability of recognition.
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