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Abstract
Semantic segmentation can provide basic semantic information for scene understanding, 
which has important theoretical research value and broad application prospects. Limited by 
the labeling cost and the scale of training data, weakly supervised semantic segmentation 
based on image-level labels has become a potential research issue. However, how to infer the 
location of image-level labels is a tough problem. Therefore, we propose a weakly-super-
vised semantic segmentation method with segments and neighborhood classifiers. First, we 
propose a scheme of segment generation based on the multiple of the number of image-level 
labels, which can provide high-precision boundary information with fewer regions. Second, 
to improve the precision of label location inference, we propose an inference method based 
on the most similar neighborhood granule. It can appropriately determine the number of 
segments contained in the inferred category label. Finally, we construct a decision table 
with features as conditional attribute and semantic label as decision attribute, and extract the 
discriminative features from attribute class reduction for neighborhood classifiers learning. 
Experiments evidence that our proposed algorithm can produce comparable and competitive 
results on widely-used MRSC and PASCAL VOC 2012 datasets.

Keywords  Semantic segmentation · Image-level labels · Segments · Neighborhood 
classifiers · Weakly supervised

1  Introduction

Semantic segmentation, i.e., assigning each pixel in the image to one of the pre-defined 
semantic labels, is a dense pixel-wise prediction task in the field of computer vision [30]. 
Compared with a single visual task, semantic segmentation can achieve object segmen-
tation and recognition simultaneously. Furthermore, the results of semantic segmentation 
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can provide fine-grained and high-level semantic information for scene analysis and under-
standing. Consequently, semantic segmentation can provide core technologies for applica-
tions such as automatic driving, intelligent medical, robot perception, 3D urban modeling, 
intelligent transportation, and remote sensing analysis [38].

Limited by the annotation cost and the scale of training data, weakly supervised semantic 
segmentation has become a potential research issue. The main forms of weakly supervised 
annotation include [34]: image-level labels, points, scribbles, and bounding boxes. In particu-
lar, weakly supervised semantic segmentation based on image-level labels (i.e., giving only 
which labels appear in an image, without knowing the location information of each label) is 
the most popular [26]. The main reasons are: 1) Image-level labels are widely available from 
media sharing websites, which solves the problem of insufficient training data. 2) Image-level 
labels can be obtained quickly and efficiently, which greatly reduces the time and cost of 
data annotation. However, compared with pixel-level labels or other forms of weakly super-
vised annotation, image-level labels only contain the least guidance information. Specifically, 
image-level labels do not provide the location information of the label category. Therefore, 
high-quality and dense label location inference and semantic segmentation model construc-
tion based on the inferred pseudo-label data are two key and tough problems. In addition, 
practical scene image often contains multiple object categories with different appearances 
and complex backgrounds, which further aggravates the difficulty of label location inference.

According to different ways of label location inference, weakly supervised semantic 
segmentation based on image-level labels can be divided into proposal-based methods and 
classification-network-based methods. Proposal-based methods utilize superpixel or seg-
ment as processing unit to infer the location of the labels, and then rely on inferred labels for 
classification model learning. The motivation is that superpixel or segment across multiple 
images with the same semantic label will have similar appearance [16]. However, the super-
pixel-level label location inference contains too much redundant information. Compared 
with superpixels, the number of segments in an image is fewer, which is more helpful for 
improving the precision of label location inference. However, the existing image segmenta-
tion technology cannot ideally segment an image into the number of image-level labels. In 
addition, classification-network-based methods mainly utilize the pre-trained classification 
network as prior information to obtain the localization maps of the inferred label, which rely 
heavily on the precision and universality of pre-trained classification networks. In particular, 
the classification network only recognizes a small and sparse discriminative region of the 
object, and cannot provide accurate boundary information of the object.

Although a large number of promising weakly supervised methods have been pro-
posed, the segmentation precision of these methods is still unsatisfactory. The main 
obstacle is how to accurately and densely implement label location inference (i.e., map-
ping image-level labels to pixel-level labels) [4]. Therefore, it is necessary to explore a 
more effective strategy of label location inference. In addition, image-level labels can-
not directly give the contour information of the inferred label in the image, which is 
also an influencing factor for label location inference. Fortunately, segments can be well 
aligned with the boundaries of an object. Moreover, not all features are equally impor-
tant and discriminative in the learning phase of the classification model [18].

Motivated by the discussed above, we propose a weakly-supervised semantic seg-
mentation method with segments and neighborhood classifiers (SNC). The overview of 
our proposed method is shown in Fig. 1. In the part of generating segments, we propose 
a termination condition based on the multiple of the number of image-level labels for 
superpixel merging, which can provide high-precision boundary information with fewer 
regions. In the part of label location inference, we first infer from the label location with 
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the largest dissimilarity, which guarantees the precision of inference. Second, the number 
of segments of each inferred semantic label can be appropriately determined based on the 
multiple and the total number of images in the image set. Then, the neighborhood gran-
ule of each segment is constructed, and the segments corresponding to the most similar 
neighborhood granule constitute the inference of semantic label. In the part of neighbor-
hood classifiers learning, a decision table is constructed by using features of segment 
as condition attribute and semantic label as decision attribute. Finally, we calculate the 
significance of each attribute class and learn neighborhood classifiers based on the dis-
criminative features. In the testing phase, we also perform superpixel segmentation and 
merging on testing images, and use segment as processing unit for prediction. Experi-
mental results on MSRC and PASCAL VOC 2012 datasets demonstrate the effectiveness 
and comparability of our proposed method in comparison with the state-of-the-arts.

The main contributions of our work are summarized as follows.

•	 We propose a weakly-supervised semantic segmentation framework with segment as pro-
cessing unit, which can achieve the segment-level label location inference and prediction.

•	 We propose a scheme of label location inference based on the most similar neighbor-
hood granule. It can ensure the precision of label location inference and appropriately 
determine the number of segments in each inferred category label.

•	 Compared with single attribute, we construct an attribute reduction algorithm with 
attribute class as feature unit, and use the discriminative features with attribute 
classes for neighborhood classifiers learning.

2 � Related work

2.1 � Proposal‑based methods

Proposal-based methods use superpixel or segment as processing units for label loca-
tion inference and prediction. The main implementation steps include: 1) High-preci-
sion superpixel segmentation or segment generation; 2) Label location inference with 

Fig. 1   The overview of our proposed weakly-supervised semantic segmentation framework
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superpixel or segment as processing unit; 3) Classification model learning based on 
inferred pseudo-label data.

The methods using superpixel as processing unit include graph-based methods 
and clustering-based methods. Among them, graph-based methods mainly use Con-
ditional Random Fields (CRF) or Markov Random Fields (MRF) to construct classi-
fication models. For example, Vezhnevets et  al. [29] used active learning to find the 
most informative nodes of CRF; Zhang et al. [41] used Convolutional Neural Network 
(CNN) to extract multi-scale superpixel features, and used CRF to construct contextual 
information. Shi et al. [27] constructed the correlation between superpixels based on 
MRF; Xu et al. [35] used a graph model to encode the presence and absence of catego-
ries for superpixel-level label assignment. Clustering-based methods mainly use the 
feature similarity of superpixels to realize label location inference and prediction. For 
example, Liu et al. [18] proposed a weakly supervised dual-clustering method by using 
spectral clustering and discriminative clustering. Liu et  al. [19] proposed a multi-
instance multi-label learning for dividing superpixels into different clusters. Pourian 
et al. [23] used spectral clustering to isolate superpixels with high correlation. Zhang 
et  al. [40] used sparse reconstruction to divide the superpixel set, and used iterative 
merging and updating to obtain the best parameters of the classification model. How-
ever, Proposal-based methods rely on the precision of superpixel segmentation and are 
susceptible to the ability of superpixel feature representation. In addition, image rep-
resentation and label location inference using superpixel as processing units will result 
in a large number of redundant superpixels with similar characteristics.

The works most related to ours are [9, 16, 20, 36], which use segment as process-
ing unit. For example, inspired by jigsaw puzzles, Li et  al. [16] proposed a seman-
tic segmentation framework based on image piece and CRF. Xu et al. [36] used local 
search algorithm to merge superpixels into segments, and constructed a unified method 
based on the clustering framework. For image-level labels with noise, Lu et  al. [20] 
cast weakly supervised semantic segmentation as a noise reduction problem, and used 
the sparse learning model to detect superpixel noisy labels. Hong et al. [9] proposed a 
weakly-supervised semantic segmentation algorithm combining CNN and superpixel 
region response. Compared with superpixels, the methods using segment as processing 
unit can further reduce the redundant information and computational cost. However, 
how to adaptively determine the number of segments generated by superpixel merging 
is a bottleneck problem. A summary of proposal-based methods is shown in Table 1.

2.2 � Classification‑network‑based methods

Classification-network-based methods use pre-trained classification networks to obtain 
discriminative seed regions. The core links of the methods are: 1) Generating discrimi-
native and sparse seed regions based on the classification network or localization net-
work; 2) Localization and expansion of non-discriminative regions; 3) Segmentation 
network learning based on pseudo-label data.

Class Activation Map (CAM) localization network proposed by Zhou et  al. [42] is 
widely used in discriminative region mining. On the basis of CAM, Kolesnikov et  al. 
[13] used global weighted pooling to expand the discriminative regions and constructed 
a boundary constraint model based on fully connected CRF; Araslanov et al. [1] used 
normalized global weighted pooling to generate dense semantic regions; Saleh et  al. 
[26] used objectness priors with localization network to obtain multi-class masks; 
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Carolina et al. [3] constructed two-class activation graph models to recover the activa-
tion mask covering the whole object range; Wei et  al. [33] transfer the discriminative 
information to the non-discriminative object area by setting different dilated convolu-
tion rates; Zhou et al. [43] constructed selection loss and attention loss to locate image-
level labels and correct classification errors; Wang et al. [30] used paired spatial propa-
gation networks to fine tune the category labels generated by the unit potential network; 
Lee et al. [14] used FickleNet to identify discriminative regions and non-discriminative 
regions simultaneously; Huang et  al. [11] used seed region growth to expand the dis-
criminative regions. Kho et  al. [12] integrated shape and texture information into the 
mining of discriminative regions, which is an end-to-end semantic segmentation frame-
work. Although CAM-based methods can improve the localization ability of image-
level labels, they can only recognize few sparse and incomplete discriminative regions 
of the image. Moreover, CAM-based methods are prone to generate inaccurate bound-
ary and shape description. Therefore, it is necessary to introduce a subsequent smooth-
ing module to refine the final segmentation result.

Other pre-trained classification models to generate seed regions include attention 
mechanism, fully convolutional network (FCN), convolutional neural network, saliency 
detection, and transformer. For example, Wang et  al. [31] proposed a self-supervised 
equivariant attention mechanism to generate dense class activation map information; Li 
et al. [17] fuse the attention map and saliency map to generate pseudo pixel-level labels. 
Pathak et al. [21] used FCN and constrained CNN to predict label categories; Qi et al. [24] 
used FCN to generate the activation map, and combined the object localization network 
and Multiscale Combinatorial Grouping (MCG) [2] to generate pseudo pixel-level labels. 
Pinheiro et  al. [22] modeled weakly supervised semantic segmentation into a multiple 
instance learning (MIL) framework and assigned more weight to pixels that are impor-
tant for classification. Wei et al. [32] use saliency detection to mine saliency maps from 

Table 1   Weakly-supervised semantic segmentation methods based on proposals

# Code.

Classification Methods Superpixel segmenttaion Technology

Superpixels Vezhnevets et al. [29] Turbopixels Active learning, CRF
Zhang et al. [41] Multiscale combinatorial group-

ing (MCG)
CNN, CRF

Shi et al. [27] Contour detection and hierarchi-
cal segmentation (CDHI)

MRF

Xu et al. [35] # CDHI Graphical model
Liu et al. [18] SLIC Spectral clustering
Liu et al. [19] SLIC Multi-instance multi-label 

learning
Pourian et al. [23] Normalized cut Spectral clustering,

Graph attributed graph
Zhang et al. [40] Mean Shift Sparse reconstruction,

Iterative merging update
Segments Li et al. [16] SLIC CRF

Xu et al. [36] MCG Max-margin clustering
Lu et al. [20] MCG Alternate optimization
Hong et al. [9] SLIC CNN, Hierarchical clustering
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simple images, and use enhanced deep convolutional neural networks (DCNN) to mine 
pixel-level labels in complex images; Zeng et al. [39] constructed a saliency aggregation 
module to aggregate the segmentation masks of each prediction category; Fan et al. [6] 
used instance-level salient object detection to generate candidate regions, and used graph 
partitioning to construct pseudo-label data. Xu et al. [37] used the transformer model to 
capture class-specific attention, and utilized discriminative object localization maps as a 
pseudo-label to achieve weakly supervised semantic segmentation. Ru et  al. [25] intro-
duced transformer to get a complete object region, and proposed a weakly supervised 
semantic segmentation with multi-head self-attention. Although the introduction of prior 
information can improve the localization precision of the seed region, the segmentation 
result is sensitive to the universality and versatility of the pre-trained classification net-
work. A summary of classification-network-based methods is shown in Table 2.

3 � Proposed method

Based on image-level labels, we propose a weakly-supervised semantic segmentation 
framework with segments and neighborhood classifiers. As is shown in Fig. 1, our frame-
work consists of two phases: learning and testing. In the learning phase, there are three 
main parts: 1) Segment generation based on superpixels; 2) Label location inference based 
on the most similar neighborhood granule; 3) Neighborhood classifiers learning based on 
discriminative features. In the testing phase, we first perform superpixel segmentation and 
merging on testing images, and then use segment as processing unit to predict the category 
label of each pixel.

3.1 � Segment generation based on superpixels

In order to obtain segments, we first perform superpixel segmentation on training images, 
and then merge the superpixels based on low-level visual features until the number of seg-
ments is equal to multiple of the number of image-level labels.

In the stage of generating superpixels, we improved the linear spectral clustering (LSC) 
[15] superpixel segmentation. Specifically, we introduce the detection and reclassification 
of under-segmented superpixels in the subsequent processing stage of superpixel segmenta-
tion. It can not only generate compact and regular superpixels with high precision, but also 
retain the global property of the image with a linear complexity. The generated superpixels 
can be represented as S = {S(t),   t = 1, 2, …, K}, K is the initial number of superpixels.

In the process of superpixel merging, we first merge the small superpixels to adjacent 
superpixels based on color and spatial distance. The reason is that small superpixels may 
have a large contrast with adjacent superpixels, which affects the judgment of termination 
conditions in superpixel merging. The small superpixels are defined:

where, N(S(t)) is the number of pixels corresponding to the superpixel; N is the total num-
ber of pixels in an image; a is a constant, tr is the number of superpixels in the merging 
process.

(1)S(t)

�
1, N(S(t)) ≤ N∕

�
a ∙ tr

�
&&N(S(t)) <

√
N

0, otherwise
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To preserve the boundary information of each superpixel during the merging process, 
we select low-level visual information to represent the features of each superpixel. Thus, 
the features of color, shape and texture are selected. Specifically, we choose the mean of 
LAB and HSV color spaces to represent color features, and use Zernike moments to extract 
the shape features. Given the ability of modeling frequency and orientation, we chose 
Gabor filter bank to extract the texture feature of each superpixel.

Based on the similarity between superpixels, the setting of termination condition is 
the bottleneck of unsupervised image segmentation methods. Fortunately, the number of 
image-level labels indirectly guides for termination condition. However, there are two defi-
ciencies: 1) Under the existing image segmentation technology, it is difficult to directly 
generate the same number of segments as the number of image-level labels; 2) Image-level 
labels only give category label that appears in an image, it will cause under-segmentation 
when there are non-adjacent objects.

To solve these deficiencies, we propose a termination condition based on the mul-
tiple of the number of image-level labels. It solves the problem that the termination 
condition cannot be adaptively generated during the superpixel merging, and can 
also generate segments with high precision in practice. Suppose nL is the number of 
image-level labels in an image. Therefore, superpixel merging is performed based on 
the feature similarity between superpixels until the number of superpixels is equal to 
k nL. Where, k is the multiple, which can be adjusted according to the characteristic of 
training images.

3.2 � Label location inference based on the most similar neighborhood granule

Label location inference is the core and key issue in weakly supervised semantic segmen-
tation. With segment as processing unit, we frame the issue as the extraction of the most 
similar neighborhood granule.

First, the category labels of the dataset can be denoted by L = [l1, l2, …, ln], n is the total 
number of category labels. From the image-level labels corresponding to training images, 
we construct an image set I={I(t), t=1,2,...,ni} of each category label, ni is the number of 
images. Thus, the relation matrix Rm × n between category labels is defined:

where, m is the total number of images in the training set.
Secondly, from image set I and relation matrix R, we can obtain the number of labels 

for each category label NL={NL(t), t=1,2,...,nL} and the second largest number of labels 
Ne={Ne(t), t=1,2,...,ne}. Thus, we define the dissimilarity D of each category label:

From Eq. (3), we encourage the inference from category label that appears in multiple 
images simultaneously. And then, the inference is started by the category label li corre-
sponding to the largest dissimilarity. Furthermore, from the category label li and its cor-
responding image set Ii, we can also get the segment library SLi corresponding to the cat-
egory label.

(2)Rm×n =

{
1, if the imag e contains the semantic label

0, otherwise

(3)D(t) =
NL(t) − Ne(t)

NL(T)
, t = 1, 2,… , n
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Therefore, the inference of the category label is transformed into finding the segments 
corresponding to the category label from the segment library. Specifically, the number of 
segments can be defined:

where, k’ is a proportional parameter that depends on the multiple k and the complexity of 
the training images. Essentially, the proportional parameter k’ is set to select more similar 
image sets containing the same label, which will ensure the accuracy of subsequent label 
location inference. Therefore, we can indirectly obtain the range of the number of segments 
contained in inferred category label.

To fully represent the features of each segment in the segment library, we adopt the 
R-CNN [7] and hand-crafted feature extraction manners. R-CNN was proposed and 
defined by Girshick et al. [7], which denotes regions features with convolutional neural 
networks. In the R-CNN feature extraction, we extracted the 4096-dimensional feature 
vector for the circumscribed rectangle of each segment. In the hand-crafted feature 
extraction, we construct an 81-dimensional feature vector for each segment: LAB color 
component mean and standard deviation (4-dimensional), HSV color component mean 
and standard deviation (4-dimensional), shape feature of Zernike moments (7-dimen-
sional), Gabor texture feature mean and standard deviation (2-dimensional), and SURF 
features (64-dimensional).

Then, based on the feature vector of each segment, we can construct the information 
table IS = 〈U, C, V, f〉. U is the universe {x1, x2, …, xN, } composed of segment library, N′ is 
the number of segments in the segment library, C is the set of condition attributes (i.e., fea-
tures), V is the set of attribute values, and f is an information function.

Thus, the neighborhood granule δ(xp) of each segment is defined:

where, δ is the neighborhood threshold, which determines the size of the neighborhood 
granule. Essentially, the neighborhood threshold δ determines the number of segments 
contained in the label to be inferred. P is the norm. However, when we fixed the size of the 
neighborhood granule, we can determine which neighborhood granules have the most simi-
lar segments. Fortunately, nS determines the size of the neighborhood granule. Therefore, 
we can get N′ neighborhood thresholds δ = {δ1, δ2, …, δN, }, and then obtain the minimum 
threshold δv = min(δ). Furthermore, the segments within the most similar neighborhood 
granule δ(xu) corresponding to the minimum threshold are determined.

Finally, we obtain the segments corresponding to the category label li, and complete the 
inference of category label li. After that, the inferred segments are removed from the seg-
ment library, iterated until the inference of all category labels is completed. The complete 
process for label location inference is outlined in Algorithm 1.

(4)ns = k� NL(i), k
� ∈ [1, k]

(5)�
(
xp
)
=
{
xq∕xq ∈ U,Δ

(
xp, xq

)
≤ �

}

(6)Δ
(
xp, xq

)
=

(
N∑

j−1

|||f
(
x1,C

)
− f

(
x2,C

)|||
P

)1∕P
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3.3 � Neighborhood classifiers learning based on discriminative features

How to construct an efficient classification model based on inferred pseudo-label data with 
segment as processing unit is another important research problem in semantic segmenta-
tion. In practice, we also expect to identify pattern with lower dimensional space to avoid 
the dimensionality disaster. Therefore, we select the neighborhood classifiers [10] to learn 
the segment sets, which can realize learning based on reduced attributes. However, the 
attribute reduction of neighborhood classifiers can only deal with a single attribute.

Compared with the single attribute, we propose an improved forward attribute reduc-
tion algorithm for neighborhood classifier learning. The proposed method can mine the 
discriminative features of each segment with the attribute class as the feature unit. The 
detailed implementation process is as follows.

First, by the segments and their category labels, we build the decision table 
DT = 〈U, C ∪ D, V, f〉. U is the universe {x1, x2, …, xM} composed of inferred segments, M is 
the number of inferred segments; C is the set of the attributes consisting of the features of 
segment; D is the decision attribute (i.e., the category of the semantic label). Let attribute 
class B ⊆ C, the significance of B in C is defined:

where, γC(D) is the dependency degree of D to C; γC − B(D) is the dependency degree of 
the conditional attributes on decision D after dropping attribute B; POSB(D) is the positive 
region of decision, which refers to the subset of segments whose neighborhood granules 
consistently belong to the decision classes; universe U is the set of segments.

(7)SIG(B,C,D) = �C(D) − �C−B(D)

(8)�B(D) =
||POSB(D)||

|U|

Algorithm 1   Label location inference based on the most similar neighborhood granule
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Therefore, we can obtain the discriminative features by the improved forward attribute 
reduction. Finally, the neighborhood classifiers is learned based on the discriminative features 
and their decision attributes.

Suppose the number of pixels in the image is N and the number of images in the data-
set is M. In the segment generation stage, the complexity mainly comes from the superpixel 
segmentation and superpixel merging. Therefore, the complexity of segment generation 
is O(N + (N + (k * nL)2)). In the stage of the label location inference, the complexity mainly 
includes the classification and inference of category labels. Therefore, the complexity of the 
label location inference is O(M * (k * nL) + L * (2 * k * nL + (k * nL)2). In the learning phase of 
the neighborhood classifiers, we use the attribute class as the computational unit. Therefore, 
the complexity of neighborhood classifiers learning is O(C * C). Thus, the total computational 
complexity of our proposed algorithm is approximately equal to O(2N + L * (k * nL)2 + M * k * 
nL + C2).

3.4 � Segment‑level prediction of testing images

In the testing phase of our method, we still use segment as processing unit for semantic label 
prediction. The reason is that the segment can adhere well to the boundary of the object and is 
not susceptible to noise interference.

In order to obtain segments corresponding to the testing images, we first use the same 
parameter setting and implementation step as the part of segment generation based on super-
pixels. Secondly, we also perform R-CNN and hand-crafted feature extraction for testing seg-
ments, which ensure the consistency between the testing phase and the training phase.

Then, relying on the discriminative features obtained from the attribute class reduction of 
the training phase, the distance between test segments and semantic labels in the neighbor-
hood classifier is defined:

where, φ is a metric that represents the label of the segment. Finally, the prediction of the 
testing segments is output by the semantic labels corresponding to the minimum distance y*.

4 � Experiments

In this section, the proposed weakly-supervised semantic segmentation method based 
on segments and neighborhood classifiers (SNC) is comprehensively verified and evalu-
ated. First, we describe the datasets used to evaluate the performance of the comparison 
algorithms. Second, we verify the effectiveness of the proposed superpixel segmentation 
and segment generation scheme. Finally, the performance of the proposed method and the 
state-of-the-arts is verified by quantitative and qualitative comparative experiments. We 
implemented our proposed algorithm on MATLAB R2018a with Intel Xeon Silver 4210 
2.10 GHz CPU and 32GB RAM.

4.1 � Datasets

MSRC [28]: It is widely used in weakly supervised semantic segmentation, which con-
tained 591 natural scene images from 21 object classes. Each image has an artificially 

(9)y∗ = min ‖‖�
r
test

(x(i)) − �r
train

(x(t))‖‖, t = 1, 2,… , n
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labeled groundtruth that can be used for the accurate evaluation of experimental results. To 
ensure the consistency of the experimental results, we split MSRC into 276 training images 
and 256 testing images.

PASCAL VOC 2012 [5]: It is the most widely used dataset for weakly supervised 
semantic segmentation, which contains 21 object classes (20 object classes and 1 back-
ground class). PASCAL VOC 2012 consists of three subsets: training (1464 images), vali-
dation (1449 images) and testing (1456 images). In our experiment, the augmented training 
set (10,582 images) proposed by Hariharan et  al. [8] is adopted, which provides image-
level labels for training.

4.2 � Performance of superpixel and segment segmentation

To effectively evaluate the performance of superpixel and segment segmentation, we use 
three standard metrics in the field of superpixel segmentation [15]: under-segmentation 
error (UE), boundary recall (BR), and achievable segmentation accuracy (ASA). Among 
them, UE is a metric of boundary adherence, which penalizes the superpixels that do not 
overlap with the given groundtruth segmentation; BR evaluates the coincidence rate of 
groundtruth boundary and segmentation boundary; ASA is defined as the upper bound of 
the object segmentation precision that can be achieved.

First, we verify the effect of initial superpixel number K on the segmentation perfor-
mance, which has the greatest influence on the improved superpixel segmentation algo-
rithm. The effect on MSRC dataset is shown in Table 3.

At the stage of generating segments, the multiple k is critical to the precision of seg-
ment. Under the initial superpixel number K = 1000, the effect of multiple k on the preci-
sion of segment generation on MSRC dataset is verified, which is shown in Table 4.

In order to more intuitively show the effects of parameters K and k on the performance 
of superpixels and segments, we plot the trend of each metric under different parameters. It 
is shown in Fig. 2.

As shown in Table 3 and Fig. 2a, as the initial superpixel number K increases, the per-
formance under the three standard metrics continues to increase. The reason is that the 
image is segmented into more superpixel blocks, which contain more boundary informa-
tion. However, when K increases to a certain extent, the influence of K on the boundary 
information is gradually weakened. Moreover, the larger K, the more redundant informa-
tion is generated in superpixel segmentation. From Table 4 and Fig. 2b, when k is greater, 

Table 3   Effect of initial 
superpixel number K on 
segmentation performance

100 200 300 400 500 600 700 800 900 1000

UE 0.21 0.18 0.16 0.14 0.13 0.11 0.11 0.10 0.09 0.09
BR 0.85 0.91 0.94 0.96 0.98 0.99 0.99 1.00 1.00 1.00
ASA 0.93 0.94 0.94 0.95 0.95 0.97 0.98 0.98 0.99 0.99

Table 4   Effect of multiple k 
on the precision of segment 
generation

k=1 k=2 k=3 k=4 k=5 k=6

UE 0.37 0.30 0.19 0.13 0.10 0.09
BR 0.55 0.68 0.81 0.85 0.87 0.89
ASA 0.77 0.82 0.88 0.91 0.93 0.93
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the changes of the three standard metrics become flat. In addition, the three standard met-
rics increase with increasing k, which proves that increasing k helps to improve the preci-
sion of segments. Similarly, the larger the k, the more redundant segments will be gener-
ated, which can interfere with the precision of label location inference.

Second, under the condition of K = 1000 and k = 3, some segmentation examples of 
superpixels and segments are shown in Fig. 3.

K k

Fig. 2   Effects of parameters K and k on the performance of superpixels and segments

Image Superpixels Segments

Fig. 3   Some segmentation results when K = 1000 and k = 3
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As shown in Fig. 3, the proposed segment generation scheme based on multiple of the 
number of image-level labels can not only effectively avoid the phenomenon of under-seg-
mentation, but also produce fewer segments. Moreover, the proposed termination condition 
based on the multiple of the number of image-level labels can solve the problem of non-
adjacent region annotation with the same label. Furthermore, the generated segments can 
well preserve the shape and boundary information of the object.

In summary, based on the proposed superpixel and segment generation scheme, we can 
obtain high-precision superpixels and segments in practice, which helps to improve the 
precision of label location inference.

4.3 � Comparison with state‑of‑the‑art methods

To evaluate the performance of the proposed method (SNC), we compare it with the 
state-of-the-arts on MSRC and PASCAL VOC 2012 datasets. These comparison meth-
ods include: WSDC [18], WNL [20], IPL [16], CCNN [21], SEAM [31], ESC [12], and 
SAL [43]. All of these methods are weakly supervised semantic segmentation based 
on image-level labels. In addition, intersection-over-union (IoU) is used to measure the 
accuracy of segmentation.

First, to quantitatively compare the performance of the proposed algorithm, the per 
class IoU and mean IoU (mIoU) of SNC and state-of-the art methods on MSRC dataset 
and the PASCAL VOC 2012 set are shown in Tables 5 and 6, respectively. Bold values 
show the best performance.

As shown in Tables 5 and 6, the proposed SNC achieves comparable and competitive 
results on per class IoU and mean IoU compared to state-of-the-arts. Although the total 
mean IoU is inferior to the IPL [16], SEAM [31], ESC [12], and SAL [43] on MSRC and 
PASCAL VOC 2012 datasets, the proposed algorithm still achieves the best segmenta-
tion performance on some individual labels. However, compared with the supervised 
information provided by the pre-trained classification networks, the proposed algorithm 
SNC does not introduce additional priori information. In addition, the segmentation pre-
cision of the weakly-supervised semantic segmentation methods on MSRC dataset is 
significantly higher than the PASCAL VOC 2012 dataset. The reason is that the images 
in the PASCAL VOC 2012 dataset contain relatively complex objects and background, 
while the images in the MSRC dataset have more salient objects with larger areas.

Furthermore, to more intuitively visualize the segmentation performance of the pro-
posed method, we give some qualitative segmentation results on PASCAL VOC 2012 
dataset, which are shown in Fig. 4.

The segmentation results in Fig. 4 show that our proposed SNC can achieve relatively 
satisfactory segmentation performance on PASCAL VOC 2012 dataset. Moreover, the 
segmentation results based on segment-level can preserve the boundary information of 
an object in the image, which helps to improve the precision of label location inference. 
However, the proposed superpixel merging scheme will make it difficult to merge segments 
with large contrast but belonging to the same object. Furthermore, the proposed inference 
scheme based on the most similar neighborhood granule may also cause wrong inference 
when the object itself contains multiple segments with high contrast.

Finally, the effect of parameter k’ in label location inference on semantic segmenta-
tion precision is verified. Because it determines the number of segments contained in each 
inferred category label, and then affects the segmentation performance of the proposed 
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method. Therefore, under different parameters k’, the total mean IoU on MSRC dataset and 
PASCAL VOC 2012 dataset are shown in Table 7.

As shown in Table 7, under different parameters k’, the proposed method has relatively 
large fluctuations in the MSRC and PASCAL VOC 2012 datasets. The main reason is that 
a smaller k’ causes fewer segments to be contained in inferred category label, which can 
affect the learning capability of the classifier. However, a larger parameter k’ will cause 
more noisy labels to be selected to the inferred category labels, which will also interfere 
with the learning of the classifier.

5 � Conclusion

We propose a novel framework of weakly supervised semantic segmentation with seg-
ments and neighborhood classifiers. The framework uses segment as processing unit to 
perform label location inference and testing image prediction. In particular, we propose 
a label location inference scheme based on the most similar neighborhood granule, which 
can appropriately determine the number of segments contained in inferred category label 
according to the characteristic of training data. In addition, we implement the extraction 
of discriminative features based on attribute class reduction of neighborhood classifiers. 
Experiments on MSRC and PASCAL VOC 2012 datasets show that the proposed method 
can achieve comparable and promising results compared with the state-of-the-arts. In the 
future, we will consider introducing some additional prior information into proposal-based 
methods to improve segmentation accuracy.

Fig. 4   Some visual segmentation results of the proposed method

Table 7   Effect of parameter kt on 
segmentation precision (%)

k’=1 k’=2 k’=3 k’=4 k’=5 k’=6

MSRC 62.5 74.3 78.9 78.7 78.5 78.5
PASCAL 

VOC 2012
25.7 34.3 37.5 41.8 42.2 41.8
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