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Abstract
Pedestrian detection technology, combined with techniques such as pedestrian tracking and 
behavior analysis, can be widely applied in fields closely related to people’s lives such as 
traffic, security, and machine interaction. However, the multi-scale changes of pedestrians 
have always been a challenge for pedestrian detection. Aiming at the shortcomings of the 
traditional RetinaNet algorithm in multi-scale pedestrian detection, such as false detection, 
missed detection, and low detection accuracy, an improved RetinaNet algorithm is proposed 
to enhance the detection ability of the network model. This paper mainly makes innovations 
in the following two aspects. Firstly, in order to obtain more semantic information, we use 
a multi-branch structure to expand the network and extract the characteristics of different 
receptive fields at different depths. Secondly, in order to make the model pay more atten-
tion to the important information of pedestrian features, double pooling attention mecha-
nism module is embedded in the prediction head of the model to enhance the correlation of 
feature information between channels, suppress unimportant information, and improve the 
detection accuracy of the model. Experiments were conducted on different datasets such 
as the COCO dataset, and the results showed that compared with the traditional RetinaNet 
model, the model proposed in this paper has improved in various evaluation indicators and 
has good performance, which can meet the needs of pedestrian detection.

Keywords pedestrian detection · RetinaNet · multi-branch construction · double pooling 
attention mechanism

1 Introduction

Pedestrian detection mainly studies the accurate detection of pedestrians and their positions 
from images or videos. Pedestrian detection technology can be applied to various fields of 
life and plays an important role in automatic driving and intelligent security [33]. With 
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the development of artificial intelligence, deep learning technology is becoming more and 
more mature, and the research on pedestrian detection based on deep learning technology 
has also become a hot research topic, which has important application value and academic 
significance for today’s social development [14, 28]. Through continuous innovation and 
development, pedestrian detection technology has achieved good results so far. According 
to research methods, it can be divided into two categories: pedestrian detection based on 
traditional feature extraction and pedestrian detection based on deep learning.

Traditional feature extraction methods mainly detect pedestrians through low-level feature 
extraction and feature classifiers. The underlying features, such as grayscale features, color fea-
tures, and shape features, are typically HOG [51], LBP [17], etc. This method of using static 
features to describe specific targets often relies on people’s experience to manually design fea-
tures, and then use feature classifiers for information classification, such as SVM [3] and Ada-
boost [20]. Mihçioğlu et al. [26] applied the detection based on the gradient histogram feature 
to pedestrian detection, which made significant progress in pedestrian detection technology. 
Kumar et al. [16] improved the accuracy of pedestrian detection by describing the shape and 
texture features of pedestrians and using a linear SVM classifier. Due to the complexity and 
change of the real scene, this manual feature method makes the generalization ability of the 
model weak and the robustness is poor and cannot meet realistic requirements [42].

With the rapid development and wide application of neural networks, the performance 
of object detection has been greatly improved. Target detection algorithms based on deep 
learning can be divided into one-stage and two-stage target detection algorithms, among 
which one-stage target detection algorithms such as SSD [35], YOLO series [4, 13, 44], 
RetinaNet [10, 50]. The detection algorithm based on logical regression is fast and the 
accuracy is reduced; while the two-stage algorithm R-CNN, Faster R-CNN [9, 43] and 
other algorithms based on candidate region selection are slow in detection, but have high 
accuracy. The two types of algorithms have their advantages and disadvantages. The con-
tinuous improvement of technology has led researchers to focus on the difficulties of pedes-
trian detection. For example, the application of pedestrian detection is easily affected by 
its own and external environment, and the occlusion problem of pedestrians in complex 
environments is not conducive to detection. In the application of autonomous driving, the 
detection speed should meet the requirements of real-time performance. In harsh weather 
environments, it is also important to ensure the accuracy of the detection. Therefore, in 
order to be more suitable for pedestrian detection, pedestrian detection technology still 
needs further improvement and optimization, and many scholars have proposed improved 
methods [19, 29]. Jiang et  al. [15] proposed multi-spectral pedestrian detection, which 
complements the extracted feature information from two modes, effectively integrates deep 
features and thermal image features, and achieves multidimensional data mining, achieving 
a balance between speed and accuracy on the KAIST dataset; To accurately locate pedes-
trians at night, Li et  al. [18] proposed using the YOLOv3 algorithm to detect pedestri-
ans in infrared images at night. Yi et  al. [46] used K-means clustering to find the most 
suitable anchor box on the pedestrian dataset, but there were still cases of small object 
missed detection. Li et al. [22] proposed a lightweight pedestrian detection network based 
on YOLO v5, using the Ghost module to reduce model parameters and computational com-
plexity. Although there have been significant improvements in pedestrian detection tech-
nology, there are still cases of multi-scale pedestrian missed detections [30, 41, 49].

The multi-scale problem of pedestrians has always been a difficulty in detection, as 
in actual scenarios, the size of pedestrians often changes, accompanied by occlusion and 
image blurring, which is not conducive to machine detection. In response to the above 
issues, this article applies the RetinaNet model to pedestrian detection and proposes a 
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RetinaNet pedestrian detection based on a multi-branch structure and double pooling atten-
tion mechanism. The main contributions of this article are summarized as follows:

(1) We propose adding a multi-branch structure to enhance the connection between the 
backbone network and the feature pyramid, expand the network width, extract multi-
scale pedestrian feature information at different depths in multiple directions, and 
improve the expression ability of features.

(2) We have improved the attention mechanism and proposed using double pooling atten-
tion mechanism module to increase the weight of important feature information, mak-
ing the model more focused on key feature information.

(3) Experiments and comparisons on multiple datasets have achieved excellent results, 
verifying the effectiveness of the model proposed in this paper.

The organizational arrangement of this article is as follows. The second part introduces 
the relevant work of multi-scale pedestrian detection, the third part elaborates in detail on 
the improved RetinaNet model, the fourth part conducts comparative experiments on dif-
ferent datasets such as the COCO dataset, and analyzes the experimental results, and the 
fifth part summarizes and prospects the future research of pedestrian detection technology.

2  Related work

Although current algorithms have achieved good results in general object detection, their 
application in pedestrian detection requires further improvement based on the characteris-
tics and actual situation of pedestrians to achieve better results.

2.1  Multi‑scale pedestrian detection

The multi-scale variation of pedestrians refers to the presentation of pedestrians of differ-
ent scale sizes in the image, as shown in Fig. 1. This is due to the shooting distance. When 
the distance between pedestrians and the camera is different, the scale of the pedestrians 

Fig. 1  Multi-scale pedestrian
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captured will vary. Large scale pedestrians are easy to detect, while small scale pedestri-
ans have small pixels and blurred images, which can easily lead to missed detections. The 
multi-scale changes of pedestrians often result in unsatisfactory detection of small-scale 
pedestrians in images, which is a common and challenging problem in detection.

With the advancement of computer equipment and detection algorithms, there are 
also certain solutions to the multi-scale problem of pedestrians. He et al. [11] improved 
the anchor box and proposed an adaptive method for generating anchor boxes based on 
the multi-scale changes of pedestrians. To enhance the expressiveness of features, Wang 
et al. [38] embedded the non-local modules of the asymmetric pyramid into the backbone 
network and solved the problem of scale inconsistency with the method of adaptive spa-
tial feature fusion (ASFF) [31]. Li et al. [21] believed that the design of anchor frames 
would introduce too many parameters, so they adopted an anchor-free frame detector 
and constructed a feature pyramid to dynamically transmit feature information at vari-
ous scales, which has advantages in multi-scale pedestrian detection. Shao et  al. [34] 
proposed that the double feature pyramid can effectively fuse multi-scale information 
in occluded pedestrians, making the extracted features clearer. Szegedy et al. [36] pro-
posed the Inception network structure, which is characterized by the expansion between 
network layers, the introduction of multi-branch structure, and the use of convolution 
cores of different sizes to achieve diversity of network width, obtaining a receptive field 
of different sizes, and achieve multi-scale detection of images. In the traditional deep 
learning network model, it is usually used to increase the depth and width of the model 
to improve its performance of the model. With the deepening of the layers of the neural 
network, the model will appear overfitting. The Inception structure expands the width 
of the network by setting multiple convolutions of different sizes and depths so that the 
model can achieve better performance [32].

For multi-scale pedestrians, single scale feature layer detection cannot meet the 
requirements. Zhang et al. [47] believed that network detection of pedestrians at differ-
ent scales has different understandings of different scale features and requires different 
expressions. Therefore, a prediction network about scale dependence was constructed. 
To achieve feature detection layer matching with multi-scale pedestrian size, the idea of 
multi-scale prediction is usually adopted to solve the problem. To achieve feature detec-
tion layer matching with multi-scale pedestrian size, the idea of multi-scale prediction 
is usually adopted to solve the problem. Multi-scale prediction represents the fusion of 
shallow position features and deep semantic features extracted, generating prediction 
layers of different resolutions to predict targets at corresponding scales [23], usually 
represented in the form of a pyramid. Table  1 shows four common types of pyramid 
based multi-scale prediction models.

The SSD [39] algorithm uses multi-scale feature representation methods to extract fea-
tures from various convolutional layers and then detects targets to maximize the utiliza-
tion of features at all levels. However, there is still limited utilization of deep features in 
the network. Each layer of the neural network has different information. In target location, 
the target is located according to the location information of the target, that is the shallow 
features. The type of target recognition needs to be based on the semantic information of 
the target, that is, the deep features. The feature pyramid combines high-level and low-level 
information through feature fusion and summarizes the local information, further improv-
ing the detection capability of the model. The RetinaNet algorithm adopts a feature pyra-
mid and multi-scale prediction structure, and the Focal Loss function solves the problem 
of imbalanced positive and negative samples. These designs ensure the excellent detection 
performance of the RetinaNet model.
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2.2  Attention mechanism

In recent years, the attention mechanism has been widely used in object detection, image 
classification, and speech recognition in the field of deep learning. Attention mechanism 
refers to redistributing feature information resources according to the importance of 
attention objects, focusing on important information, and in this case suppressing other 

Table 1  Multiscale prediction structure



6056 Multimedia Tools and Applications (2024) 83:6051–6075

1 3

unimportant information. In the application of pedestrian detection, to adapt the network 
receptive field to scale changes, Xue et al. [45] combined the global attention mechanism 
to effectively increase the receptive field on YOLO v5 so that the network has higher detec-
tion performance. Ma et al. [25] designed a multi-scale convolutional model to extract fea-
tures at different scales and then used the attention mechanism module to obtain feature 
correlation information, achieving the goal of enhancing features. The experiment showed 
that the detection effect was significantly improved. Lv et al. [24] added a context attention 
module to feature extraction to better detect pedestrians through pedestrian context seman-
tic information in order to obtain correlation information between various scales.

Common attention mechanisms include SE module [8], CBAM module [40], etc. The 
spatial attention module applies attention weights in space so that the model pays atten-
tion to the spatial information of the target, and the channel attention makes the model pay 
more attention to the information on the channel. The CBAM module allows the model to 
combine the spatial information and channel information of the image to conduct a more 
comprehensive analysis of the features so that the network model can pay more attention 
to the target features of the image. The attention operation makes the target get more atten-
tion by constructing the degree of association or spatial dependency between the channels. 
Generally, the method of reducing the dimension first and then increasing the dimension is 
adopted to ensure that it matches the original feature, in which the two branches are inde-
pendent of each other. After the feature weights are learned, the connection operation will 
be performed.

3  RetinaNet algorithm with multi‑branch structure and double 
pooling attention mechanism

3.1  Overall structure

The RetinaNet model is shown in Fig. 2, which is mainly divided into three parts: back-
bone network, feature pyramid, and classification prediction [7].

The backbone network feature extraction uses ResNet50. In the process of enhancing 
the network feature extraction ability, it is generally believed that the deeper the network, 
the more features it can learn. However, this is not absolute because deepening the network 
increases the number of model parameters, makes the model large, and slows down the 
training speed. Sometimes, problems such as vanishing gradients and exploding gradients 
can also occur, which can degrade the network and affect the training effect. The resid-
ual network can effectively solve the problem of network degradation with the deepen-
ing of network layers. ResNet network obtains residual neural networks of different depths 
by stacking a different number of basic residual blocks, plus pooling and activation func-
tions. The backbone network ResNet50 selected in this article is composed of four stacked 
modules, as shown in Fig. 3. Each module is composed of a different number of residual 
blocks, with 3, 4, 6, and 3 connected in sequence.

After the main network extraction features, the characteristic fusion is performed 
through the horizontal connection of 1×1 convolution to build a characteristic pyramid so 
that the features of a single layer are fused into the information of different layers. Each 
layer has semantic information from the high level, which improves the feature learning 
ability of the network. The aspect ratio of the anchor box on each layer of the pyramid is 
{1:2, 1:1, 2:1}, based on the original three anchor boxes, adding anchor boxes of size {20, 
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21/3, 22/3} can generate 9 anchor boxes of different sizes, which can be adapted to multi-
scale target detection. After the feature pyramid, classification prediction is a parallel clas-
sification and regression sub-network used for target classification and localization.

The multi-scale prediction method for multi-scale pedestrians can solve some of the dif-
ficulties. Large scale pedestrian features are obvious, and semantic information can still be 
extracted after multiple convolutions. Small scale pedestrians have low resolution and con-
tain less feature information. There is a problem of insufficient feature extraction or seman-
tic information loss after multiple convolutions, leading to missing detection. Therefore, it 
is necessary to use appropriate methods to fully extract multi-scale pedestrian information 
to ensure that semantic information is not lost. Therefore, this paper designs a network 
structure as shown in Fig. 4.

Fig. 2  RetinaNet model structure
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The multi-branch structure is applied between the backbone network and the feature 
pyramid in the RetinaNet model, that is, adding a multi-branch structure at the horizontal 
connection of C3, C4, and C5 layers, fully leveraging the extraction and utilization effi-
ciency of feature information, and improving the diversity of features. Capture detailed tex-
ture information in shallow networks; In the middle layer network, multiple receptive fields 
and pooling operations can capture diverse feature information; In deep networks, extract-
ing abstract features not only enhances the network’s ability to analyze targets at different 
scales but also deepens and widens the network, effectively extracting multi-level informa-
tion. Add double pooling attention mechanism module between the feature pyramid and 
the prediction branch to filter information for each fused branch, making the model focus 
on more useful pedestrian feature information, enhancing the detection performance of the 
network, and making predictions more accurate.

3.2  Multi‑branch construction

In neural network models, generally speaking, the representation ability of the model is 
improved by expanding the depth and width of the model, but there are also side effects. 
The deeper the level of the neural network, the more parameters it generates, leading to 
overfitting. This not only results in high training costs but also low efficiency, and the 
Inception network structure can effectively solve this problem. Unlike most previous 
networks that directly stack convolutional layers to obtain deep networks, the Inception 
model proposed in reference [36] uses sparse connections, sets multiple convolutional 
kernels of different scales in parallel structure, and concatenates features to expand 
the width of the network and deepen the network, enabling the model to achieve better 
performance. Usually, using large convolutional kernels can extract information that is 
far from pixels, while using small convolutional kernels can extract information that is 
close to the pixel domain. The traditional large convolution has a better receptive field, 
but it is easy to lose some important information in the operation process. The Inception 
network structure uses decomposition convolution kernels to decompose a single large 
convolution into symmetric small convolutions or asymmetric convolutions, reducing 
the number of parameters as the network width and depth are increased. Decompos-
ing convolution is adopted to reduce the parameters without changing the receptive 
field and improve the nonlinear demonstration ability of the model. As shown in Fig. 5, 
using 3×1 and 1×3 the receptive field after convolution sliding is equivalent to 3×3 
Convolutions.

The multi-branch structure adopted in this article is shown in Fig.  6, which is 
divided into 4 parallel branches from the input, and each branch is applied with 1×1. 

Fig. 4  RetinaNet structure with Multi-Branch Structure (MBS) and Double Pooling Attention Mechanism 
(DPAM)



6059Multimedia Tools and Applications (2024) 83:6051–6075 

1 3

Convolution obtains the associated information of the image, reduces the number of fea-
ture channels, reduces dimensions, and aggregates information by reducing the number 
of channels so that features are superimposed at depth.

The small convolution size in the network can better capture the details of adjacent 
areas of the image, and the information is highly relevant. Then, the multi-scale con-
volution kernel is used to conduct convolution in the network with different depths to 
obtain a multi-scale receptive field, convert the details into advanced semantic fea-
tures, and then splice the results from different branches according to the channels to 
aggregate the feature information of all branches to obtain a multi-channel feature map. 
Finally, output the results. The feature fusion method used in this article is concatena-
tion, as more convolutions are used to extract image information. The addition operation 
on dimensions can effectively and completely fuse the information.

The multi-branch structure can be represented by formula (1), where F represents 
convolution, X represents the input image, Xi(i = 1,2,3,4) represents the results of four 
branches, and Xout represents the output result. The design of a multi-branch structure 
is not blindly increasing depth and width, but rather maintaining information invari-
ance through pooling operations to prevent information loss. By decomposing features, 

(1)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
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Fig. 5  Sliding receptive field of 
asymmetric convolution
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information is fully decomposed and utilized to improve the internal correlation of 
features. Utilizing smaller convolutional kernels to reduce dimensionality and achieve 
a balance between the depth and width of the network.

3.3  Double pooling attention mechanism

The information carried by the feature layer in different channels is different, and the 
channel correlation is also different. According to the structure of the channel atten-
tion SE module, the global average pooling is able to aggregate the information of each 
feature in the image. Inspired by this, combined with the role of global average pool-
ing, double average pooling attention mechanism is selected on the channel to enhance 
feature information. First, a global average pooling is used to extract features,in order 
to prevent losing some important information, a global average pooling is used again 
to strengthen the extracted important features and named the double pooling attention 
module. The double pooling attention module is shown in Fig. 7.

The double pooling attention module consists of three parallel parts. The first branch 
completes feature mapping, and the second branch performs global average pooling. 
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Fig. 6  Multi-branch construction
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Global average pooling makes the convolution structure simpler, compresses the input 
features, reduces the number of parameters, and achieves the purpose of optimizing the 
network structure and preventing overfitting. Then, it passes through the full connec-
tion layer, activation function, and full connection layer in turn, which is expressed in 
formula (2).

Where X represents the input image and α represents the Relu activation function. The 
third branch is the same as the second branch, using global average pooling to extract fea-
ture information again and strengthen weight learning, represented by formula (3).

Finally, add and fuse the features extracted from the second branch and the third branch 
element by element, pass through the sigmoid activation function, and then combine the 
output with the original features of the first branch to multiply the elements to obtain the 
weighted features and output the results, which are expressed in formula (4), where β rep-
resents the sigmoid activation function and Xout represents the output results.

The parameters of the double pooling attention module included in the model are shown 
in Table 2.

(2)X2 = FC
(
�
(
FC

(
Pgav(X)

)))

(3)X3 = FC
(
�
(
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(
Pgav(X)

)))

(4)X
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)
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W
C

W

C

element addition
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Fig. 7  Double pooling attention module
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3.4  Loss function

The training process of the model is the process of continuously reducing the error. The 
loss function used for the training of the model is the positioning loss and the score loss, 
which are calculated by formula (5).

The smooth L1 loss function is used as the positioning loss function, which is calculated 
by formula (6).

Among them, x is the difference between the predicted box and the actual box. The clas-
sification loss is calculated using the Focal Loss function using formula (7) and (8).

In formula (7) and (8), pt represents the probability of a positive sample, and y rep-
resents the value of the true label. αt is a moderating factor that can be used to 
improve the distribution weight of positive and negative samples when there are many 
negative samples and only a few positive samples. γ is a focusing parameter that can 
effectively reduce the weight of easily detected samples and focus the training process 
on difficult to detect samples. As a result, Focal Loss solves the imbalance problem 
between easily detected and difficult to detect samples, thereby improving the accu-
racy of the model. After experiments, when αt=0.25 and γ=2 in this article, it can 
increase the weight of positive samples and reduce the weight of negative samples, 
achieving good detection results.

(5)L = Lreg + Lcls

(6)smooth
L1 =

{
0.5x

2
, |x| < 1

|x| − 0.5, |x| ≥ 1

(7)FL
(
pt
)
= −�t

(
1 − pt

)�
log

(
pt
)

(8)pt =

{
p if y = 1

1 − p otherwise

Table 2  Parameters of double 
pooling attention module

Among them, H and W represent the height and width of the image, C 
is the channel, and R is the channel factor.

Layer Size

Input H×W×C
Global avg pooling 1×1×C
FC 1×1×C/R
Relu 1×1×C/R
FC 1×1×C
Sigmoid 1×1×C
Output H×W×C
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4  Experimental results and analysis

4.1  Experimental environment

The experimental environment is shown in Table 3.

4.2  Experimental data

To enrich the pedestrian dataset and make the detection more realistic, this experiment 
uses different datasets for detection. Dataset 1 is a mixed dataset that selects images with 
"person" labels from the COCO dataset and the PASCAL VOC dataset. A total of 3288 
images contain target images of various scenes and scales in daily life, and 2630 training 
sets and 658 test sets are divided according to 8:2.

Dataset 2 is the Caltech pedestrian dataset, which is a video captured by a car mounted 
camera at California Institute of Technology in the United States. It contains approximately 
250000 images, with Set00-Set05 as the training set and Set06-Set10 as the test set. The 
Caltech pedestrian dataset has a large amount of data, including pedestrians of different 
scales. Therefore, this article selects images labeled "person" as the experimental data for 
this article, with 4310 training sets and 4225 test sets selected. According to reference [5], 
the test subsets are divided into multiple different scale levels based on the height of pedes-
trians in the image, and the division criteria are shown in Table 4.

4.3  Experimental parameters

The model used in this experiment is the improved RetinaNet pedestrian detection algo-
rithm. In order to make the neural network achieve a better prediction effect, the input 
image size during training is 512×512, the batch is 8, the optimizer is adam, and the initial 

Table 3  Experimental 
environment

Lab environment Version model

Operating system Windows
CPU Intel i7-8700 processor
GPU GTX1080
Memory 32GB
Deep learning framework Pytorch
CUDA version 10.2
Graphics memory 8G

Table 4  Subset division of multi-
scale pedestrian testing

Test subset Pedestrian height (pixels)

Large Greater than 100
Near 80，100
Medium 30，80
Far 20，30
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learning rate is  1e-4. Cosine annealing is used to decrease the learning rate, the momentum 
is 0.9. Fig. 8 shows the changes in loss of the algorithm in this article during 150 epochs of 
training. By observing the changes in loss, the training effect can be judged. It can be seen 
that as the training epochs increase, the loss curve shows a downward trend and becomes 
smoother, stabilizing at around 0.05 and reaching a convergence state, indicating that the 
effect is optimal during the training process.

4.4  Evaluation indicators

To better evaluate the detection performance of network models, different algorithms and eval-
uation indicators were used to validate the model for different datasets. In a mixed dataset, 
the following indicators are selected as the evaluation indicators for this model: Precision, as 
shown in formula (9), represents the proportion of predicted pedestrians to the original sam-
ple of pedestrians. Recall, as shown in formula (10), represents the proportion of pedestrians 
in the pedestrian dataset who are correctly predicted; the F1 score is a weighted average of 
the precision rate and recall rate, which is the harmonic mean of the precision rate and recall 
rate, and is calculated by Formula (11); AP is the average accuracy under the IOU threshold, 
as shown in equation (12), representing the area included by the Precision and Recall curves; 
mAP is the average precision of all target categories. The higher the value, the higher the rec-
ognition accuracy of the model. The mAP is calculated by equation (13), indicating that AP is 
calculated first, and then the obtained value is divided by all categories N to obtain mAP. The 
detection target studied in this article is only people, so mAP is equal to AP. In formula (13), it 
was found that mAP combines precision and recall, taking into account false positives and true 
positives. Therefore, most detection models use this value as a reasonable evaluation indicator.

(9)Precision =
TP

TP + FP

(10)Recall =
TP

TP + FN

Fig. 8  Loss variation curve
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TP means that the pedestrian is correctly detected, TN means that the negative sample 
of the pedestrian in the picture is correctly detected as a negative sample, FN means that 
the pedestrian sample is predicted as a negative sample, FP means that the negative sample 
in the data is predicted to be a positive sample.

In the Caltech dataset, the evaluation indicator uses the average logarithmic miss detec-
tion rate indicator, which represents the proportion of undetected pedestrians to the actual 
number of no pedestrians.  MR-2 is used to represent the average of 9 values of the miss 
detection rate for each image uniformly sampled between logarithms  [10-2,100], and the 
miss detection rate is calculated using equation (14).

In N images, if the number of false positives is FP, then FPPI represents the number of 
false positives per image, calculated using equation (15).

4.5  Experimental results on mixed datasets

4.5.1  Ablation experiment

To verify the effect of the multi-branch structure and double pooling attention module 
added in this article on the model, the following ablation experiments will be conducted, 
and the algorithm detection indicators are shown in Table 5.

When adding a multi-branch structure, mAP achieved 78.87% and improved Precision 
by 1.27%, indicating enhanced feature expression and a slight improvement in detec-
tion performance. When adding attention, the mAP of the algorithm reached 79.42%, 
an increase of 0.74% compared to the original, and Recall and Precision improved 
by 0.91% and 0.72%, indicating that the attention mechanism further strengthens the 

(11)F1 = 2
Precision ⋅ Recall

Precision + Recall

(12)AP =
∫

1

0
Precision(Recall)dRecall

(13)mAP =

∑
AP

N

(14)MR =
FN

TP + FN
= 1 − Recall

(15)FPPI =
FP

N

Table 5  Ablation experiment detection data table

RetinaNet Multi-branch 
construction

Double pooling 
attention

mAP F1 Recall Precision

√ 78.68% 0.77 71.61% 83.68%
√ √ 78.87% 0.78 71.49% 84.95%
√ √ 79.42% 0.78 72.52% 84.40%
√ √ √ 80.17% 0.78 72.29% 85.78%
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important feature weights. When adding two modules simultaneously, the overall mAP 
index reached 80.17%, an increase of 1.49%, the Recall increase of 0.68%, and Preci-
sion increase of 2.1%. The above data proves that each module has improved the model 
to varying degrees, which is of great help in improving network performance.

The visual detection diagram of the traditional RetinaNet and the algorithm in this 
paper, as shown in Fig. 9, more intuitively illustrates the detection effect of this paper. 
In the first image, the algorithm proposed in this paper can effectively detect occluded 
individuals. In the second image, the algorithm can detect people of different scales, 
indicating the effectiveness of the algorithm proposed in this paper.

4.5.2  Comparative experiments

To demonstrate the effectiveness of the double pooling attention mechanism module pro-
posed in this paper, SE and CBAM modules were selected for comparative experiments, 
and the experimental detection results are shown in Table 6.

(a)                               (b) 

Fig. 9  Comparison of traditional RetinaNet and the algorithm in this paper. Among them (a) is the Reti-
naNet detection image; (b) is the detection image of the algorithm in this paper

Table 6  Selection of attention 
mechanism modules

Attention mechanism module mAP Recall Precision

SE 79.18% 71.78% 83.99%
CBAM 79.02% 72.06% 84.77%
Double pooling attention 79.42% 72.52% 84.40%
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From Table 6, it can be seen that the three attention mechanisms listed have improved 
network detection performance for basic RetinaNet. However, the mAP of the double pool-
ing attention mechanism proposed in this article performs better than the SE and CBAM 
modules and has a better focus on pedestrian feature information.

To verify the superiority and reliability of the algorithm in this paper, the single-stage 
SSD algorithm and the two-stage Faster R-CNN algorithm are selected for comparison. 
The comparison results are shown in Table 7.

According to Table 7, the above results show that the improved RetinaNet is better than 
the other two algorithms in mAP, F1 value, and Precision. Among them, mAP is 3.81% 
higher than the SSD model, 4.89% higher than Faster R-CNN, and the Recall of Faster 
R-CNN reaches 81.43%, because Faster R-CNN is a two-stage algorithm, and the correct 
pedestrian detected number accounts for a large proportion of the number of pedestrians 
in the dataset. The F1 value is an evaluation indicator that combines Recall and Precision 
and is an indicator that can reflect the overall performance. The F1 value in the algorithm 
proposed in this paper has better results than SSD and Faster R-CNN.

The comparison of model parameters is shown in Table 8. After adding the multi-branch 
structure and double pooling attention mechanism, the model parameters only increased by 
0.273M. Although compared with the SSD model, the parameters were higher, but the Pre-
cision of the model was improved.

The visual detection effect with Faster R-CNN is shown in Fig. 10.
It can be seen from the detection comparison between this algorithm and Faster 

R-CNN in Fig. 10, Faster R-CNN benefits from the two-stage detection performance 
and can detect most of the targets, but the detected targets also have redundant detec-
tion frames and a large number of false detection cases, and the detection algorithm in 
this paper can accurately detect the target. Pedestrian detection technology is widely 
used in various scenes in life, and there are certain requirements for real-time detec-
tion. FPS represents the number of frames processed per second. As can be seen from 
Fig. 11, the FPS of this paper reaches 30.01, about 3 times faster than Faster R-CNN, 
the improved RetinaNet can meet the requirements of real-time detection, comprehen-
sively considered, the improved algorithm ensures accuracy and speed, and achieves 
an ideal and relatively balanced effect.

The visual detection effect of the SSD algorithm is shown in Fig. 12.

Table 7  Comparison of detection data with other algorithms

Model Backbone network mAP F1 Recall Precision

SSD VGG 76.36% 0.74 67.06% 82.99%
Faster R-CNN Resnet50 75.28% 0.58 81.43% 44.70%
Improved RetinaNet Resnet50 80.17% 0.78 72.29% 85.78%

Table 8  Comparison of model 
parameters

Model Params

RetinaNet 36.330M
Improved RetinaNet 36.603M
SSD 23.612M
Faster R-CNN 136.689M
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From the comparison between SSD algorithm detection in Fig. 12 and the algorithm 
detection in this article, it can be seen that the SSD algorithm has poor performance in 
detecting small and medium size pedestrians, and the detection of small pedestrians is 
severe. However, the algorithm in this paper can accurately detect small targets. In the 
single-stage SSD algorithm, the algorithm proposed in this paper also has good results.

(a)                                          (b)    

Fig. 10  Comparison of Faster R-CNN and the algorithm in this paper. Among them (a) is the Faster 
R-CNN detection image; (b) is the detection image of the algorithm in this paper

Fig. 11  Comparison of detection 
speed



6069Multimedia Tools and Applications (2024) 83:6051–6075 

1 3

4.6  Experimental results on Caltech dataset

To verify the generalization of the model, this paper uses the same method to conduct 
experiments on the Caltech dataset, and the detection results are shown in Table 9.

The Caltech dataset clearly distinguishes the scale range of pedestrians, allowing for 
a better understanding of pedestrian detection at various scales. The effect is good on 
the large scale, with a decrease in miss detection rate to 0, the  MR-2 on the medium scale 
decreased by 0.72%,1.44% on the far scale, and 1.18% on the all subset. The improved 
RetinaNet model has a varying degree of decrease in miss detection rates at various 
scales. The combination of multi-branch structure and attention mechanism enhances 
the feature extraction ability of the RetinaNet model, accurately capturing pedestrian 
feature information that is of concern and interest.

This article uses different algorithms for experimental comparison on the Caltech 
dataset, such as ACF [6], LDCF [27], which use traditional manual feature methods. 
Deep learning methods include RPN+BF [48], MS-CNN [2], etc. The comparison 

(a)                      (b)                   

Fig. 12  Comparison of detection between SSD and the algorithm in this paper. Among them (a) is the SSD 
detection image; (b) is the detection image of the algorithm in this paper

Table 9  Caltech dataset detection 
results

Model Large Near Medium Far All

RetinaNet 1.47% 2.38% 52.14% 96.23% 63.45%
Improved RetinaNet 0 2.05% 51.42% 94.79% 62.27%
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results are shown in Table 10 the multi-branch structure and attention mechanism algo-
rithm proposed in this article is represented by MBSAE, and the lower the  MR-2 value, 
the better the effect.

From the comparison results, it can be seen that the detection performance of traditional 
manual feature extraction methods is significantly lower than that of deep learning meth-
ods. Compared with the current advanced algorithm RPN+BF, the algorithm proposed in 
this paper shows good detection performance at various scales. Compared with AR-Ped 
[1], the detection performance at the large and far scales has certain advantages, with dif-
ferences of 1.28% and 5.21%, respectively. On other scales, although the algorithm pre-
sented in this paper performs poorly, the gap is relatively small, such as a difference of 
only 0.68% in the near subset. This is because the AR-Ped algorithm adopts a cascading 
method, which can extract more pedestrian context information. In general, the algorithm 
proposed in this article has made significant progress in multi-scale pedestrian detection.

In order to better evaluate the effectiveness of the model at different scales, based on the 
algorithm comparison results in Table 10, and taking the near and far scales as examples, 
we plotted MR-FPPI curves to more intuitively see the comparison results of each algo-
rithm on pedestrians at different scales, as shown in Fig.13. The curves use FPPI as the 
horizontal axis and MR as the vertical axis, showing a decreasing trend overall. The lower 
the curve, the better the effect, our proposed MBSAE algorithm has achieved good results.

The visualization of image detection results in the Caltech dataset is shown in Fig. 14.
Through the comparison in Fig. 14, it is found that when multiple small-scale pedes-

trians appear side by side in the distance, the RetinaNet algorithm suffers from serious 
missed and false detection of pedestrians. However, the improved algorithm in this paper 
can better detect pedestrians in the distance and near, indicating that the improved method 
proposed in this paper has stronger detection ability.

From the above detection results in different datasets, we can clearly see the detection 
effectiveness of this model. In the case of more targets, the algorithm in this paper can 
detect more targets, and the detection is correct; in the detection of small targets, this paper 
also has a good effect on small targets; in occluded pictures, the target can also be better 
detected. Therefore, through the above experiments, the advantages of this model can be 
fully demonstrated, it can be adapted to multi-scale pedestrian detection and has obvious 
effects on detection accuracy. To a certain extent, it can explain the applicability of pedes-
trian detection and the robustness of this method in pedestrian detection.

Table 10  Comparison with other 
algorithms on the Caltech dataset

The indicators in the table represent the missed detection rate, and the 
lower the value, the better, so the better values are highlighted in bold

Model Large Near Medium Far All

VJ 86.21% 89.85% 99.38% 99.67% 99.53%
HOG 37.93% 44.04% 87.39% 97.15% 90.36%
ACF 23.48% 28.71% 76.44% 96.81% 81.83%
LDCF 8.21% 10.46% 61.82% 100% 71.25%
SCF+AlexNet [12] 7.01% 10.61% 62.34% 100% 70.33%
TA-CNN [37] 7.00% 7.96% 63.62% 100% 71.22%
MS-CNN 1.99% 2.60% 49.13% 97.23% 60.95%
RPN+BF 1.18% 2.26% 53.93% 100% 64.66%
AR-Ped 1.28% 1.37% 49.31% 100% 58.83%
MBSAE 0.00% 2.05% 51.42% 94.79% 62.27%
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5  Conclusion

In this paper, the traditional RetinaNet model is improved and optimized for its shortcom-
ings in multi-scale pedestrian detection. By adding a multi-branch structure as a feature 
enhancement module, the width of the network is increased, the nonlinear expression 

Fig. 13  MR-FPPI curves at different scales. Among them (a) is near scale; (b) is far scale
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ability of the model is improved, and rich multi-scale features are extracted; In order to 
make the model more focused on detecting important information, double pooling atten-
tion module was added to suppress unimportant information and further improve the mod-
el’s detection accuracy. Verified in public datasets and compared with other algorithms, 
the model in this paper achieved a detection accuracy of 80.17%, fully demonstrating its 
detection ability and good generalization ability. In further research in the future, the model 
will continue to be optimized, and transfer learning and confrontation network methods 
can be used to enrich the dataset, and continue to solve the detection difficulties of model 

(a)                      (b)                   

Fig. 14  Comparison of detection images on the Caltech dataset. Among them (a) is the RetinaNet detection 
image; (b) is the detection image of the algorithm in this paper
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application in harsh environments such as rain, fog, snow, etc., improve the detection accu-
racy and speed of the model, so that it can better complete the task of pedestrian detection.
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