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Abstract
Query expansion (QE) has been studied extensively in traditional search settings due to its 
efficacy in improving retrieval performance. However, the level of performance achieved 
in the traditional settings has not been reported in the literature on the federated search. 
Some of the possible reasons include the lack of complete information regarding the cor-
pus statistics of the databases and their diverse content. Nevertheless, several studies have 
experimented with different QE approaches and reported mixed results. This paper extends 
the findings of these publications by studying the impact of using a different source for 
selecting terms to be used in QE on the federated search. Specifically, the expansion terms 
are extracted from uniform resource locators (URLs) of the documents returned by each 
database. The retrieval experiments with TREC 2013 FedWeb dataset demonstrates that 
the expanded query using the proposed approach performs better in many instances than 
the unexpanded query.
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1 Introduction

Due to the vast number of specialized databases and information repositories on the Web, 
web users often rely on traditional search engines to address their information needs [39]. 
However, the sheer size of the web makes indexing all its contents almost impossible [23]. 
Moreover, a considerable among of content is unreachable to web crawlers due to pro-
prietary or commercial reasons [15], resulting in valuable information resources going 
undiscovered by traditional web search engines. These issues can be addressed in two 
ways: either each database offers a search user interface (UI) or a single UI is designed 
that serves unified access to all databases collectively. The latter is referred to as federated 
search [15, 27, 42, 48], which deals with providing a unified searchable interface to access 
databases without necessarily indexing their contents. To achieve efficiency and effective-
ness in the federated settings, a subset of the databases considered to be relevant for a given 
user query is selected and searched. The results returned by these databases are fused into 
a single ranking list and presented to the user [42]. The decades of research carried out on 
the core components of the federated search which include: resource representation [3], 
resource selection [4, 19, 27], and results merging [16, 20]. The results of the research led 
to the development of a variety of federated search systems on the Web, including Califor-
nia Digital Library (CDL)1 and EEXCESS.2However, satisfying users’ information needs 
by any information retrieval (IR) system depends on how the users formulate their requests 
in the form of a search query. Sometimes, a large number of relevant documents are not 
matched to the user’s query due to a vocabulary mismatch and the level of this mismatch 
widens as users use fewer terms to express their information needs [13].

Several techniques have been proposed to solve the mismatch problem. These include 
document representation, query reformulation, weighting/ranking schemes[47] and QE 
[25]. These techniques were successful in increasing the retrieval effectiveness of central-
ized search settings. However, the same level of success has not been reported in the litera-
ture on federated search. There can be several reasons. First, unlike centralized settings that 
control their corpus index, in a federated search environment, the central broker has little or 
no control over the indexes of the databases. Second, since the databases are autonomous, 
they may employ different strategies for document processing and retrieval. Finally, the 
size and, in some instances, the content composition of the databases vary (i.e., some are 
text-only, and others include text, images, and videos). These issues make query reformu-
lation and expansion challenging in finding the right source to select the expansion terms 
from in a federated environment.

Nevertheless, some prior studies that investigated QE in federated search have used 
either feedback documents, lexical dictionaries, or large vocabulary corpora to select 
expansion terms from. For example, the studies [29, 41] selected the expansion terms to 
augment the query from the feedback documents. However, they reported a decrease in 
the performance of most of their expanded query results compared to the unexpanded 
ones. The performance decrease is caused by the expansion terms being selected from top-
ranked feedback documents, which are mostly from the same database. Thus, the expanded 
query could not be generalized across all the selected databases. Another study [31] 
selected the expansion terms from external large vocabulary corpora. Regrettably, there is 

1 One of the biggest online US libraries to catalog educational resources, available at: https:// cdlib. org/
2 Hosted by the European Union, offers federated search to literary works and heritage collections, avail-
able at http:// eexce ss. eu/

https://cdlib.org/
http://eexcess.eu/
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no significant improvement in the performance of the expanded queries compared to the 
unexpanded ones due to topic drift.

The results reported from the aforementioned studies motivate us to explore other 
sources to select the expansion terms from, which may not cause either topic drift or be 
biased to some databases. As such, this work exploits the URLs that appear in the result 
snippets of each database as a source for selecting the expansion terms. Our aim in this 
paper is to find out: (i) Are the terms in documents’ URLs suitable to select expan-
sion terms from in a federated environment? (ii) To what extent does QE improve the 
retrieval effectiveness of federated search? To achieve these aims, we make the following 
contributions:

1. We propose the use of URLs as the source to select the expansion terms for QE in feder-
ated search.

2. Considering the nature of the URL, we propose a robust term weighting function that 
selects the most appropriate terms for QE.

3. We conducted an extensive set of experiments using the TREC 2013 FedWeb dataset. 
The experimental results show that in some instances QE improves the retrieval effec-
tiveness of federated search.

The rest of the paper unfolds as follows: We discuss related works on federated search 
and QE in Section  2. The proposed approach, along with the experimental setup, is 
described in Section 3. The results and discussions are presented in Section 4. We conclude 
the paper and present some future directions in Section 5 followed by references.

2  Related works

Both federated search [42] and QE [41] have been studied in depth for the last three dec-
ades. In this section, we summarize the most relevant previous works and highlight their 
similarity and differences with the proposed study.

2.1  Federated search

Federated search, also called distributed information retrieval (DIR), deals with the unifica-
tion of a search interface for concurrent searches across multiple databases [14]. In the fed-
erated settings, the central broker mediates between the users of the search systems and the 
databases [42]. As such, the broker receives the user query, selects a few relevant databases 
to search, and merges the results returned by them before presenting them to the users.

The prior work in federated search is categorized based on two environments, that is, 
cooperative and uncooperative [42]. The environment in which databases provide the cen-
tral broker with their metadata information using standardized protocols is called a cooper-
ative environment. Early models like START [18] and SDLIP [30] proposed protocols for 
this environment. However, in the real-world web environment, most databases are unco-
operative in nature. As they only respond to broker queries, without providing information 
regarding their corpus indexes. As such, in this environment, the broker obtains the corpus 
statistics of the databases using query-based sampling [3] or other variants like adaptive 
query-based sampling [2]. The documents sampled by the broker from the databases are 
indexed in the centralized sample database, which serves as an agglomeration index of all 
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the sampled documents. This index helps the broker determine which databases are most 
relevant to a particular user query. Additionally, it uses the sampled index documents to 
estimate the merging scores for documents returned by the databases. The uncooperative 
environment assumption has been used by several studies [10, 27, 48] due to its commonal-
ity with real-world federated search systems.

Recently, a snippet-based result merging for the federated search was proposed in [15]. 
Their model uses only the information the databases provide at query time to merge the 
multiple result lists. Furthermore, a federated search system that targets sports-related web-
sites was discussed in [7]. The system was developed by creating four separate indexes 
in which each index contains one of these lists: list of competitions, names of the teams, 
names of the managers, and names of the players. For a given user query, the query is 
delimited into terms and each term is sent to an appropriate index. The returned results are 
merged into a single ranking list. Similarly, a knowledge-based method for resource selec-
tion in federated search is proposed in [19]. A learning to rank method that extracts multi-
scale features such as terms matching, central sample index, and topic features for resource 
selection was proposed in [50].

2.2  Query expansion methods

In most search systems, users express their information needs using keywords as queries. 
Sometimes a problem arises when users construct their query with terms different from the 
ones the search systems have indexed their documents with. This situation is often referred 
to as a vocabulary or terminology-mismatch problem [12, 46] and it makes retrieving rel-
evant documents challenging. This terminology mismatch is often mitigated by adding an 
additional set of terms to the initial query, a process generally known as query expansion. 
The premise is that the set of documents this new query would retrieve is more likely to 
satisfy the user’s information need. For decades, researchers have proposed a variety of 
sources to select expansion terms from that will not result in topic drift. The most widely 
used among them include pseudo-relevant feedback (PRF) documents [24, 44], external 
sources such as lexical dictionary [17], trained vocabulary corpus using word embedding 
techniques [9, 38], and query log [6].

The underlying assumption of the PRF approach is that most of the top-ranked docu-
ments returned by the initial user’s query are relevant [22]. Therefore, the most frequent 
terms in those documents are considered to be a good set of candidate expansion terms. For 
each candidate term, its weight is computed based on its frequency in the top-ranked docu-
ments. Next, the terms are ranked based on their weights, and then the top-ranked ones are 
selected as expansion terms. Finally, the selected terms are added to the initial query, and 
the new query is used to retrieve the final set of documents to show to the users. However, 
if the top retrieved documents contain many non-relevant ones, the terms extracted from 
them would be unable to improve retrieval performance. To address this problem, Keikha 
et al. [21] used Wikipedia as a source for selecting the expansion terms. In [33], the score 
distribution was used to automatically select the right number of PRF documents that are 
more likely to have a good set of expansion terms for each of the given queries.

Alternatively, the expansion terms can also be selected directly from the lexical dic-
tionaries. The commonly used dictionary to select the expansion terms in the literature is 
WordNet [1, 45], which is a built-in external conceptual dictionary that groups words into 
synonyms (i.e., synsets) together with the semantic relationships among them. With dif-
ferent methodologies, several studies [1, 17, 32] used WordNet for QE. For instance, Azad 
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and Deepak [1] selected the expansion terms based on their similarity scores with the query 
obtained from WordNet and their occurrences in the Wikipedia articles. Another study [32] 
considered the use of the expansion terms from both WordNet and PRF documents.

Recently, word embedding has received unprecedented attention from researchers due 
to its ability to capture terms’ similarity in low-dimensional vector space compared to the 
corpus vocabulary size. Word2Vec [28] and Glove [34] use a neural network to learn the 
vector representation of terms together with their synthetic and semantic similarities in 
large corpora. The success achieved by these word embedding techniques has opened a 
new paradigm in natural language processing and IR-related tasks. The models proposed in 
[11, 36] use various word embedding techniques for automatic QE. In summary, the afore-
mentioned studies reviewed in this section attempted to address the vocabulary mismatch 
problem in a centralized setting. The next section discusses QE approaches in federated 
search.

2.3  Query expansion in federated search

The first known study on QE in the distributed environment [51] assumed that either the 
broker has access to the documents’ index of the databases or can sample the documents 
in proportion to the size of the databases. Neither of the above assumptions is likely to 
be achievable in real-world scenarios as most of the databases are uncooperative, there-
fore, accessing their documents index or knowing their sizes in advance would be infea-
sible [29]. Based on this observation, Ogilvie and Callan [29] studied QE by sampling an 
even number of documents from the databases to set up the centralized sample index and 
selecting the expansion terms from them. They issued the same expanded query to all the 
selected databases, an approach generally known as the global query approach. Surpris-
ingly, there was no significant performance difference between the results of expanded que-
ries compared to the unexpanded ones. Several factors may contribute to the poor perfor-
mance of the expanded queries’ results. The major ones include selecting the expansion 
terms from the central database documents that have heterogeneous content compared to 
the individual databases and issuing the same query (i.e., global query) to all the databases.

Shokouhi et al. [41] postulated that the global query approach is only one of the mul-
tiple ways to execute QE in the federated environment. Other ways include local, fused, 
and cluster approaches [41]. In the local approach, the expansion terms for each database 
are selected from the documents sampled from that database. In the cluster approach, the 
expansion terms are selected from the documents of the same cluster, which are clustered 
based on their database similarity. In the former case, the databases receive different que-
ries, while in the latter case, databases in the same cluster receive the same query. The 
local approach in which different queries are issued to the databases performed worse than 
the unexpanded query.

Palakodety and Callan [31] departs from using sampled documents as a source of the 
expansion terms. Rather, they selected the expansion terms from a trained vocabulary cor-
pus. More specifically, they trained the Google News corpus, which contains almost 100 
billion tokens with 3 million words, and then selected the expansion terms from the trained 
corpus. They reported marginal result improvement for the expanded query compared to 
the unexpanded ones due to topic drift. Nowadays, learning object repositories are very 
popular on the web because they enable the sharing and re-use of educational materials 
[35]. Koutsomitropoulos et al. [26] proposed a federated search mechanism that integrates 
learning objects repositories and optimizes user experience using QE.
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To summarize, some conclusions drawn include: (i) In most cases, the expansion terms 
selected from feedback documents are unable to improve the retrieval effectiveness of the 
expanded query results. (ii) The selection of expansion terms from large external vocabu-
lary corpora leads to topic drift. To address these issues, we propose selecting expansion 
terms from the URLs of documents. In line with this proposal, the next section presents the 
methodology of this research work.

3  Materials and methods

In a federated setting, the query can be expanded either pre-retrieval (i.e., before being 
issued to the databases) or post-retrieval (i.e., based on the PRF). We consider the latter 
approach since the expansion terms are selected from the returned documents’ URLs.

3.1  Proposed method

As previously mentioned, studies that selected expansion terms from external vocabu-
lary corpora and pseudo-relevance documents ended up with poor results on most of the 
expanded queries compared to the unexpanded ones. For this reason, this work proposes 
using the documents’ URLs as the source to select expansion terms. The benefit of our 
approach is that the size of candidate expansion terms and the possibility of topic drift have 
been drastically curtailed. Furthermore, selecting expansion terms from the documents’ 
URLs minimizes the chances of the terms being biased towards a particular database. As in 
most cases, there is an overlap of similar terms in the documents’ URLs irrespective of the 
database that returns the documents. The overlap terms are therefore more likely to reflect 
the content of the documents, so we consider them discriminatory enough to be candidate 
expansion terms.

Figure 1 shows the URLs of some documents for query no. 7404 “kobe bryant” as pro-
vided in the TREC 2013 FedWeb dataset. It can be observed that terms such as “nba,” 
“kobe,” and “players” appear in almost every document’s URL returned by the differ-
ent databases. When these terms are used as expansion terms to augment the query, the 
expanded query is more likely to return high-relevant documents while avoiding topic drift.

Fig. 1  Some of the URLs for query No 7404 as provided in the TREC 2013 FedWeb dataset
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Figure 2 and Algorithm 1 illustrate the steps involved in selecting the expansion terms 
from the documents’ URLs. Suppose that a user issues a query to the broker, and the bro-
ker selects N number of relevant databases and routes the query to them. Each database 
processes the query and returns an initial ranked result list. It is assumed that the result list 
holds snippets of documents since that is what users find in the result list of real-world search 
engines. These returned result lists are combined into a single ranking list. Next the URLs of 
the top n documents are identified and extracted from this ranking list. For each URL, we first 
remove “https” and the domain extensions (i.e., “.com,” “.org,” “.uk,” etc.). Then we use the 
URL conventional separators (i.e., a hyphen, slash, underscore, etc.) to split the remaining 
characters into tokens. Further, we remove all special characters, stop words, alphanumeric, 
and numbers. Finally, we sort the remaining terms and rank them based on their frequency. 
Although term frequency (TF) has been recognized as one of the best and most straightfor-
ward ways to quantify the importance of a term in a document, its raw use in federated set-
tings might not be discriminative enough because multiple databases return documents in 
federated settings. Therefore, the importance of each term is quantified based on its score 
obtained using the proposed term weight functions, as given in Eq. (1), where S(t) is the rank 
score of term t , n is the total number of documents’ URLs that term t occurs in, tf (t, ui) is the 
frequency of t in those URLs, N is the total number of the databases that t occurs in.

(1)S(t) = N

n
∑

i=1

tf (t, ui)

Fig. 2  A schematic view of the working of the proposed method
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The multiplication by N boosts the score of those terms that occur in the document 
URLs of many databases. Based on this new score, the terms are re-ranked, and the top m 
terms are selected and added to the query. This expanded query is routed to the databases 
again. The databases process the expanded query and return a final ranked result lists. This 
final returned result lists are merged into a single ranking list and presented to the user.

3.2  The results merging score

Previous studies on federated search reported that the process of merging multiple result 
lists impacted QE performance. As such, we estimate the merging score based on the infor-
mation the databases provide in their returned results. Therefore, Eq. (2) is used to com-
pute the merging score of the returned list documents. Here, r is the rank of the documents 
in the database result list, n is the total number of documents in the database ranked list, 
and si(s) is the snippet score of the document returned by a retrieval model. We use BM25 
as the retrieval model.

3.3  Advantages of the proposed method

As mentioned in Section 2.3, most of the results of the previous studies that investigated 
QE in the federated environment showed little or no benefit of QE, largely due to chal-
lenges in selecting appropriate expansion terms. In contrast, the proposed method uses 
documents’ URLs as a source of expansion terms, which neither overwhelms the broker 
nor causes topic drift. This is due to the fact that the proposed method selects the expan-
sion terms from the URLs, which all the documents have irrespective of their content (i.e., 
text, video, etc.). Selecting expansion terms from URLs reduces the chances of topic drift 
and the number of candidate expansion terms. In contrast, most existing approaches select 
expansion terms from feedback documents, which prevents non-textual documents from 

(2)score(s) = exp − (r∕n) × si(s)

Algorithm 1   QE Based on Documents’ URLs for Federated Search
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contributing toward QE. In addition, our experimental results are promising, especially for 
a single database mode (see Section 4).

The proposed method uses the sampled snippets instead of the full-text documents in 
the experiments, as using the full-text documents rules out many relevant databases before-
hand. For example, consider the contents of the two databases in the dataset (i.e., e022 and 
e122)3; e022 has video contents while e122 has video and images. These databases have 
no full-text documents. Therefore, a strategy that uses full-text documents, will rule out 
those databases that have no full text, regardless of how relevant they are to a given query. 
Moreover, the study in [49] experimented with sampled snippets and full-text documents 
and reported that sampled snippets performed better than full-text documents.

3.4  Experimental setup

For the experiment, we used the sampled search engines’ snippets provided in the TREC 
2013 FedWeb dataset [8] as the databases. This dataset is the first standard corpus created 
to promote the research on federated search. It also aims to discourage the artificial crea-
tion of databases using TREC web track datasets. It holds the results downloaded from 157 
real-world search engines in 24 vertical categories (i.e., academics, blogs, entertainment, 
jobs, kids, etc.). Each search engine uses its retrieval model to retrieve results. We use the 
50 queries released with the dataset as search queries. The queries are judged using the 
five-level graded relevance judgments. These include not relevant (NRel), relevant (Rel), 
high relevant (HRel), top relevant (Key), and navigational (Nav) by the team of experts.

Two sets of experiments were conducted. In the first set, the goal is to determine 
whether URLs of documents are a suitable source to select expansion terms. Here, all snip-
pets provided in the dataset are indexed in a single database repository. The second set of 
experiments aims to discover how QE enhances federated search retrieval performance. 
Here, we select the top three and five most relevant databases for the given queries using 
the modified resource selection algorithm proposed in [43]. In both sets of experiments, the 
snippets are indexed and retrieved using Apache Solr version 8.2 with default values for 
parameters and keeping BM25 [37] as the retrieval model. Since the snippets are indexed, 
we queried the title and description fields and aggregated the two scores as the relevant 
score of the documents. For pre-processing the URLS, we used the natural language pro-
cessing toolkit (NLTK)4 with Python as the programming language. All the experiments 
are carried out on an Intel Core i7 processor and 8 GB memory. As this is the first work 
that uses the documents’ URLs as a source to select expansion terms in federated search, 
its performance based on the number of terms selected to augment the query is examined 
thoroughly. As such, from the initial merged result list, top 5, 10, and 15, documents were 
selected for each given query, while the expansion terms are set to 2, 4, and 6.

Since the aim of this paper is to investigate the effect of QE on federated search by 
exploring the documents’ URLs as a source to select the expansion terms from. Conse-
quently, we only compared the performance of the results with the unexpanded query 
results. Previous studies [29, 31, 41] in the literature also used this comparison method. We 

3 The identities of the databases are concealed in generating their sampled snippets’ results with e000 code 
in the dataset. Although information about small excerpts of the dataset is allowed to be displayed in an 
academic article, revealing the identity of the search engines is prohibited to avoid infringement of their 
rights.
4 http:// www. nltk. org/

http://www.nltk.org/
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evaluate the results with the official evaluation metric for the TREC 2013 FedWeb result 
merging task, which is NDCG@k [5]. The NDCG metric measures the goodness of the 
retrieved result list compared to the best/ideal ordering of the result list. We report the 
result of top k positions, and the value of k is set to 5, 10, 15, and 20.

4  Results and discussion

Table 1 shows the performance of the expanded queries against the unexpanded ones. The 
results show that documents’ URLs are good candidates for QE. From the results, the high-
est performance is observed at NDCG@5, which shows a 43.3% improvement over the 
unexpanded query. While the lowest performance was observed at NDCG@20. Further-
more, from Table 1, it is evident that increasing the number of feedback documents and 
expansion terms has no effect on the performance of the already expanded query. It may 
be because a term could only be selected as an expansion term if it appears in the URLs of 
multiple documents from different databases. This makes the selected terms mostly gen-
eralize across most of the databases. For example, consider the sampled URLs provided 
for query No 7404 in Fig. 1. When we checked the top two terms for this query on a single 
database repository when the feedback documents are set to 5, the terms are kobe and play-
ers. When the feedback documents are increased to ten and that of expansion terms to four, 
the top four terms are “kobe,” “bryant,” “players,” and “nba”. And since only the title and 
description are queried in the experiments, increasing the number of feedback documents 
and expansion terms showed no effect on the performance of the expanded query. Conse-
quently, in the remaining experimental results of this section, we report adding two expan-
sion terms only when the feedback documents are set to five.

Now that we have observed the performance of the expanded query on a single database 
repository, let us turn our attention to see if it would maintain the same performance when 
searching the subset of the databases considered relevant for the given queries. Table  2 
shows the performance of the expanded query when the top three and five databases are 
selected. The results showed mixed performance of the expanded query upon variations 
in the number of selected databases to search. Based on the results, it can be observed that 
the expanded queries performed poorly compared to the unexpanded ones while selecting 
the top three databases. At the same time, a marginal improvement in performance can be 
observed for expanded queries compared to the unexpanded ones when the top five data-
bases are selected. Although we do not expect the expanded query to maintain the same 
level of performance as in Table 1, we expected it to maintain its positive performance.

To understand this sudden drop in the performance of the expanded query, we criti-
cally analyzed the content of the selected databases and the expanded terms. We discov-
ered that one of the top three databases selected by the given search queries contains video 

Table 1  The QE on a single database repository. The expansion terms are selected from documents’ URLs

NDCG@ Unexpanded query Top 5 documents, 2 
expansion term

Top 10 documents, 6 
expansion terms

Top 15 documents, 
6 expansion terms

5 0.1226 0.1763 (+ 43.80%) 0.1763 (+ 43.80%) 0.1763 (+ 43.80%)
10 0.1358 0.1852 (+ 36.38%) 0.1852 (+ 36.38%) 0.1852 (+ 36.38%)
15 0.1434 0.1852 (+ 36.38%) 0.1852 (+ 36.38%) 0.1852 (+ 36.38%)
20 0.1515 0.1900 (+ 25.41%) 0.1900 (+ 25.41%) 0.1900 (+ 25.41%)
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content. During the pre-processing phase, we discarded most of the content from docu-
ment URLs returned by this database. The limited number of terms that remained were not 
among the top m. As a result, the expansion terms were selected from the remaining two 
databases. Unfortunately, the first database contained many relevant documents that had a 
higher initial rank with the unexpanded query, but a lower rank with the expanded query. 
These results show how challenging it is to select the expansion terms in a federated envi-
ronment containing diverse databases. On the other hand, we can observe a partial mar-
ginal improvement of the expanded query results when selected from the top five relevant 
databases. Looking at the results in Table 2, we can observe that the performance of the 
expanded query increases with an increase in the number of databases selected to search.

Based on the results in Tables 1 and 2, we can answer our aims with these points: (i)
Query expansion improves the retrieval effectiveness of federated search result merg-
ing when executed on a single database repository. (ii) With some exceptions, QE also 
improves when executed on the subset of the databases. (iii) In all the cases, the top docu-
ments’ URLs are used as the source to select the expansion terms. The following subsec-
tions discuss the impact of the result merging method and database selection on federated 
search QE.

4.1  Impact of the results merging method

Although evaluating the performance of the proposed results merging method is not among 
our objectives, yet, we assess it to see its effectiveness against merging based on ranking 
scores produced by the retrieval model, i.e., BM25. Figure 3 shows the performance of the 

Table 2  The QE performance with three and five most relevant databases. The documents’ URLs are used 
as a source for QE

NDCG@ Top 3 Databases Selected Top 5 Databases Selected

Unexpanded query Expanded query Unexpanded query Expanded query

5 0.4268 0.4157 (-2.60%) 0.3787 0.3862 (+ 1.98%)
10 0.3819 0.3794 (-0.65%) 0.3522 0.3527 (+ 0.14%)
15 0.3599 0.3576 (-0.63%) 0.3308 0.3310 (+ 0.06%)
20 0.3448 0.3433 (-0.43%) 0.3252 0.3240 (-0.37%)

Fig. 3  The performance of the proposed result merging method compared to the BM25 when (a) top three 
and (b) top five most relevant databases are selected
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proposed results merging formula of the unexpanded query when the top three and five 
databases are selected. The results demonstrate that the proposed merging method is effec-
tive as using only the retrieval model score to merge the results drops the merged results’ 
effectiveness on NDCG@5 by over 18.9% when the top three databases are selected. 
This drop in retrieval effectiveness is observed across the other ranks cut-off, as shown in 
Fig. 3(a) and (b).

4.2  Impact of database selection

The consensus in the federated search literature is to search a few databases considered rel-
evant to the given queries. Searching all the databases increases latency and decreases per-
formance as some may not be relevant to the given query. Although the expanded queries 
produce higher retrieval effectiveness on a single database repository than the unexpanded 
ones, as shown in Table 1, the overall effectiveness is shallow compared to the results in 
Table 2. Even in Table 2, the higher effectiveness is observed when the top three databases 
are selected than the top five. From these results, it can be concluded that the optimum 
result performance in federated search is obtained by selecting fewer relevant databases.

In summary, the experimental results show that the documents’ URLs can be an excel-
lent source to select expansion terms from, especially if we search short text like the docu-
ments’ snippets. Increasing the number of feedback documents or the expansion terms nei-
ther aids nor hurts the performance of the first expanded query. However, when searching 
the subset of the databases considered relevant to the query, the expanded query shows 
some level of bias toward the documents of the databases that recommend the selected 
expansion terms. These findings show that exploring other sources for QE is desirable, 
even though the retrieval effectiveness of our expansion source is promising. One promi-
nent reason is the dependence of the search effectiveness on the selection of sources for QE 
[32, 40].

5  Conclusions and future work

In this study, we investigated the effect of query expansion on the performance of the fed-
erated search. The main objective was to find how QE affects the retrieval effectiveness 
of the federated search. To achieve this objective, we designed a research question and 
attempted to answer it by proposing the use of the documents’ URLs as a source to select 
the expansion terms. A series of experiments were conducted. The main findings can be 
summarized as follows:

• Query expansion significantly improves the effectiveness of the federated search on a 
single database repository. However, when subsets of the databases are searched, the 
expanded query produces mixed retrieval performance.

• The expanded query performed poorly when the top three databases were selected and 
showed marginal performance improvement with the top five databases in all the cases 
compared to unexpanded queries.

• The number of feedback documents or expansion terms has a negligible effect on the 
performance of the expanded query.

• The documents’ URLs make a good source that can be leveraged in selecting the expan-
sion terms.
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In a nutshell, some of our findings are consistent with the previous studies that the 
performance of the federated search can be improved by expanding the query with good 
expansion terms. However, selecting the expansion terms from a source that can general-
ize across all the participating databases remains a challenge. Since there are multiple data 
sources to select the expansion terms from, we explored the use of documents’ URLs as 
our data source in this paper.

Even though some of the experimental results are promising, the data source used to 
select the expansion terms has not eliminated the bias occasionally experienced regarding 
query expansion in the federated search. Nevertheless, the study has provided an avenue 
that can be further extended by combining it with other sources of expansion terms. For 
example, using any word embedding techniques to train a data source like a query log and 
selecting the top terms similar to the ones extracted from the URLs as expansion terms is 
worth exploring as a future direction. Another direction is to select the expansion terms 
from both the documents’ URLs and any lexical dictionary.
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