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Abstract
Smart devices with sensors now enable continuous measurement of activities of daily liv-
ing. Accordingly, various human activity recognition (HAR) experiments have been carried
out, aiming to convert the measures taken from smart devices into physical activity types.
HAR can be applied in many research areas, such as health assessment, environmentally
supported living systems, sports, exercise, and security systems. The HAR process can also
detect activity-based anomalies in daily life for elderly people. Thus, this study focused on
sensor-based activity recognition, and we developed a new 1D-CNN-based deep learning
approach to detect human activities. We evaluated our model using raw accelerometer and
gyroscope sensor data on three public datasets: UCI-HAPT, WISDM, and PAMAP2. Param-
eter optimization was employed to define the model’s architecture and fine-tune the final
design’s hyper-parameters. We applied 6, 7, and 12 classes of activity recognition to the
UCI-HAPT dataset and obtained accuracy rates of 98%, 96.9%, and 94.8%, respectively. We
also achieved an accuracy rate of 97.8% and 90.27% on the WISDM and PAMAP2 datasets,
respectively.Moreover, we investigated the impact of using each sensor data individually, and
the results show that our model achieved better results using both sensor data concurrently.

Keywords Human activity recognition · 1D-CNN · Deep learning · Signal processing

1 Introduction

Human behavior has fascinated scientists for centuries. With the new era of technology, the
approach to this subject has changed significantly, and research has been greatly intensified.
The main reason for this is the realization that human behavior plays an essential role in
human-computer interaction. Therefore, many research groups have studied topics such as
howpeople behave,what they do, andhow theyperformactivities.Recording, classifying, and
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recognizing human activities are among themost remarkable research topics as smart devices,
recognition methods, and data processing technologies have been developed. Nowadays,
almost everyone has smart devices (smartphones, smartwatches, andmusic players) equipped
with accelerometers, gyroscopes, and magnetometers. These devices make it easier to access
and collect valuable data.

Human Activity Recognition (HAR) is used in many research areas, such as health assess-
ment, environmentally supported living systems, smart buildings, sports, exercise, building
energymanagement, and security systems [37, 49]. TheHARprocess can also detect activity-
based anomalies in daily life. Vrigkas et al. [55] have classified human activities into six
categories according to their complexity. Behaviors are physical activities related to the per-
son’s psychological state and personality. Actions are everything that happens in a given
situation. Gesture stands for the primitive movements of a person’s body parts, and atomic
action stands for a single movement of a person. Group actions are described as actions per-
formed by a group. Finally, human-to-object or human-to-human interactions are movements
in which more than one person or object interacts.

HAR research involves recording and analyzing the daily activities of individuals to learn
more about human behavior. Researchers have developed several methods to collect and
classify activity data. Antar et al. [7] examined the methods used for the activity recognition
problem in twogroups; video-based activity recognition and sensor-based activity recognition
[6, 21, 27, 43, 67]. Sensor-based data can be collected using almost any smart device, while
specialized devices are required to collect video-based data.

In our research, we have mainly focused on sensor-based activity recognition. Sensors
convert physical quantities into electrical signals, such as heat, distance, vibration, grav-
ity, pressure, position, sound waves, and acceleration. Sensors are used in most everyday
devices, such as smartphones, tablets, smart home systems, ships, cars, hospitals, smart-
home appliances, aircraft radar systems, and navigation systems. In recent studies, sensor
data provides more and more information about people. For example, sensors can detect
diseases by monitoring heartbeats and brain signals. In addition, inferences can be made
about people and their emotions [1, 24]. Activity classification can be done by recording and
analyzing people’s activities [17]. Researchers have classified sensor-based activity recog-
nition into three categories: Wearable, environmental, and smartphone sensor-based activity
recognition [7]. Wearable sensors are smart sensors that record body movements. The main
wearable sensors are biological (ECG and EMG) and smartwatches. Environmental sensors,
such as radar, camera, temperature, proximity, and motion sensors, are placed at a specific
point in the environment. Smartphone-based sensors can detect changes in motion, changes
in the environment, and magnetic fields in cell phones.

HAR processes involve complex steps, including data preprocessing, feature extraction,
and classification. HAR datasets include signals from inertial measurement sensors such
as accelerometers, gyroscopes, and magnetometers. Data obtained by different sensors and
sensors’ location on the body affects the HAR accuracy. In the data collection phase, outliers
and noisy values can be recorded. Manual feature extraction methods such as size reduction
and feature extraction are required for ML algorithms to perform better. These methods are
used to find an informative and compressed feature set by generating new features from
existing ones. This is the most important part of the HAR process because the performance
drops drastically if the features are not suitable [8]. For example, the sitting-to-stand transition
may be marked as sitting or standing. Due to the gradient between the labels being so small,
such labels’ class boundaries also overlap [34, 38].

Due to the extremely high variance in morphology, proper identification of human activ-
ities from sensor signals is difficult. To overcome the drawbacks of interpreting signals,
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intensive work is being done to develop an automated system for HAR using machine learn-
ing (ML) and deep learning (DL) methods. ML has been applied wide range of applications
such as malware detection [26], classification of IoT devices [15], emotion recognition from
EEG [64], ECG beat classification [5, 18, 19], medical applications [5], and phishing web-
site detection [2]. DL has also been popular in recent years and applied to topics such as
cyber security [42], medical applications [16], HAR [11, 34, 38]. One of the most popular
DL architectures in the literature is convolutional neural networks (CNN) which implement
various fields. HAR [3, 12, 39, 41], image analysis [14], medical applications [32].

In the literature, human activity data have been recorded mainly with accelerometer,
gyroscope, and magnetometer sensors, such as PAMAP2 [10], WISDM [35], UCI-HAR,
UCI-HAPT [44] datasets. Recent studies show that it is possible to detect human activity
using the sensors of smartphones or similar devices and be successful. Most researchers
focused on mathematical or statistical feature extraction and feature selection methods of
HAR process [13, 23, 50, 66]. Feature extraction became popular that some researchers
used the features calculated by the author in the UCI-HAR dataset as an evaluation dataset.
However, the computation of these features is very computationally intensive. This is because
it requires the analysis of time and frequency domain features such asmean, median, standard
deviation, signal magnitude range, interquartile range, correlation coefficient, signal entropy,
skewness, kurtosis, band energy, angles between vectors, andweighted averages of frequency
components. The UCI-HAR consists of 561 calculated features, and most researchers have
used this dataset and applied these features instead of the raw signals. It is obvious that
the model runs faster without the feature calculation step. In addition, recent studies have
used basic activities such as running, walking, sitting, standing, and lying down. However,
it is necessary to study complex postural transition activities to identify human actions or
behaviors more accurately.

This study proposes a deep learning model for HAR and avoids the computational cost
by using the raw signal as input. We used raw data containing postural transition activities in
three widely used public datasets: UCI-HAPT, WISDM, and PAMAP2. We also investigated
the effects of individual use of accelerometer and gyroscope sensor data, particularly postural
transition activities.

The main contributions of this study can be summarized as follows:

1. We proposed a newDeep Learning model architecture whose parameters were optimized
for HAR.

2. The study focused on avoiding computational overhead using the raw signal as input.
Therefore, we used raw data that included postural transition activities in three widely
used public datasets: UCI-HAPT, WISDM, and PAMAP2.

3. We investigated the effect of using accelerometer and gyroscope sensor data, especially
for postural transition activities.

4. Optimization was performed to determine the model’s architecture and the final design’s
hyperparameters.

The remainder of the article is organized as follows: Section 2 summarizes recent work
on activity classification. The data description, pre-processing methods, and proposed HAR
model are presented in Section 3. The experimental setup, numerical results, and discussion
with previous works are described in Section 4 and 5. Finally, the conclusions and future
work are presented in Section 6.

123



10818 Multimedia Tools and Applications (2024) 83:10815–10838

2 Related work

This research focuses on sensor-based human activity detection on smartphones and uses
the UCI-HAPT [44], WISDM [35], and PAMAP2 [10] datasets to evaluate the proposed
approach. In recent studies, traditional machine learning algorithms such as support vector
machine (SVM) [4], multi-layer neural network and fuzzy logic [29], multi-layer perceptron
(MLP), AdaBoost.M1, random forest (RF), J.48, naive bayes [61] and DL algorithms such
as long-short term memory (LSTM) [51], CNN [12, 33, 39], LSTM-CNN [62], deep belief
neural network (DBNN) [20], and hybrid methods [39, 54, 70] were used to classify human
activities.

The authors used classical machine learning methods such as k-nearest neighbor (k-NN),
RF, andCNN-based deep learningmethods forHAR. They used the accelerometer time series
and computed statistical features as input. They also employed PCA for feature reduction.
They tested their models on the UCI-HAR andWISDM datasets with different window sizes
and reported that 128 as the window size gave better results on UCI-HAR [23]. Another
commonly used dataset in the literature, WISDM, was first presented by [35]. They used
classic machine learning methods, namely J48, logistic regression (LR), andMLP, to classify
human activities and achieved accuracy rates of 85.1%, 78.1%, and 91.7%, respectively.More
specifically, Bilal et al. [9] used time-domain and wavelet-based feature extraction methods
to identify human activity. They used the dataset UCI-HAR to evaluate the performance
of their model. They implemented IB3, J48, RF, Naive Bayes, and AdaBoost classifiers
and achieved accuracy rates of 87.6%, 84.1%, 92.3%, 85.7%, and 95.1%, respectively. The
researchers used the algorithms LR, gradient boosting, RF, Gaussian NB, and k-NN for the
dataset UCI-HAR. They achieved the best accuracy rate of 96.20% using LR [60].

In addition to traditional ML algorithms, DL approaches are commonly used in the lit-
erature. Researchers achieved an accuracy rate of 97% with their divide and conquer based
1D-CNN model [12]. In another study, the authors proposed a model based on a DBNN,
and they experimented with 12 activities from the UCI-HAR dataset [20]. They achieved
accuracy and an error rate of 95.85% and 4.14%, respectively. Myo et al. [56] used ANN to
classify UCI-HAR data and attained a 98.32% accuracy rate. Researchers [50] implemented
CNN model-based transfer learning to classify six activities on the UCI-HAR dataset and
achieved an accuracy rate of 94%.

Most authors used the same pre-processing steps in these studies with the work [44]. Arig-
babu [39] conducted HAR experiments on UCI-HAR and WISDM datasets and proposed
approaches testing CNN, RCN, SVM, and hybrid RCN+SVM models. They achieved accu-
racy rates of 91.9%, 93.8%, 96%, and 97.4% on the UCI-HAR dataset, respectively. Cho and
Yoon [12] proposed the divide and conquer-based approach. They conducted tests by dividing
the activities into static and dynamic groups. Static activities include sitting, standing, and
lying down activities. Dynamic activities consist of walking, upstairs, and downstairs activ-
ities. They proposed a two-stage 1D-CNN model to recognize activities: In the first step, a
binary 1D-CNNmodel to classify dynamic and static activities. The second step constructed
two 3-class 1D-CNNmodels to classify individual activities. They achieved an accuracy rate
of 97% using six activities from the UCI-HAR dataset.

LSTM, one of the researcher’s most preferred deep learning methods, has been widely
experienced in HAR studies. Researchers experimented with the hybrid LSTM-CNN model
and achieved 95.78%, 95.85%, and 92.63% accuracies on UCI-HAR,WISDM, and opportu-
nity datasets, respectively [62]. In another study, the authors proposed anLSTMmodel. Using
theUCI-HARdataset, they achieved an accuracy rate of 93.6%and 95.38%, respectively [69].
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Using Baseline LSTM, Bidirectional-LSTM (Bidir-LSTM), Residual-LSTM (Res-LSTM),
Residual-Bidirectional-LSTM (Res-Bidir-LSTM) models, the researchers attained success
rates of 90.8%, 91.1%, 91.6%, and 93.6%, respectively [69]. In a study conducted in 2018
[48], the researchers performed tests with LSTM on PAMAP2, Daphnet Gait, and Skoda
datasets and achieved accuracy rates of 89.96%, 83.73%, and 89.03%, respectively.

Kasnesis et al. [41] proposed a hybrid neural network model for the HAR problem, named
PerceptionNet, consisting of a 2-layer 1D-CNNand a 1-layer 2D-CNN.They tested themodel
on UCI HAR and PAMAP2 datasets. In their tests on the UCI-HAR dataset, and obtained
97.25% accuracy. In the PAMAP2 data set, 9 subjects were used as test and validation data
and reached 88.56% accuracy. Researchers used Opportunity, PAMAP2, and Order Picking
datasets in another study for HAR classification. They proposed twoCNNmodels, conducted
tests with different learning rates and batch sizes, and obtained 92.22%, 90.7%, and 93.68%
accuracies in Opportunity, PAMAP2, and Order Picking datasets, respectively [3].

Khatun et al. reached 99.93%, 98.76%, and 93.11% accuracies in H-Activity,MHEALTH,
and UCI-HAR datasets using the hybrid CNN-LSTM model, respectively [28]. In another
study [54], the researchers proposed a dual CNN model and LSTM hybrid model for recog-
nizing the activities. This hybrid model achieved 97.89% accuracy on the UCI-HAR dataset.
Kumar and Suresh [33] proposed a hybrid CNN-RNNmodel, which they named Deep-HAR.
Their proposed model, 99.98%, 99.64%, and 99.98% accuracy rates on WISDM, PAMAP2,
and KU-HAR datasets, respectively.

Researchers used various feature extraction methods before classification. Researchers
[46] applied two different encoding algorithms on the UCI-HAR dataset: The gramian dif-
ference angular field (GADF) and the gramian summation angular field (GASF). Using
classical machine learning algorithms such as k-NN, DT, SVM, Bayes network, AdaBoost,
and RF, they achieved 57%, 47%, 89%, 39%, 54%, and 91% success rates, respectively.
They applied an 8-layer deep CNN model to four sets of data created with the accelerometer
and gyroscope sensors and achieved an accuracy rate of 94% using the GADF accelerom-
eter data. In another study, the researchers used community empirical mode decomposition
(EEMD)-based features. They also implemented feature selection methods (FS) based on
game theory. They achieved a performance rate of 76.44% using the k-NN algorithm feeding
calculated features [57].

Jain and Kanhangad [25] proposed a model using a feature extraction step that derives
features in the time and frequency domains from the raw data of the UCI-HAR dataset.
Using multi-class SVM and k-NN algorithms for classification, they achieved a 97.12%
performance rate. In another study [20], the authors used median and low-pass Butterworth
filters for pre-processing. Then, they applied statistical feature extraction methods such as
mean, median, and correlation to the signals and obtained 561 features. Finally, they achieved
a classification rate of 95.85% using the proposed Deep Belief Network.

Zhang et al. proposed a feature selection method based on an oppositional and chaos
particle swarm optimization (OCPSO) algorithm. They used 1D-CNN, which uses signals
in the time and frequency domains, and Deep Decision Fusion (DDF), which combines D-S
evidence theory and entropy. The researchers achieved an accuracy rate of 97.81% for the
dataset using theDDFmethodUCIHAR. In another study, the researchers proposed a genetic
algorithm (GA) based clustering algorithm called NN-GAR. Their method reduced the size
of the UCI-HAR dataset they used for the experiments by 40%, and they achieved 94.6%,
95.8%, and 97.43% accuracies using the k-NN, SVM, and RF algorithms, respectively [34].

In the 2016 study [36], the authors computed a spectrogram representation of the data and
used these images to classify human activity in their Deep Learning model. They achieved
accuracy rates of 89.37%, 91.5%, and 98.23% on the Skoda, Daphnet, andWISDM datasets,
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respectively. In another study using these datasets, the data were preprocessed in the spec-
tral domain before the Deep Learning phase and achieved success rates of 95.8%, 95.3%,
and 98.6%, respectively. Pavliuk et al. [45] proposed a deep learning model pre-trained on
scalograms. They performed tests with DenseNet configurations with varying numbers of
frozen layers. With the pre-trained DenseNet121 model frozen in the first 308 layers, they
obtained accuracies of 92.44% and 86.90%, and 97.48%with the UCI-HAPT, a subset of the
UCI-HAPT dataset and the KU-HAR datasets, respectively .

Many signal processing methods have proven useful for extracting features from HAR
data. For example, timedomain features, frequencydomain features, andprincipal component
analysis are commonly used [44]. In addition to these works, Tufek et al. [53] did not use
feature extraction and a selection step. The researchers divided the raw data into 75% train and
25% test. They experimented with traditional machine learning and deep learning methods
such as 1D-CNN+LSTMandDTW+k-NN hybridmodels, bidirectional, two- and three-layer
LSTMmodels, and 1D and 2D-CNN.They used a hybridmodel and achieved 88.5%accuracy
on the UCI-HAPT raw data. Using the proposed 1D-CNNmodel with 5 layers, they achieved
76.3% accuracy without using a feature extraction and selection step. They achieved 69.1%,
76.3%, 85.2%, 93.7%, 97.4%, 90.3%, and 88.5% with k-NN, 1D-CNN, 2D-CNN, 2-layer
LSTM, 3-layer LSTM, bidirectional LSTM, and hybrid 1D-CNN and LSTM methods for
raw data.

In another study [40], researchers used a dataset consisting of accelerometer signals that
included eight activities. They used a 6-layer CNNmodel without applying feature extraction
to the dataset and achieved a 93.8% success rate. Chakraborty and Mukherjee [11] recorded
data on walking and leg-swinging activities of 10 subjects with different body characteristics
using accelerometer and gyroscope sensors. They rescaled the data using the z-score method
to reduce variability. They used common features such as resultant vectors, statistical features,
frequency domain features, and autocorrelation. Using the 1D-CNN model for performance
evaluation, they achieved an average accuracy of 97%.

3 Methodology

In our study, the HAR process consisted of 3 stages: Data Pre-processing, Deep Learning,
and Activity Classification. Fig. 1 shows these stages. The data obtained from the subjects
were passed to the pre-processing step. The signal was passed through median filtering and
windowing in this stage and prepared for the Deep Learning step. In the Deep Learning step,
the data were first divided into training and testing subsets to compute experimental results.
These subsets were used to train and test the proposed model and calculate the performance
of the HAR system.

Fig. 1 Activity recognition steps: Data Pre-processing, Deep Learning, and Activity Classification
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Sensor data may vary depending on various conditions, such as the characteristics and
location of the devices and the physical characteristics of the subjects. In addition, the char-
acteristics of each activity may differ. Therefore, each activity needs to be explicitly adjusted
so that it can be better recognized and these differences can be eliminated. The proposed
model uses RAW signals as input and reveals the advantages of CNN’s feature extraction
and classification abilities to identify different types of activities.

3.1 Datasets

In our study, we used the UCI-HAPT [44], WISDM [35], and Physical Activity Monitoring
Dataset (PAMAP2) [10] datasets. The UCI-HAPT dataset, which contains accelerometer
and gyroscope sensor data from 30 users, was first used in our experiments. The researchers
recorded the data in a controlled laboratory environment at 50 Hz. While recording the
activities, a waist bag was placed on the user’s waist, and the mobile device was placed in
the bag in the first phase. The waist bag was attached at chest level or the user’s preferred
location in the second phase. A video camera recorded the user’s activity for data labeling. Six
basic activities were recorded: Walking, going upstairs, going downstairs, sitting, standing,
and lying down. They also labeled the postural transition data of the six activities: standing-
sitting, sitting-standing, sitting-lying, lying-sitting, standing-lying, and lying-standing.

UCI-HAPT dataset was divided into groups according to the number of activities and
sensor data to perform experimental tests. Table 1 shows the data groups: Type 1-3 contains
a gyroscope and accelerometer data, Type 4-6 contains only accelerometer data, and Type
7-9 contains only gyroscope data. Types 1, 4, and 7 contain six classes; 3, 6, and 9 contain
seven, and types 2, 5, and 8 contain 12. The six-activity groups include walking, upward
walking, downward walking, sitting, lying, and standing activity data. The twelve activity
group includes six transition activities and six basic activities. Finally, seven activity groups
consist of 6 basic activities and one postural transition activity (the 7th label includes all
transition activities).

We also used the WISDM dataset [35] to evaluate our model. The WISDM dataset
was collected by the Wireless Sensor Data Mining Laboratory (WISDM) and consisted of
accelerometer data. There are two versions: theWISDMActivity Prediction and theWISDM
Actitrackers dataset. In our study, we used theWISDMActivity Prediction dataset. Data from
36 subjects were collected using a smartphone. The sampling frequency was 20 Hz, i.e., a
sample was recorded every 50ms. The dataset contains 1098203 samples, and the total acqui-
sition time was approximately 915 minutes. The data set consists of six activities: walking,
jogging/running, Upstairs, Downstairs, sitting, and standing. Their proportions are 38.6%,
31.2%, 11.2%, 9.1%, 5.5%, and 4.4%, respectively.

The last dataset we used for our test was PAMAP2 [10]. The dataset includes 18 physical
activities: lying down, sitting, standing, walking, running, cycling, Nordic walking, watching
TV, computer work, driving, upstairs, downstairs, vacuum cleaning, ironing, folding laundry,

Table 1 Table caption Acc+Gyro Acc Gyro

6 Activity Type 1 Type 4 Type 7

12 Activity Type 2 Type 5 Type 8

7 Activity Type 3 Type 6 Type 9
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house cleaning, playing soccer, rope jumping, and other transient activities for nine subjects.
IMU Sensors, accelerometers, gyroscopes, magnetometers, and temperature sensors were
attached to different body parts, such as the wrist, chest, and ankle. The signals were recorded
at 100 Hz for at least 1 minute. We used only the chest data from the accelerometer and
gyroscope sensors to evaluate our model.

3.2 Data pre-processing

This section explains the data preprocessing steps: median filtering and windowing. The
UCI-HAPT and PAMAP2datasets contained tri-axial angular velocity and linear acceleration
signals received from the gyroscope and accelerometer sensors, and their sampling rates were
50Hz and 100Hz, respectively. TheWISDMdataset contained only one tri-axial acceleration
signal, and the sampling rate was 20 Hz. The signals were processed with 3rd order median
filtering to reduce noise. Finally, the data were transposed after windowing with 128-size
sliding windows, and one-dimensional data were created for the next steps [23].

3.2.1 Median filtering

When recording or acquiring data, noise is generated, negatively affecting signal processing.
Therefore, noise in the data must be removed using filters to obtain more accurate results.
De-noising is one of the pre-processing stages to improve the results of subsequent stages.
Low-pass, median, and Kalman filters are commonly used noise removal methods in the
literature [63]. The median filter is a nonlinear digital filtering method that removes noise
from a signal or image. The main idea in median filtering is to remove noise from the
data by replacing each input value with the median of the neighboring values [22]. A key
advantage of median filtering is that this filter can eliminate the effects of input values with
significant noise. The authors compared the performance of different filters for sensor-based
activity detection [63]. They concluded that the Kalman, median, and low-pass filters were
used most to de-noise the signal. Moreover, they found that median filtering can smooth the
waveforms and facilitate activity detection.

The output of the median filter is calculated as the median value of the input data within
the window centered on the selected point, as in (1).

y[t] = median{x[i], (i) ∈ w} (1)

where w demonstrates a predefined neighborhood parameter, centered around location [t] in
the signal, y[t] shows the output of the filter, and x = (x[1], ..x[t−1], x[t], x[t+1], ..x[N ])
is a one dimensional signal vector. In this work, we used a median filter whose window size
is 3.

3.2.2 Windowing operation

In this work, we used the sliding window method, the most widely used technique due to its
stability and simplicity [58]. The method divides raw sensor signals into small usable parts
before Deep Learning. Previous studies [23, 47] confirm that the window size of 128 provides
better performance on average compared to the other window sizes. Therefore, in this study,
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we extracted the segments of the same samples with a 50% overlap using a sliding window
from the raw signal data of the three-axis gyroscope and accelerometer on the UCI-HAPT
and PAMAP2 datasets. We tested our model on the WISDM dataset using 128 samples as
the sliding window size, even though it contains only accelerometer signals.

The signal acquired from the inertial measurement unit (IMU) provides important infor-
mation about human gait. We can use an accelerometer signal to predict the temporal
characteristics of gait and a gyroscope signal to obtain information about angular veloc-
ity. An accelerometer signal works well to identify intense human activities such as walking,
running, and jumping. In contrast, a gyroscope signal works well for sedentary activities
such as sitting, standing, lying, walking upstairs and downstairs, or activities that depend on
orientation [47]. Therefore, in this study, we tested both sensors simultaneously and sepa-
rately in an experimental test. We constructed a 6x128 sliced signal representing an action
and concatenated it to one dimension as 1x768 at UCI-HAPT. We extracted 12637 sample
actions from the database and used two label columns to identify 6 and 12 classes of activi-
ties. As a result, we created a 12637x770 dataset for experimental testing by combining all
windows. We constructed a 3x128 windowed signal representing an action and concatenated
it to a dimension of 1x384 in the WISDM dataset. By combining all the windows, we cre-
ated a dataset of size 10981x384 for experimental testing. In addition to these datasets, we
constructed a 6x128 signal representing an action, concatenated it to a dimension as 1x768
on the PAMAP2 dataset, and constructed a 30067x770 dataset.

3.3 Proposed 1D-CNNmodel

A Convolutional Neural Network (CNN) is a deep learning architecture commonly used
for image classification or analysis. In addition to image analysis problems, CNNs are
also used for 1-dimensional signal classification problems and have shown promising
results [12, 20, 56].

This network architecture includes convolutional layers, pooling operations, and fully
connected layers to performprediction and classification operations. The convolutional layers
use various feature filters on the input data until all convolutional layers are formed and
produce a vector output to generate feature maps of the input data and send the results to
the network. In this layer, the non-linearity is achieved by an activation function such as
ReLU, tanh, or sigmoid on the feature maps. The function of the pooling layer, which is used
between the convolutional layers, is to reduce the number of parameters and computations
in the network and to control over-fitting. Max-pooling and average-pooling are the most
commonly used types. They adjust the data size by taking the maximum or average of each
cluster in the feature map. The data obtained from the convolutional layers must be resized
as one-dimensional in the flattening layer to feed the next layer with the data obtained from
the convolutional layers. In the fully connected layer, as in conventional neural networks,
each neuron produces an output by applying a function to the values of the previous layer.

Due to the difference in computational complexity between 1D and 2D CNNs, 1D-CNNs
are often preferred because they aremore advantageouswhenworkingwith 1D signals.When
2D-CNN and 1D-CNN are applied to n× n dimensional data, the computational complexity
is O(n2 × k2) and O(n × k), respectively [30]. Therefore, our study proposes the 1D-CNN
model, whose layers and parameters are detailed in Table 2. The proposed model consists
of four convolutional layers, one flattened layer, and three fully connected layers. Hyper-
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Table 2 Proposed 1D-CNN
architecture

Proposed 1D-CNN architecture design

1: CNN(X_train,Y_train, X_test, Y_test, learning
rate=0.001, epoch=100, batch_size=64)

2: inputs=shape(data points)

3: model←Conv1D(filters=256, kernels=1, activa-
tion=ReLU)(input)

4: model ← MaxPooling(model)

5: model ← BatchNormalization()(model)

6: model←Conv1D(filters=128, kernels=1, activa-
tion=ReLU)(input)

7: model ← MaxPooling(model)

8: model ← BatchNormalization()(model)

9: model←Conv1D(filters=128, kernels=1, activa-
tion=ReLU)(input)

10: model ← MaxPooling(model)

11: model ← BatchNormalization()(model)

12: model ← Conv1D(filters=64, kernels=1, activa-
tion=ReLU)(input)

13: model ← MaxPooling(model)

14: model ← BatchNormalization()(model)

15: model ← Flatten()(model)

16: model ← Dense(neurons=1024, activa-
tion=ReLU)(model)

17: model ← BatchNormalization(model)

18: model ← Dropout(0.5)(model)

19: model ← Dense(neurons=2048, activa-
tion=ReLU)(model)

20: model ← BatchNormalization(model)

21: model ← Dropout(0.5)(model)

22: model ← Dense(neurons=activity_number, acti-
vation=softmax)(model)

23: model.compile(loss=BinaryCrossEntropy, opti-
mizer=Adam, learningrate)

24: model.fit(X_train,Y_train,epoch,batchsize)

25: Accuracy=model.evaluate(X_test, Y_test)

26: return Accuracy

parameters of an artificial neural network express the topology of this network. For example, a
neural network includes hyper-parameters such as batch- size, the optimization algorithm, the
activation function, the epoch size, and design parameters such as the number of convolutional
layers and the filter shape of these, and the number of neurons in the fully connected layers.
We optimized hyper-parameters with different learning rates, epochs, optimizers, and batch
sizes to build an effective CNN model and minimize the loss function. In addition, we
determined the size and depth of the convolutional layers and the number of neurons in the
fully connected layers using model optimization.
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4 Results and discussion

This section focuses on the performance evaluation of the proposed 1D-CNN model. We
implemented our model on a PC with a 3.7 GHz Intel Xeon processor and 64GB mem-
ory to compute the experimental results. We performed hyperparameter tuning and design
parameter optimization using the UCI-HAPT dataset. Thus, we obtained an optimized model
and evaluated our model with 10-fold cross-validation on all three datasets. After parameter
optimization, we tested our fine-tuned model with all data sets defined in Table 2.

4.1 Evaluationmetrics

We evaluated our model using the following evaluation metrics, namely F1-score, specificity,
sensitivity, and accuracy, as in (2-5).

Accuracy = T P + T N

T P + T N + FP + FN
(2)

Sensitivity = T P

T P + FN
(3)

Specificity = T N

T N + FP
(4)

F1-Score = T P

T P + 1
2 (FP + FN )

(5)

where False Positive (FP) represents the case where the algorithm calculates NO when the
actual state is YES, False Negative (FN ) depicts the case where the output of the algorithm
is YES when the actual state is NO, True Positive (T P) shows the case where both the output
of the algorithm and the actual state are YES, True Negative (T N ) is the case where both the
output of the algorithm and the actual state are NO.

4.2 Determining hyper-parameter and the architecture of themain design

To determine the hyper-parameters and design parameters of the proposed model, we per-
formed the following hyper-parameter tuning and design optimization. These parameters
are batch size, optimizer, learning rate, hidden unit size, epoch, convolutional layer depth,
convolutional layer filter size, and fully connected layer output filter size. We used the accu-
racy metric as fitness to optimize these parameters for training the proposed model on the
UCI-HAPT dataset. We evaluated the model’s parameters using the same subjects as training
and testing as in [41, 44].

Updating the weighting parameters in deep learning is done by deriving backward deriva-
tives (back-propagation) and multiplying these derivatives by the learning rate parameter

Table 3 Accuracy and loss
values for different learning rates

Learning Rate Accuracy Loss

0.1 0.9279 0.0659

0.01 0.9171 0.0776

0.001 0.9308 0.0465
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Table 4 Model performance
calculated using different batch
sizes

Batch size Accuracy Loss

64 0.9308 0.0465

128 0.9131 0.0561

256 0.9221 0.0392

512 0.9308 0.0418

(LR). A high learning rate leads to over-fitting (excessive memorization). Conversely, train-
ing takes a long time because it proceeds in small steps when the LR is small. In this context,
we used different LR values, such as 0.1, 0.01, and 0.001, to determine a better LR. The
results showed that these LR values achieved accuracy rates of 92.79%, 91.71%, and 93.08%,
respectively, and we decided to use 0.001 as LR. These results can be seen in Table 3.

The data are divided into small groups (batches) to avoid the hassle of training large
datasets and to train our model more efficiently. The batch size parameter, set when the
model is developed, specifies howmuch data is processed at once. We tested the batch size at
64, 128, 256, and 512 and achieved accuracy rates of 93.08%, 91.31%, 92.21%, and 93.08%,
respectively. As you can see from Table 4, the results show that using 64 and 512 gives the
same accuracy rates. Due to the small size of the transition activities, we have unbalanced
data. Therefore, we determined the batch size to be 64.

Another hyper-parameter to be determined that best fits our model is the optimizer. We
tested Adam, Adamax, Stochastic Gradient Descent (SGD), Adagrad, and Rmsprop for the
optimizer.Weachieved accuracy rates of 93.08%,93%,87.91%,83.16%, and92.92%, respec-
tively. The results show that the Adam and Adamax algorithms achieve very similar results.
Therefore, we decided to use the Adam optimizer. Table 5 shows the accuracy and loss values
for these parameters.

One of the main problems of the training process is the number of epochs of the proposed
model. The system cannot guarantee sufficient generalizability if the data are under-fitted
or over-fitted. In general, the accuracy increases as the number of epochs increases. After a
certain value of the training epoch, the model memorizes the data. We trained the proposed
model with 250 epochs to observe the change in accuracy and loss values and determine
the best epoch size using 20 percent of the training data as validation data. After the 100th
epoch, the loss and accuracy values almost flattened out, and we chose epoch 100, so we ran
all previous tests with 100 epochs.

As can be seen in Table 2, our model consists of convolutional layers followed by two
fully connected layers. To investigate the depth of our model, we conducted experiments
with different numbers of convolutional layers ranging from 2 to 8 and fixed the number of
convolutional layers to 4. We also tested the size of the output filters of each convolutional

Table 5 Model performance
achieved using different
optimizers

Optimizer Accuracy Loss

Adam 0.9308 0.0465

Adamax 0.9300 0.0418

AdaGrad 0.8791 0.1119

SGD 0.8316 0.1329

RMSprop 0.9292 0.0544
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Table 6 Accuracy and loss values
for different output unit sizes

Hidden unit size Accuracy Loss

64-128 0.9342 0.0478

128-256 0.9340 0.0490

256-512 0.9342 0.0472

512-1024 0.9371 0.0479

1024-2048 0.9308 0.0465

layer between 32 and 4096 and determined the dimensions 256, 128, 128, and 64, respectively,
for each convolutional layer. In addition, we tested different output sizes between 64 and
2048 to determine the output size of the fully connected layers. As a result, we obtained the
best test accuracy and the lowest loss value by using 1024-2048 hidden unit sizes for fully
concatenated layers. Tables 6 and 7 show these results in detail.

To summarize hyper-parameter optimization and determine model architecture processes,
optimum parameters for batch size, optimizer, learning rate, hidden unit size, epoch, dept
of convolution layers, filter sizes of convolution layer values were determined as 64, Adam,
0.001, 1024-2048, 100, 4, and 256-128-128-64, respectively.

4.3 Complexity and overhead analysis

1D-CNN provides advantages over 2D-CNN and other DL architectures, including a faster
training procedure, lower computational cost, strong performance on small data sets, and the
ability to extract key features sequentially.When an imagewith dimensions n×n is convolved
with the k × k kernel, the computational complexity in 2D convolution is O(n2 × k2).
Considering 1D signals, 1D convolution is applied, and its computational complexity is
O(n × k). This means that the computational complexity of a 1D-CNN is much lower than
that of a 2D-CNN under the same conditions [30].

The total number of parameters in a convolutional layer is calculated as (((m × n × p)+
1) × f ), added 1 because of the bias term for each filter. Where m is the shape of the width

Table 7 Accuracy and loss values for different dept of hidden unit sizes

Depth of Hidden unit size Depth Accuracy Loss

128-64 2 0.9255 0.0397

32-64-128 3 0.9276 0.0551

64-128-256 3 0.9255 0.0320

256-128-64 3 0.9271 0.0369

32-64-128-256 4 0.9290 0.0526

64-128-128-256 4 0.9345 0.0412

512-256-128-64 4 0.9245 0.0408

256-128-128-64 4 0.9308 0.0465

1024-512-256-128-64 5 0.7767 0.1594

2048-1024-512-256-128-64 6 0.9168 0.0513

32-64-128-256-512-1024-2048-4096 8 0.9221 0.0518
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Fig. 2 Confusion Matrix for Type1 (6 activities)

of the filter, n is the shape of the height of the filter, p represents the number of filters in the
previous layer, f means the number of filters, the filter refers to the number of filters in the
current layer [52].

The trainable parameters of the proposed 1D-CNN model are 3225810, and the non-
trainable parameters are 7308 after hyperparameter tuning. These parameters may differ
depending on the dept and filter sizes of convolution layers and the number of convolution
and dense layers.

4.4 Evaluation of sensors

Table 8 Classification results for different sensors

Dataset F1-score Sensitivity Specificity Accuracy

UCI-HAPT Type1 97% 97% 99.37% 96.95%

UCI-HAPT Type2 81% 80% 99.34% 93.08%

UCI-HAPT Type3 95% 95% 99.17% 95.03%

UCI-HAPT Type4 92% 92% 98.31% 91.65%

UCI-HAPT Type5 63% 70% 98.16% 79.73%

UCI-HAPT Type6 91% 91% 98.50% 91,10%

UCI-HAPT Type7 79% 80% 95.80% 79.01%

UCI-HAPT Type8 72% 70% 98.16% 81.18%

UCI-HAPT Type9 78% 79% 96.32% 78.41%

WISDM 98% 98% 98% 97.75%

PAMAP2 92% 92% 92% 91.92%
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Table 9 Results for 10-fold cross-validation

Dataset F1-score Sensitivity Specificity Accuracy

UCI-HAPT Type 1 98% 98% 97.8% 98%

UCI-HAPT Type 2 96.9% 96.9% 96.8% 96.9%

UCI-HAPT Type 3 94.8% 94.8% 95% 94.8%

WISDM 97.8% 97.8% 98% 97.8%

PAMAP2 90.2% 90.2% 90% 90.2%

In our experimental tests, we first analyzed the effects of using the accelerometer and
gyroscope sensors separately or simultaneously. In these analyzes, we used the classical
splitting method, where 70% of the data is used as training and 30% of the data is used as
testing to calculate the results. We used the same subjects for test and training as in [41,
44]. As seen in Table 8, using the accelerometer consistently achieved better performance in
terms of F1-score, sensitivity, specificity, and accuracy than using the gyroscope. This result
indicates that the accelerometer is more distinctive than the gyroscope sensors in HAR.
The WISDM dataset contains only accelerometer data. Table 8 shows that a classification
accuracy of 97.75% can be achieved with this sensor at WISDM.

Moreover, the combination of two sensor data provides higher recognition results. Specif-
ically, we achieved a maximum accuracy of 91.65% for six activities and 81.18% for 12
activities when using only the accelerometer and gyroscope, respectively. Furthermore, we
achieved a maximum recognition rate of 96.95% when we fused the fusion data from two
sensors. Thus, we used two sensor data simultaneously to investigate the accuracy of our
model in our experiments for the UCI-HAPT and PAMAP2 datasets. Table 8 shows that a
classification accuracy of 91.92% can be achieved with these sensors for PAMAP2.

4.5 Classification results

To test the performance of our model on different datasets, we performed 10-fold cross-
validation. Table 9 shows the accuracy, sensitivity, specificity, and F1-score for the
experimental results in four different data groups.As shown inTables 8 and 9, cross-validation
increased the performance rates of the proposedmodel from 96.95% to 98%. For theWIDSM
dataset, we achieved an accuracy rate of 97.8%. Figures 2-5 show the average confusion
matrix for the 10-fold cross-validation of UCI-HAPT types 1-3 and the WISDM dataset.
We have unbalanced data for the UCI-HAPT dataset, especially for the transition activities
numbered 7 to 12. From Fig. 3, it can be seen that the transition activities have lower correct
classification rates. The model could not be trained sufficiently for these activities due to the
small amount of data. In particular, the activities "sitting-lying" and "standing-lying" were
the most confusing for the trained model in this group due to their similarity. As shown in
Fig. 5, the static activities of standing and sitting had a higher misclassification rate on the
WISDM dataset.

On the other hand, if we look at the results of the PAMAP2 dataset, which also contains
homogeneously distributed activities of daily living, we can see from Fig. 6 that the activity
recognition rates are quite successful.

123



10830 Multimedia Tools and Applications (2024) 83:10815–10838

Ta
bl
e
10

T
he

re
su
lts

of
th
e
St
at
e-
of
-t
he
-A

rt
ap
pr
oa
ch
es

an
d
th
e
pr
op

os
ed

m
od

el
fo
r
H
A
R

St
ud
y

D
at
as
et

M
et
ho
d

A
cc
.

R
aw

#
A
ct
.

A
nt
ar

et
al
.[
4]

U
C
I-
H
A
R

M
C
-H

F-
SV

M
89
.0
%

6

M
oy
a
R
ue
da

et
al
.[
41

]
U
C
I-
H
A
R

Pe
rc
ep
tio

nN
et

97
.2
5%

6

M
oy
a
R
ue
da

et
al
.[
41

]
PA

M
A
P2

Pe
rc
ep
tio

nN
et

88
.5
6%

12

L
iu

et
al
.[
39

]
U
C
I-
H
A
R

R
C
N
+
SV

M
97
.4
%

X
6

Z
en
g
et
al
.[
66
]

U
C
I-
H
A
R

U
-N

et
98
.4
%

X
6

Ig
na
to
v
[2
3]

U
C
I-
H
A
R

C
N
N

97
.2
5%

X
6

R
am

ac
ha
nd

ra
n
an
d
Pa
ng

[5
0]

U
C
I-
H
A
R

C
N
N
+
T
ra
ns
fe
r
L
ea
rn
in
g

94
%

X
6

C
ho

an
d
Y
oo

n
[1
2]

U
C
I-
H
A
R

D
iv
id
e
an
d
C
on

qu
er
-B

as
ed

1D
-C

N
N

97
%

X
6

Z
ha
o
et
al
.[
69
]

U
C
I-
H
A
R

R
es
-B

id
ir
-L
ST

M
93

.6
%

X
6

K
ha
tu
n
et
al
.[
28

]
U
C
I-
H
A
R

C
N
N
+
L
ST

M
93
.1
1%

X
6

Z
ha
ng

et
al
.[
68
]

U
C
I-
H
A
R

D
D
F

97
.8
1%

X
6

K
um

ar
an
d
Su

re
sh

[3
4]

U
C
I-
H
A
R

R
F

97
.4
3%

X
6

X
ia
et
al
.[
62
]

U
C
I-
H
A
PT

L
ST

M
+
C
N
N

95
.7
8%

6

Z
en
g
et
al
.[
66
]

U
C
I-
H
A
PT

U
-N

et
93
.1
%

X
12

T
uf
ek

et
al
.[
53
]

U
C
I-
H
A
PT

1D
-C
N
N

76
.3
%

6

H
as
sa
n
et
al
.[
20
]

U
C
I-
H
A
PT

D
ee
p
B
el
ie
f
N
et
w
or
k

95
.8
5%

X
12

X
ia
et
al
.[
62
]

W
IS
D
M

L
ST

M
+
C
N
N

95
.8
5%

6

L
iu

et
al
.[
39

]
W
IS
D
M

R
C
N
+
SV

M
91
.5
%

6

Z
en
g
et
al
.[
66
]

W
IS
D
M

U
-n
et

97
%

X
6

K
ir
an
ya
z
et
al
.[
31

]
W
IS
D
M

C
N
N

96
.8
8%

6

Ig
na
to
v
[2
3]

W
IS
D
M

C
N
N

93
.3
2%

6

R
am

ac
ha
nd

ra
n
an
d
Pa
ng

[5
0]

W
IS
D
M

C
N
N
+
T
ra
ns
fe
r
L
ea
rn
in
g

92
.3
%

6

Pe
rm

at
as
ar
ie
ta
l.
[4
8]

PA
M
A
P2

L
ST

M
89
.9
6%

X
12

A
ng
ui
ta
et
al
.[
3]

PA
M
A
P2

C
N
N

93
.6
8%

X
12

123



Multimedia Tools and Applications (2024) 83:10815–10838 10831

Ta
bl
e
10

co
nt
in
ue
d

St
ud
y

D
at
as
et

M
et
ho
d

A
cc
.

R
aw

#
A
ct
.

Pr
op
os
ed

M
od
el

U
C
I-
H
A
P
T
T
yp

e
1

1D
-C

N
N

98
%

6

Pr
op
os
ed

M
od
el

U
C
I-
H
A
P
T
T
yp

e
2

1D
-C

N
N

94
.8
%

12

Pr
op
os
ed

M
od
el

U
C
I-
H
A
P
T
T
yp

e
3

1D
-C

N
N

96
.9
%

7

Pr
op
os
ed

M
od
el

W
IS
D
M

1D
-C

N
N

97
.8
%

6

Pr
op
os
ed

M
od
el

PA
M
A
P
2

1D
-C

N
N

90
.2
4%

12

B
ol
d
va
lu
es

ar
e
th
e
re
su
lts

of
th
e
pr
op

os
ed

m
od

el
s

123



10832 Multimedia Tools and Applications (2024) 83:10815–10838

5 Discussion

Table 10 shows the results of recent HAR studies. In the raw data column of Table 10, "�"
indicates the use of raw data, and "X" indicates the use of calculated features for HAR. Most
researchers have used well-known datasets to detect human activities. In addition, they have
applied some complex feature extractionmethods usingmathematical or statistical techniques
[12, 23, 39, 50, 59, 62, 66, 69].Weused rawdata in our experimentswith both datasets to avoid
computational overhead. Specifically for the WISDM dataset, researchers also used RAW
data because the dataset does not contain hand-generated features [23, 31, 41, 53]. The results
show that activity recognitionmodels using a deep learning architecture significantly improve
accuracy by extracting hierarchical features from triaxial sensor data. In [66], the authors
achieved high accuracy rates of 93.1%, 98.4%, and 97% by using eigenvalues as features to
feed the U-Net with the datasets UCI-HAPT, UCI-HAR, andWISDM, respectively. It can be
clearly seen that the authors achieved good results of 98.4%when they usedmanually created
features, but this dropped to 93.1% when they used raw data to calculate their features for
the UCI-HAPT dataset. In another study, the authors used a hybrid model with LSTM and
CNN using raw data for the UCI-HAR and WISDM datasets and achieved accuracy rates
of 95.78% and 95.85%, respectively. It can be seen from Table 10 that the proposed model
achieved the highest results using RAW data on all datasets.

6 Conclusion

This study proposed a novel 1D-CNN-based deep neural network that uses smartphone-based
sensor data to recognize human activities. The proposed model was evaluated using the UCI-
HAPT,WISDM, and PAMAP2 datasets. Raw accelerometer and gyroscope sensor data were
used to evaluate the model. We also investigated the effects of hyper-parameters and design

Fig. 3 Confusion Matrix for Type3 (7 activities)
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Fig. 4 Confusion Matrix for Type2 (12 activities)

parameters of the final model. In addition, we investigated the effects of using the accelerom-
eter and gyroscope sensors simultaneously or alone for HAR. The results showed that using
the sensors together achieved acceptable performance. The proposedmodel obtained promis-

Fig. 5 Confusion Matrix for WISDM dataset
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Fig. 6 Confusion Matrix for PAMAP2 dataset

ing results compared to other studies using raw signals. However, the unbalanced data makes
the results slightly worse for the transition activities. This issue can be solved in the future
by recording more transition data or expanding the data using data augmentation techniques.
In the future, the proposed method can also be explored to classify transition activities accu-
rately.

Due to the low computational cost, the proposed model can be applied to various signal-
processing applications such asmedical applications, ECG [5] and EEG analysis [64], speech
emotion recognition [65], anomaly detection, and structural health monitoring [30].
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