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Abstract
Researchers are looking for new ideas that can greatly increase the amount of food grown 
while also cutting costs. For precision agriculture to work, pests, weeds, and diseases must be 
easy to find and identify on plant leaves. Most plant diseases have symptoms that can be seen, 
and plant pathologists now agree that infected plant leaves are the best way to find them. This 
is a good use for computer-aided diagnostic systems because diagnosing diseases manually 
(hands and eyes) takes a long time, and the effectiveness of diagnostic treatment depends on 
how well the pathologist does (intra-observer variability). Based on what we need right now, 
we need a model that doesn’t need much pre-processing and doesn’t need manual functional 
(feature) extraction. So, in this study, methods for identifying and classifying plant diseases 
from leaf images taken at different resolutions are described that are based on deep learning. 
Using Deep Convolutional Neural Network (DCNN) image analysis, the main goal of this 
research is to help tell the difference between healthy and unhealthy leaves. We have also 
come up with a new model called PlaNet. Its performance has been compared to that of other 
common CNN models. We did a lot of testing and verification on 18 well-known CNN mod-
els based on deep learning, including one ensemble model made up of the five best models. 
We did this on four different combinations of three well-known standard benchmark datasets. 
The suggested PlaNet model has been tested, and the results show that it works in a highly 
efficient manner. It has been found that, among all the testing experiments, the best aver-
age-wise performance achieved was up to 97.95% accuracy, 0.9752 AUC, 0.9686 F1-score, 
0.9707 sensitivity, 0.9576 precision, and 0.9456 specificity, respectively. So, the results of the 
tests show that the proposed system, which is based on deep learning, can classify different 
types of plant leaves quickly and accurately. When used alone or with other datasets (four 
different combinations of three datasets), the suggested model works very well. This shows 
that the proposed model is more flexible, general, and scalable than other approaches that are 
already in use. The fact that it must be able to accurately process a single image of a plant leaf 
in less than a second demonstrates its real-time capabilities.

Keywords Deep convolution neural networks · Deep learning · Ensemble model · Image 
classification · Leaf diseases identification · Transfer learning
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1 Introduction

Plants are an integral element of the ecosystem and are thus essential for human life [93]. 
They are valuable for food and medicine, as well as raw materials for industrial use. Main-
taining accurate plant species identification helps ensure the survival and prosperity of all 
of the flora and fauna. Recognition of plant types aids in Ayurveda and helps in identify-
ing the various functions and applications of plants. Botanists use the method of plant leaf 
classification known as they go about identifying species [67].The agricultural industry is 
the economic backbone of India [10]. The emergence of industrial agriculture has had a 
noticeable influence on our climate. The ecosystem has been quite badly impacted by the 
high promotion of cultivation. The high use of chemical products in pesticides and fertiliz-
ers, which impact life on earth and raise the amount of soil, water, and air contamination, 
given the practicesadopted means farmers are consciously or unknowingly influenced by 
improved efficiency [91]. Toxic chemical use has resulted in massive chemical buildup in 
the land, water, climate, animals, and human bodies. Unnatural fertilizers and pollutants are 
short-term solutions with long-term environmental consequences. It has resulted in a global 
fall in agriculture. This is an issue that practically every farmer in the world faces today [9].

The scientific study of plant diseases is known as phytopathology. In precision agri-
culture, disease detection using pictures of plant leaves is a crucial area of research [29]. 
Nonetheless, growing and cultivating crops may be susceptible to several illnesses. The 
disease’s symptoms and detection procedures are mostly discernible by observing infected 
plant leaves. When there are too many plant species and temperature fluctuations, plant 
diseases mutate and spread more rapidly, which may make them more hazardous. Observ-
ing plant disease spread by leaf appearance data is possible. Initially, farmers diagnosed 
these illnesses by observing the signs on plant leaves. To categorize these illnesses, human 
involvement may be required, either by analyzing the physical appearance of plants, i.e., 
the visual symptoms, or by conducting a laboratory examination. Manual identification is 
more difficult for a rookie or inexperienced farmer than for specialists dealing with plants 
[3]. For disease treatment, it is vital for a farmer to be aware of the disease status of their 
crop. By watching the leaves and symptoms, experts and seasoned farmers may spot a few 
types of plant problems with the naked eye. Additionally, the severity of the illness may 
be determined by practice and continuous monitoring. As crops and pathologies prolifer-
ate, farmers struggle to detect illnesses, prompting them to make wrong judgments and 
assumptions. Due to the diversity and quantity of crops and their psychopathological pests, 
even competent crop specialists and plant pathologists are sometimes prohibited from 
accurately identifying specific illnesses and are finally forced to rely on negative assump-
tions and recommendations [4]. To effectively identify plant diseases, the pathologist must 
have keen observational skills and the ability to appropriately interpret signals. The condi-
tion is undetectable, even by expert pathologists. For agronomists, the use of a sophisti-
cated and clever professional approach to analyze plant diseases is necessary information. 
On the other hand, using a model like the one described is a good way to help farmers who 
don’t know much about agriculture economics [47].

A computer-aided artificial intelligence-based automated system (or device) may be 
developed to help classify plant diseases by their presence and symptoms, which may be of 
great benefit to amateurs. This will prove to be a beneficial approach for farmers, as it will 
warn them when a disease epidemic is taking place [20]. More effective diagnosis of plant 
diseases is critical for sustainable agriculture and to avoid excessive wasting of financial 
and other capital. Plant diseases have a devastating effect on agricultural products and can 
lead directly to slow development, which can have a negative impact on returns. The planet 
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is expected to suffer an economic loss of up to $20 billion a year. Early identification of 
plant diseases may help mitigate these economic losses. Due to regional variations that 
can impede correct detection, complex environments are the most challenging obstacle for 
scientists. Moreover, orthodox approaches are primarily focused on professionals, consult-
ants, and manuals, but they are often pricey, time-intensive, and hard-to-detect. So, for the 
sake of industry and the environment, it is critical to respond quickly and consistently to 
plant diseases [42]. Plant diseases may be predicted utilizing computer vision and deep 
learning techniques, which can reduce (or minimize) their impact on crops. Changes in 
agricultural supply and quality have an effect on national economic losses. Because of this, 
it is important to find diseases in plants when they are still young [58, 63].

Early-stage diagnosis of any illness can address many problems. Identified plants or 
leaves can be extracted from or isolated from the field or handled. Picture analysis may be 
a solution to plant disease identification [70]. The method we propose here is to diagnose 
diseased plants by extracting properties from the deeper layers of their leaves using plant 
photographs. During the preparation and testing, images of diverse conditions and sizes 
are considered. This approach lets farmers detect diseased plants and alert them until they 
disperse over a wider region in the early stages of the disease. Picture processing and data 
analysis are advanced deep learning methods that effectively and theoretically generate 
results from information. Numerous attempts have been made to date to create techniques 
for addressing pest and disease concerns and preventing crop losses [7]. Although several 
strategies have been employed and established to manage plant diseases, early detection 
and correct diagnosis of illnesses are critical in resolving this problem and minimizing 
disease spread and crop loss. Despite this, illness identification continues to be difficult 
because of a lack of critical infrastructure and a proliferation of computational resources 
and information. Predicting and identifying illnesses early, monitoring plant health, and 
implementing management measures are crucial for sustainable agriculture [74]. It is an 
ongoing struggle for researchers to keep ahead of these pests and diseases and to continue 
battling and supplying farmers and the agricultural industry with the most advanced instru-
ments for plant disease control. Image recognition is used a lot more in plant disease detec-
tion and severity research now that computer systems have gotten better [86].

Innovations in artificial intelligence (AI) have paved the way for the development of 
faster and more accurate automated methods for illness diagnosis. A wide variety of dis-
orders are identified using AI technology. AI, image processing, and graphics processing 
units (GPU) innovations have broadened their agricultural uses [58]. In addition, it has 
been noticed that artificial intelligence and machine learning are being developed in numer-
ous agricultural domains, such as disease detection, soil tracking, weed management, bug 
diagnosis, crop analysis, drones, and weather forecasting. Agriculture and the food busi-
ness are negatively impacted by crop diseases. The majority of plant diseases show several 
obvious signs. In order to identify the features of any plant disease, the visual model must 
have keen observational abilities. Theoretically, machine vision-based techniques may 
facilitate the early detection of plant diseases. Image detection with deep learning is impor-
tant research because it could be used to keep an eye on huge fields of crops and find signs 
of disease on plant leaves in real time [70].

Serious leaf diseases have a devastating effect on plants and can result in total failure. 
Their condition is difficult todiagnose since it needs time and consistent monitoring. 
Due to the manual process, misdiagnosis rates are rather high. Numerous methods, such 
as preprocessing, the corresponding number of features, and recognition by machine 
learning algorithms, have been used in the development of recent computer vision 
techniques. Recent agricultural applications of data analytics include surveillance, 
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biometrics, medical imaging, and fruit categorization. Convolutional neural networks 
(CNN) are now regarded as the most effective tool for object identification and recogni-
tion, audio recognition, recommender systems, and natural language processing. The 
introduction of deep learning into the agricultural sector indicates the modernization of 
agriculture [7, 74]. The greatest advantage of deep learning is the framework it offers 
for testing on enormous datasets. Deep learning, a relatively new technique for picture 
identification and data analysis, aims to provide very promising outcomes. It may also 
be used for agricultural issues [62, 86]. We can create a machine to detect and identify 
plant ailments to increase productivity. In general, the leaves of plants serve as the first 
site of detection for the majority of plant illnesses, which may be diagnosed automati-
cally via the use of efficient image recognition systems [21, 95]. Early detection of plant 
diseases is essential for applying effective disease prevention strategies, plant growth 
management strategies, and disease control measures that prevent disease transmission 
[11, 44, 79]. Frameworks for the detection and categorization of plant diseases have 
been proposed. CNN is often used for identifying artifacts. Form, colour, and texture 
are the fundamental characteristics used to identify objects in photographs. However, 
the output of several features is superior to a single feature type. It has been shown 
that leaf colour may predict some types of illnesses. Various CNN models have been 
proposed for this specific purpose. Nonetheless, growing and cultivating crops may be 
susceptible to several illnesses. For disease treatment, it is vital for a farmer to be aware 
of the disease status of their crop. The authors of [25] say that mapping leaves with dif-
ferent types of automated detection has become more useful over time.

This article attempts to use a Deep CNN based model to solve plant leaf disease 
identification problems. Its main advantage is that it eliminates the need for the feature 
engineering process in image classification. Deep learning extends classical methods 
of machine learning by adding more complex models and hierarchical representations 
to the learning process. Transfer learning, implemented in this work, uses a set amount 
of training data and reduces it, thereby cutting down on training time and costs. In 
order to build the best CNN model using insufficient training data, image augmentation 
is required, which is also implemented in this work. This technique of image enhance-
ment will generate artificial images for training. In this research, in terms of novelty, 
we have provided two novel models. The first one is a lightweight CNN that was cre-
ated from scratch (PlaNet), and the second one is the vote-based ensemble model of 
five top performing models. Fine tuning and transfer learning have also been applied. 
We have evaluated the performance of our suggested ones with 16 pre-existing CNNs. 
Three openly accessible datasets are selected for validation of the suggested technique. 
Four tests were performed to validate the proposed models’ (s) adaptability, resilience, 
dataset-independent performance, and generality. Such a comprehensive multiclass 
experimentation procedure with such a large number of nets and three distinct bench-
mark datasets has rarely been achieved previously (typically, researchers perform one 
or two). Not only does our method require the least human input, but it also gives 
results in a fraction of a second that are better than those of traditional machine learn-
ing methods. The disease identification performance accuracy retrieved from this study 
indicates that deep CNN models are promising and may have a significant impact on 
disease identification efficiency, as well as potential for disease detection in real-time 
agricultural systems. Our recommended models acquire good performance on numer-
ous criteria and can be tested to be deployed in the agriculture industry to properly 
and rapidly identify plant health. They are incredibly helpful for human society and 
particularly for the farming sector.
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In short, the contributions are summarized as follows.

• We suggested a light-weighted deep learning network (PlaNet) for the automatic 
identification and categorization of plant leaf pictures, including illness. All mod-
els are trained via transfer learning, and the proposed model is compared to seven-
teen other cutting-edge deep learning models. The suggested CNN model does not 
require a complicated network structure of pre-trained models with a high number 
of hidden layers and parameters, and it has the benefits of less storage space and 
faster response while maintaining the same degree of accuracy as reported in the 
literature. According to a qualitative analysis of the data, the PlaNet model, which is 
non-destructive, automated, and quick with cheap computational costs, outperforms 
current approaches in terms of greater precision and improved classification accu-
racy. Thus, the suggested model proved effective for automated categorization.

• The performance of the suggested model has been thoroughly investigated using 
simulations. In totality 4 experiments are performed on the combinations of short-
listed datasets to identify the best performing, dataset independent (generalized), 
model. Extensive experiments are conducted using 3 benchmark publically availa-
ble well-accepted datasets including Plant Village dataset containing 54,306 images 
with 38 classes.

• In our research, we have used an ensemble of pre-trained deep learning models. The 
advantage is that our proposed and implemented combines the predictions of five best 
models and performs well, in terms of all efficiency measuring parameters, in chal-
lenging situations. In complex settings including several sick leaves, ensembling has 
reduced forecast variance and increased accuracy.

• This work uses deep learning to diagnose plant illnesses using leaf images. We pro-
pose a CNN model that learns plant category characteristics without human interac-
tion, removing the need for human feature development. Without agricultural expertise, 
biological data is extracted. Using deep models, this study enhances plant disease cat-
egorization. Deep learning models are better at categorizing [3]. Deep models can use 
unprocessed raw data. Deep models enable transfer learning by leveraging previously 
trained models on bigger datasets. To prevent overfitting, picture datasets were aug-
mented. Our research shows that deep learning improves image processing accuracy. 
Deep learning’s benefits are encouraging for smarter, more sustainable agriculture and 
food security. Farmers will be able to figure out what’s wrong with their crops by tak-
ing pictures of the sick leaves instead of relying on expensive expert opinions.

• Symptom identification and visualization: after the classification of the condition, the 
user is able to see the areas of the leaf image that are indicative of the ailment (Symp-
toms of disease). This kind of symptom visualization benefits beginner users by offer-
ing more information on the disease process. In addition, symptom visualization allows 
the user to estimate the disease’s spread to other plants.

The remaining paper is organized as follows: The extensive previews of literal works 
performed by other scholars are given in Sect. 2. Section 3 goes over the specifics and set-
tings of various models (including the proposed one) for multi-class classification of plant 
disease(s) images. Results, graphs, and thorough discussion are described and analyzed in 
Sect. 4. In Section 5, a comparison is shown between the proposed work and a few promi-
nent recently published relevant literatures. Section 6 is dedicated to the practical applica-
tion of the work and the conclusion. Finally, section  7 deals with the limitations of the 
study, and section 8 deals with future assignments.
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Table  1, presented below, depicts the abbreviations used in this paper and the corre-
sponding description. Table 2 presents the symbols used in the mathematical equations and 
their corresponding meaning.

2  Related works

Several researchers in this area have been working on a model to predict leaf disease in 
plants. In this section, wehave performed an in-depth literature review exploring some rel-
evant prominent studies published in last few years.

In Yang et al. [99], the authors suggested a model for classifying hyper spectral images 
based on tree diagram and logistic regressions, and the latter proved to be more reliable. 
Neural networks have been implemented in deep learning and artificial intelligence. In Babu 
et al. [8], author introduced and developed the ANN, back propagation paradigm for detect-
ing a broad variety of pests and diseases on leaves. Back Propagation algorithm was applied 
to measure the gradient descent values for ANNswhichare important for minimizing errors 
in the first place. In Sankaran et al. [73], the researchers studied most influential traditional 
methods of plant disease identification. Spectroscopic related, imaging-based, and volatile 
profiling-based methods of plant disease detection both are existing methods of plants dis-
ease detection. The comparison paper discusses the advantages and disadvantages of these 
two practices. Another strategy was suggested in the analysis of (Wetterich et al. [97]) to 
cope with citrus greening by integrating the features derived from the SVM model. This 
approach increased the correctness of the device and result in average accuracy of 85% 
and 92.8%. The writers of (Rumpf et al. [70]; Calderón et al. [14]) used smart classifiers to 
evaluate spectral images for detections of plant diseases. To boost classification in hyper-
spectral imaging, (Guo et al. [32]) suggested the use of the K-NN algorithm with a directed 
filter technique. The Disease-related characteristics of Tomato leaves induced by yellow leaf 
curl were subject. The SVM with different kernels and 200 photos of safe and unhealthy 
tomato leaves was subject. The model correctly identified 90% of the instances. Deep learn-
ing related applications are useful to the practitioners for automatic diagnosis. Research-
ers have not addressed all the plant disease issues as yet. Newer methods are expected in 

Table 1  Abbreviations Table

Abbreviation Description Abbreviation Description

AI Artificial Intelligence GPU Graphics Processing Unit
SVM Support Vector Machine A/CNN Artificial/Convolutional Neural 

Network
DCNN Deep Convolutional Neural Network AUC Area under the curve
ReLU Rectified linear activation unit PSO Particle swarm optimization
GA Genetic Algorithm VGG Visual Geometry Group
TP True Positive TN True Negative
FP False Positive FN False Negative
ROI Region of interest K-NN K nearest neighbours
C-GAN Conditional Generative Adversarial 

Network
DL Deep Learning

FT Fine Tuning TL Transfer Learning
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the field of performance. Author (Ferentinos [26]) merged CNNs with separate datasets to 
provide diagnosis for various plant diseases. For the identification mission, authors of (Lee 
et al. [53]; Grinblat et al. [31]) established a deep CNN approach on plant leaves for noisy 
photos. Deep learning was used to classify plants. This method was used to save tomato 
crop from diseases (Kamilaris and Prenafeta-Boldú [45]). The primary objective undertaken 
by [21] included forty separate researches that were extended to several agricultural prob-
lems. Batch normalization, dropout, and stochastic pooling are implemented to impact neu-
ral network to discriminate Multiple Sclerosis. The average classification accuracy achieved 
was 98.77%. In this study, a 13-layer neural network was built in (Zhang et al. [102]) and 
then it achieved a 93.25% rate of deep learning in the final experiment. CNNs may be used 
to identify multi-temporal crops of different elevations. This process was used in numerous 
crops such as maize. Using this form, the accuracy achieved was 85.54%. The proposed data 
model was implemented utilizing k-Nearest Neighbors, Decision Trees, SVM, and DCNN. 
This segment deals with the conceptual modeling analysis model and evaluation dataset.

Feature extraction is important in ML and model identification based on its popular uses, 
including entity classification, medical imaging and agriculture (Mittal et  al. [56]; Mittal 
et al. [57]). A variety of methods to the diagnosis of the disease from the database are out-
lined in the literature. Plants Village (Mohanty et al. [58]), made up of thousands of pho-
tos, is the popular publicly accessible leaflet dataset. Extraction of color characteristics from 
multiple color areas is of significant significance in plant disease identification. The model 
CNN for the identification of tomato-leaf disease was proposed by Brahimi et al. [13]. They 
also used pre-trained CNN templates from AlexNet and GoogleNetImageNets and chosen 
tomato datasets are qualified in fine tuning. For a final classification, the extracted features 
are transferred to SVM. The best results and milestones were 99.86% and 99.18%.Moth-
flame is a different form of disease detection. In (Hassanien et al. [35]), the authors picked 
most durable features utilizing moth-flame fitness function. In the next stage, the SVM is 
used as classificator and the input is robustly chosen. Benchmark datasets for testing this 
method are collected from the UCI learning data warehouse. Performing comparisons to 
PSO and GA demonstrate a better output of the mentioned moth-flame approach. A deep 
learning predictor for identification of tomatoes and pest attacks was introduced by Fuentes 

Table 2  Symbols and meaning Table

Symbol Meaning Symbol Meaning

Fj Features Map Fj − 1 Convolution feature of the previous Layer
F0 Original Image Wi Weight of the ith Layer
bi Offset vector of the ith layer χ(.) rectified linear unit (ReLu) function
down − sampling(.) downsampling ym−1

n
feature vector in the previous layer

s Pooling layer soft max (.) Softmax function
Conv

m
i

Output of the convolved layer Bias
m

i
bias matrix with the ith iterative region 

of operation
w Convolved window Cm

i
Iterated convolved window

windowsize
(m−1)

i,j
Window sized ∂ Standard deviation

B batch y′
i

output
Diamentionoutput output dimension y Input instance
yh Height of the input instance yd Color channel dimension of the input 

instance
yw Width of the input instance
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et al. [27] in real time. Faster RCNN, FCN and multi-box single shot detectors were used. 
For deep function extraction, authors concatenate along VGG and ResNet. The data anno-
tation and improve methodology have both been implemented to enhance the accuracy of 
identification. They established a data collection of pest and tomato diseases for laboratory 
research, which achieved more than 80% accuracy. Deep Network Refinement Filter Bank 
developed in Fuentes et  al. [28] for the identification of tomato and other diseases. This 
method (Khan et al. [49]) comprises of three core measures, namely identifying the septic 
zone and identifying a wrong positive sample type. In the same paper techniques for the 
identification and recognition of fruit diseases, a correlation coefficient and a profound func-
tion extraction were developed. For the extraction of functionality, pre-trained deep mod-
els, such as AlexNet and VGG19 were used. Mohanty et al. [58] revealed a groundbreak-
ing diagnostic system of smartphone-assisted plant leaf diseases. The datasets were made 
available and included 53,306 pictures of both good and poor groups in total. In their study 
authors Brahimi et  al. [13], used HSI and colour rooms to prepare segmented rooms. In 
recent years, ML and DL are employed to identify and segment pictures.

Wang et  al. [96] have demonstrated the use of pre-trained models VGG16, VGG19, 
ResNet50 and Inception-V3 to identify various varieties of Apple. They proved that test 
accuracy increased from around 87% to 93% due to transfer learning. Ma et al. [54] utilized 
a CNN model with three convolution layers to classify four distinct infections of cucumber 
pictures and got a classification accuracy of 93.4%. SVM and Random Forest were also uti-
lized by researchers to classify infection, with accuracy rates of 81.9% and 84.8%, respec-
tively. Zhang et al. [103] has used global pooling dilated CNN to compute94.65% accuracy 
in classifying the diseases of cucumber plants. The data rises to around 30,000 measure-
ments. A new weighted count-based segmentation approach based on chi-square test and 
threshold value has been defined by Sharif et al. [75] Principal Component Analysis (PCA) 
was used to pick the three colour channels adaptively from red, green, blue, and hue range. 
Camargo and Smith [15] have established a method of segmenting diseased sections of 
banana leaflets using the Histogram of Intensities. Instead of the standard method of choos-
ing the minima points of the local plateaus as the cut of the local maximums are placed 
and used to assess the cut of each plateau using its location in the histogram. Hamuda et al. 
[33] also addressed the different strategies of the plant segmentation. They discussed that 
the major pre-processing criteria must be fulfilled before conducting the image segmenta-
tion. Segmentation can be done with colour or using particularly red index. Arribas et al. 
[6] have developed an RGB dependent segmentation algorithm for sunflower crops. This 
seeds are quickly divided using pixels whose colours are green and black. Khan et al. [50] 
describe a novel classification of cucumber plant diseases. In this article, the writers have 
suggested a five-step method for features extraction and segmentation. Nevertheless, they 
have not provided any evidence that show the precise severity of the disorder. It is seen that 
this model achieves high accuracy, but due to the complexities of the design, it is compu-
tationally too intense to use. Rumpfet al. [70] also determined that there are three forms of 
diseases that can be extracted from sugar beet leaf. Mokhtar et al. [59] have also used SVM 
to identify two forms of tomato herbal diseases to ensure that 92% of the diseases are cor-
rect. In the method of detection of three diseases in wheat leaves, Johannes et al. [43] used 
the Naive Bayes strategy. Authors have tested other strategies in ML in (Yang & Guo [98]), 
which offer a summary of the machine-learning method, including Naive Bayes classi-
fier, Support Vector Machine (SVM), K-means clustering, articulating ANN and Decision 
Trees. The researchers used computer training to classify plant pathogens (disease-causing 
bacteria) genes. Several scientists have recently suggested that deep learning is a safer way 
of achieving high precision in detecting plant diseases (Rangarajan et al. [69]; Ferentinos 
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[26]). Researchers have commonly used transfer learning in pre-trained models in other 
fields and recorded successful results in classical disease identification.

The most popular form of DL for image data processing is CNN. Mohanty et al. [58] 
have applied common CNN models such as AlexNet (Krizhevsky et al. [52]) and Goog-
leNet (Szegedy et al. [87]) in plant class and disease prediction in PlantVillage data collec-
tion (Yang &Guo [98]) photos. For plant classification and disease from 58 distinct crop 
and disease groups, Ferentinos [26] demonstrated the usage of pretrained models Alexnet 
and VGG. Authors using PlantVillage with other photos, registered a 99.53% accuracy 
with a pre-trained model of the VGG. In Zhang et al. [101], TL has been used in defin-
ing 9 forms of maize leaf disease using GoogleNet. Rangarajan et al. [69] who employed 
AlexNet and VGG16 to train and identify photos of tomato plant diseases from PlantVil-
lage datasets are also documenting the usage of transference learning. They revealed that 
AlexNet provides around 97.29% accuracy and the estimate of VGG16 on 373 test images 
per class is about 97.49%.In (Fuentes et al. [27])authors proposed to classify the disease 
and bounding box of the disordered portion of the tomato-leaves photos a region-based 
CNN(R-CNN) and region-based FCN(R-FCN). The diseased portion have been manually 
annotated and the pre-trained VGG and ResNet(He at al. [36]) models used for their CNN 
prototypes to stop over-timing for any specific class. 83.06% was the highest mean accu-
racy for R-CNN and for R-FCN received 85.98%.The majorities of practitioners focusing 
on recognizing plants have utilized previously qualified models of other fields and have 
extended transition education for their unique tasks. Many scholars have concurrently 
attempted to classify several plant diseases (Rangarajan et al. [69]). It should however be 
remembered that pre-trained models for scenarios of classes have been created. The num-
ber of groups of plant diseases is limited, and overcrowding is the usage of these broad 
models. Although there have been several attempts to establish low order CNN models for 
recognizing plant diseases(Wang et al. [96]; Khamparia et al. [48]; Hu et al. [38]).Kham-
paria et al. [48] suggested a small model with two layers of convolution; checked with a 
precision of 93.7% in five epochs on 10 disease groups of mixed crops. In 4 Tea Leaf Dis-
ease groups of fundamental data raise, Hu et al. [38] have also built the CNN model from 
scratch and recorded 92.5% accuracy.

Plants are the main energy source, Cseke et al. [22], and play an important role in 
the resolution of global warming. Diseases threaten the lives of this important source of 
food, Strange and Scott [82]. Pomegranate disease detection and classification research 
was performed by the researchers, Pawar and Jadhav [66]. In this paper researchers dis-
cussed that it has been possible to classify different plant conditions in plants by using 
leaf pictures. Patterns which are noticeable and observable were collected and analyzed 
in determining a plant disease. Islam et al. [40] suggested picture segmentation study 
and the Multi-class SVM to diagnose potato disease. Authors began to use hybrid image 
processing and ML strategies to assess illness of leaf pictures. A classification method 
and a support vector machine assess the accuracy of 95% over 300 pictures. Majumdar 
et al. [55] provided an important way in which the picture of a wheat leaf disease can 
be studied. FCM is used on data points for the functionalities chosen from wheat leaves 
pictures. The first step was the amount of clusters to divide the input images into good 
and diseased pictures. Leaf marked as ill was split into four groups, which cope with 
the likelihood of 4 diseases arising with FCM. In this point, the number of clusters 
has been increased to four. The writers have proposed to pick a feature set dependent 
on interclass variance and intraclass variance. Singh and Misra [77] investigated many 
strategies for sunflower leaf disease classification. The findings of work on the different 
sunflower plant clustering and distinguishing strategies for diseases is discussed. In the 
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segmentation process of the sheet pictures, a particle swarm optimization algorithm was 
used. In Agarwal et al. [2], Grape Leaf Multi-Class SVM has been observed and graded. 
SVM was proposed in the binary classification strategy for the multi-class situation with 
easy manipulation. Research was carried out through the acquisition of RGB features 
translated into LAB. HSI picture reiterated that when the backdrop light was changed, 
the color had not changed. The properties of the HSI picture have also now been applied 
to the database. Gokulnath and Devi [30] proposed an effective loss-fused CNN model 
to identify the plants diseases. In (Tiwariet al. [92]), a DL-based approach was proposed 
for the plant infection recognition and categorization from leave images captured in dif-
ferent resolutions. Dense CNN architecture was trained on a large plant leaves image 
dataset. The aim of this published study (Tiwari [91]) was to compare the performances 
of Deep Neural Network (DNN) and Deep CNN on public leaf database. In the case of 
DNN, hybrid form and texture features were used as hand-crafted features, while non-
handcrafted features were used for classification in the case of convolution. The simula-
tion results confirm that the deep CNN-based deep learning architecture outperforms 
the handcrafted feature-based solution in terms of classification accuracy.

This paper introduces a DL-based method for recognizing and categorization of 
plant diseases from leaf images (Tiwari et  al. [93]). For this investigation, a broad 
image collection of plant leaves, including 12 distinct species and 22 distinct cate-
gories, was utilized. Multiple intra-class and inter-class modifications to the training 
dataset make training a deep learning model more complicated and challenging. An 
exhaustive analysis of several deep neural networks with varying optimizers and learn-
ing rates was conducted. The recommended method had an average cross-validation 
accuracy of 98.68% and an average test accuracy of 97.72%. In Sujatha et al. [83] the 
accuracy of disease categorization gained through testing is rather remarkable, since 
DL techniques surpass ML methods in disease identification as follows: SGD-86.5% 
versus SVM-87% versus VGG-19–87.4% versus Inception-v3–89% versus VGG-
16–89.5%.In this paper, practitioners (Abbas et al. [1]) presented a deep learning-based 
solution for tomato disease diagnostics that leverages the C-GAN to generate synthetic 
images of tomato plant leaves for data enhancement. The proposed data augmenta-
tion approach boosts the network’s generalizability. Then, using TL, a DenseNet121 
model was skilled on unreal and real data to categorize tomato leaf images into ten dis-
ease classes. The recommended method classified tomato leaf images into five, seven, 
and ten classes with 99.51%, 98.65%, and 97.11% accuracy, respectively. Several aca-
demics are merging computer vision and nature inspired approaches to automate the 
uncovering of plant diseases based on photographs of leaf surfaces. This study summa-
rizes numerous aspects of this type of research, as well as their advantages and disad-
vantages (Vishnoi et al. [94]). Common infections and the research landscape at vari-
ous levels of such detection systems are examined. Examining contemporary feature 
extraction strategies in an effort to identify those that appear to perform well across 
several crop kinds. This article presents an overview of various research initiatives 
that utilize computer vision and machine learning approaches to automate plant dis-
ease categorization and detection systems. The study examines a variety of appropriate 
techniques for image collection, preprocessing, lesion segmentation, feature extraction, 
and eventually classifiers. Several challenges that arose during the module’s feature 
extraction have also been described. Nagaraju et  al. [64] presented a more effective 
method for supplying a sufficient number of training images to a CNN model in order 
to address overfitting and classification issues. Two learning strategies are presented 
to overcome the problem of constrained datasets and CNN model overfitting during 
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classification: image preprocessing and transformation algorithm (IPTA) and image 
masking and REC-based hybrid segmentation algorithm (IMHSA). Subsequently, the 
histogram threshold method was utilized to generate all of the possible regions for sub-
dividing the diseased leaf into identical portions. In order to evaluate the efficacy of the 
IPTA method, a novel CNN model was also given. The model is trained on two inde-
pendent datasets, one before the IPTA application and one after. They justify that the 
validation accuracy was 65% prior to the use of IPTA. The proposed model achieved 
73% validation accuracy using IPTA, thereby eliminating the overfitting problem. In 
this paper, Mukhopadhyay et  al. [61] suggested a new technique for automatically 
diagnosing tea leaf diseases based on image processing technology. Picture clustering 
based on the Non-dominated Sorting Genetic Algorithm (NSGA-II) is presented for 
finding disease spots in tea leaves. Then, PCA and multi-class SVM were used on tea 
leaves to minimize feature size and identify disease, respectively. The results indicate 
that the recommended algorithm detects the type of disease present in tea leaves with 
an average accuracy of 83%. This study examined five different diseases of tea leaves. 
DCNN models are used in this paper (Hassan et al. [34]) to identify and diagnose plant 
diseases based on their leaves, as CNNs have generated exceptional results in the field 
of machine vision. This study’s authors replaced conventional convolution with depth-
separable convolution, which reduces the number of parameters and the calculation 
cost. The models were trained using a publicly available dataset containing 14 unique 
plant species, 38 discrete disease classifications, and healthy plant leaves. The high-
est accuracy through various CNNs was measured to be 99.56%.Using the optimized 
parameters, the MobileNetV2 architecture was also compatible with mobile devices.

This technique (Bansal et al., [10]) employs a pre-trained ensemble of three CNNs to 
classify apple tree leaves into one of four categories. The proposed model gained has a 
96.25% accuracy rate. The anticipated approach can identify various diseases on leaves 
with an accuracy rate of 90%.This work presents a computer vision method for segmen-
tation and classification of leaf diseases in order to describe the necessity and automate 
the disease diagnosis system (Chouhan et  al. [20]). For disease area segmentation, a 
hybrid neural network paired with super pixel clustering is proposed. Various algorithms 
are utilized to analyse colour, shape, and texture characteristics. Jatrophacurcas L. and 
Pongamiapinnata L. were used as biofuel plants. In conclusion, seven distinct machine 
learning techniques were utilized to classify the pictures into three groups. This study by 
Jinag et al. [42] collects and enhances 40 photographs of each leaf disease, focusing on 
three types of rice leaf diseases and two types of wheat leaf diseases. The implemented 
work constructed the VGG16 model and then applied TL. The model has a 97.22% accu-
racy for rice leaf illnesses and a 98.75% accuracy for wheat leaf infections. In compara-
tive research, this technique outperforms the single-task model, the reuse-model method 
in TL, the ResNet50 model, and the DenseNet121 model. The results of the experiments 
show that the enhanced VGG16 model and multi-task TL technique can both find dis-
eases on rice and wheat leaves at the same time.

Sun et al. [85] offered a CNN model for real-time detection of apple leaf diseases on 
mobile devices. Using data augmentation and data annotation tools, AppleDisease5, a 
collection of apple leaf diseases consisting of basic backdrop shots and complex back-
ground images, is initially developed. Then, by rebuilding the common 33 convolution, 
a core module known as the MEAN block (Mobile End AppleNet block) is created to 
enhance exposure speed and lessen model dimension. Meanwhile, the Apple-Inception 
module is constructed by utilizing GoogleNet’s Inception module and substituting each 
of Inception’s 33 convolution kernels with MEAN blocks. Using the MEAN block and 
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the Apple-Inception module, a novel model for detecting apple leaf diseases, MEAN-
SSD (Mobile End AppleNet based SSD algorithm), was compiled. In this work, the CNN 
model was constructed and trained using a very small dataset with a significant class 
imbalance (Sambasivam et al. [72]). They were able to obtain promising results for cas-
sava mosaic and other cassava diseases detection by training CNNs from scratch on an 
imbalanced dataset. Class weight, focus loss, SMOTE, and various image dimensions 
were employed, with the input vector shape (448, 448, 3) yielding the best results. Com-
puter vision-based monitoring is crucial for developing field guava plants. Mostafa et al. 
[60] identify various guava plant species by employing a DCNN-based data augmenta-
tion strategy based on color-histogram equalization and the unsharp masking procedure. 
To increase the number of changed plant photographs, nine out of 360 perspectives were 
utilized. The suggested study applies five neural network topologies to identify various 
guava plant species. ResNet-101 produced the mainly precise categorization outcome, 
with 97.74% accuracy, according to the test data. Tabular summary of few studies is also 
shown using Table 3.

3  Materials and models

In this section, we have a presented a thorough discussion on subject datasets and models 
implemented, including proposed one.

3.1  Dataset description

Three datasets of infected and healthy plant leaf images are gathered from kaggle and other 
resources. These datasets are freely available to the public and widely accepted by the 
research community. The details are provided in the below Tables 4 and 5. Moreover, we 
have combined the second and third datasets to create a customized fourth dataset in which 
the number of classes is 30 and the count of images is equivalent to the sum of images in 
the second and third datasets, respectively. The first dataset selected for the subject is the 
plant village dataset, which is a multinational general database used to research algorithms 
for investigating plant diseases using DL. To assess the proposed approach’s performance, 
we conducted several experiments on this large database of plants and their diseases. The 
PlantVillage database contains a massive 54,306 photos of farm leaves; the collection com-
prises 38 distinct classes of 14 different plant species, each having healthy and diseased 
leaf pictures. All samples were obtained in a laboratory setting [58]. The Plantvillage data-
base was used to download the 38 classes of images database, which included apples, pota-
toes, grapes, tomatoes, and maize. This dataset consists of RGB images of healthy and dis-
eased crop leaves, which belongs to 38 diverse classes. Sample images of all datasets are 
shown below (refer to Fig. 1a, b and c). The second and third dataset sare obtained from 
the Kaggle website, the active link for which is listed in Table 4 below (last access: Janu-
ary 1, 2022). We then resized each image to 224 × 224 pixels for the next executing steps 
in the pipeline of the DL system. Then, when we did data augmentation, we used different 
flips like zoom, rescale, and rotation, because more images will help us train with the data 
we have, and at the same time, each class must have an equal number of images. The histo-
gram equalization process is also employed to improve the quality of the pictures.
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https://github.com/spMohanty/PlantVillage-Dataset/tree/master/raw
https://www.kaggle.com/emmarex/plantdisease
https://www.kaggle.com/vbookshelf/v2-plant-seedlings-dataset
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3.2  Models Implemented

Over the last several years, CNN has made great gains in entity identification and image 
categorization. Image categorizations tasks have traditionally depended on hand-engi-
neered features such as SIFT, HoG, SURF, and others, followed by the application of a 
learning algorithm in these feature spaces. As a result, the effectiveness of these strategies 
was deeply reliant on the primary established qualities. Feature engineering is a hard and 
lengthy method that must be redone if the problem or the associated dataset changes sig-
nificantly. This problem exists in all conventional attempts to diagnose plant diseases using 
computer vision since they rely mostly on hand-engineered features, picture augmentation 
techniques, and a number of other difficult and time-consuming procedures. Furthermore, 
conventional machine learning-based disease classification algorithms focus on a less 
amount of categories, which are frequently contained within a single crop.

DL models are the most often utilized architecture because they can learn significant 
attributes from input pictures at several convolutional layers. With high classification 
accuracy and a low mistake rate, DL can tackle difficult problems fast and efficiently. 
The DL model is composed of numerous parts (an input layer, convolution layer, max 
pooling, average pooling, activation functions, fully connected layers, and a softmax 

Apple_Scab Apple_Black_Rot Apple_Cedar_Apple_rust

Corn(maize)_Cercospora_
leaf_spotGray_leaf_spot

Corn(maize)_Common_Rust Corn(maize)_Northern
_Leaf_Blight

Grap_Black_Rot Grap_Esca_Black_Measles Grap_Leaf_blight(Isariopsis
_Leaf_Spot)

(a)

Fig. 1  a Sample images of leaves from Dataset #1 b Sample images of leaves from Dataset #2 c Sample 
images of leaves from Dataset #3
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layer). CNN is a kind of neural network that utilizes fewer artificial neurons than typical 
feed-forward neural networks and is especially good at image recognition. The structure 
of CNN is normally made up of four main types of layers. Convolutional, activation, 
pooling, and fully linked layers comprise a CNN. Deep CNNs have excelled in text and 
non-text classification, person identification, picture classification, and ear recognition, 
among other tasks. In this situation, predictions are made on instances that do not origi-
nate from the same distribution as the training data. Deep learning and transfer learn-
ing, together with GPU improvements, have resulted in a robust plant disease classifica-
tion and identification tool [26]. Plant diseases are now classified and identified using 
a deep learning technique. The excellent findings produced with this technique conceal 
a number of difficulties that are seldom investigated in comparable trials. This article 
looks at the main factors that affect how deep neural networks used in plant pathology 
are made and how well they work.

Our method, which is based on end-to-end supervised training with the DCNN archi-
tecture, outperforms existing techniques using hand-crafted features in typical benchmarks 
by a wide margin. The absence of a labor-intensive step of feature creation, as well as its 
generalizability, makes the proposed technique an especially intriguing choice for a practi-
cal and scalable approach to computer inference of plant diseases. We used the DCNN 
architecture to train a model on shots of plant leaves to identify crop species as well as 
the presence and kind of illness on images the computer had never seen before. The great 

Pepper_Bell_Bacterial_Spot Potato_early_blight Potato_late_blight

Tomato_Bacterial_Spot Tomato_Early_Blight Tomato_Late_Blight

Tomato_Leaf_Mold Tomato_Septoria_leaf_Spot Tomato_Spider_Mites

(b)

Fig. 1  (continued)
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precision of the PlantVillage collection of 54,306 images enabled us to achieve this aim. 
Thus, without any feature engineering, the model appropriately categorizes crops and ill-
nesses into 38 distinct dataset 1 groupings (PlantVillage dataset of 54,306 pictures). With 
datasets 2 and 3, the same great results and performance were found in the last three runs.

Transfer learning (TL) is the process of applying a previously trained network to a new 
problem. TL is widely used in DL because it enables a network to be trained with less 
input and more accuracy. A computer utilizes information from past work to increase the 
generality of a second in transfer learning. During transfer learning, the last few layers of 
the trained network are changed with new layers, such as a wholly connected layer and a 
softmax classification layer with the number of classes. Transfer learning, which requires 
just a few layers of pre-trained neural networks to be adapted to incoming input, has con-
siderably decreased the demand for large datasets. Transfer learning is used to handle deep 
learning, which needs a large number of training instances. The pre-training model devel-
oped by training on a big data set may be used to train the model on a small data set, 
reducing the training time needed for deep learning substantially. FT is a kind of TL that 
maintains the starting parameters of the model’s feature extraction layer [80]. TL is the 
process through which knowledge learned from training in one kind of topic is used to 
training in other related activities or domains. Given a source domain Ds and a source 
task Ts, and a target domain Dt and a learning task Tt, the goal of transfer learning is to 
improve the performance of the predictive function fT () for the learning task Tt by discov-
ering and transferring latent knowledge from Ds and Ts, where Ds ≠ Dt or Ts ≠ Tt. Deep 

Black_grass Charlock Cleavers

Common Wheat Fat Hen Loose Silky-bent

Maize Scentless Mayweed Sugar beet

(c)

Fig. 1  (continued)
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learning methods require a large quantity of labelled data to train models, but obtaining 
a large annotated dataset in a domain is unquestionably difficult. As a result, the transfer 
learning strategy has become the industry standard and is utilized in real-world applica-
tions such as solutions that employ a network that has already been trained on the big Ima-
geNet dataset and simply uses the target dataset to determine the parameters of additional 
extended layers. The major steps of the transfer learning approach can be (1) Determine the 
primary network, (2) Create a completely new neural network, and (3) Model creation or 
improvement(They are frequently trained by minimizing prediction loss).

Convolutional Layers Let Fj represent the feature map of the j − th layer in CNN, then the 
Fj can be generated as follows:

Pooling Layers The m − th pooling layer,the output feature on the n − th local receptive 
field can be calculated in Eq.(2)

Fully Connected Layer Softmax function is written by

Where k represents the dimension of the p vector.

Convolutional Layer The convolutional operation is summarized in the following 
equation.

Batch Normalization Batch normalization is a normalization in which a batch of input 
data is normalized and it can be written as in equation

Pooling Layer The pooling value is calculated as in Equation.

Diamentionoutput is the notation for output dimension after performing pooling.
We implemented 16 well-known (excluding ensemble and proposed) popular and effi-

cient CNN models to evaluate their performance when solving multi-class classification 
problems. We have also implemented one ensemble model (of fivebest performing models 
on the same problem), and to the best of our knowledge, we are the first to implement an 
ensemble model for the classification of plant leaf diseases. Along with this, we proposed 
and implemented a new CNN model “PlaNet”, which is detailed in the following section. 
The names of implemented models are VGG-16 (Sukegawa et al. [84]), VGG-19 (Simonyan 
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and Zisserman, [76]), MobileNet (Howard et al. [37]), InceptionResNetV2 (Szegedy et al. 
[88]), InceptionV3 (Szegedy et al. [88]), EfficientNetB5 (Tan and Le, [89]), ResNet50V2 
(Rahimzadeh & Attar, [68]), Xception (Chollet [19]; Simonyan and Zisserman [76]), Effi-
cientNetB4 (Tan and Le, [89]), EfficientNetB6 (Tan and Le, [89]), Self Made-ensemble deep 
transfer learning model (VGG16+ InceptionResNet-V2 + EfficientNetB5+ EfficientNetB4+ 
EfficientNetB3) (Singh et al. [78]), DenseNet169 (Huang et al. [39]), EfficientNetB2 (Tan 
and Le, [89]), ResNet-101 (Ardakani et al. [5]), NASNetLarge (Zoph et al. [104]), Efficent-
NetB7 (Tan and Le, [89]) and EfficientNetB3 (Tan and Le, [89]).

To suit the models and permit speedier transfer, all photographs are shrunk to a set 
dimension of 224 × 224 pixels. Following picture scaling, image preprocessing is con-
ducted to blacken the shorter sides of the images, if any, so that they are the same propor-
tion, maintaining the information of the original photos and preventing visual distortion. 
Augmented data covers a variety of perspectives in order to provide more real-time data 
visualization and big data usage for deep learning; additionally, data augmentation is used 
to simulate interference in real-world situations and enlarge the data, which is critical dur-
ing the model’s training stage. To enrich our dataset and develop a more robust and general 
model, the suggested model employs picture augmentation methods such as random rota-
tion, flipping, and scale shift; horizontal and vertical mirroring; sharpening; brightness and 
contrast adjustment; and others. Unsharp masking and the histogram equalization approach 
were used to sharpen the ROI and eliminate any existing noise in the enhanced data. To 
the best of our knowledge, the strategies suggested in this paper are novel and have the 
potential to considerably improve model performance by providing a more comprehensive 
training dataset. The final supplemented and upgraded data was put into a number of fine-
tuned cutting-edge classification models, as well as the recommended ones. The suggested 
leaf disease detection models (PlaNet and Ensemble) are conceived and constructed on the 
concepts of easy operation, powerful real-time performance, low cost, and energetic pro-
motion. These are end-to-end DL models that can automatically find distinguishing charac-
teristics of leaf diseases (Figs. 2 and 3).

Transfer learning in deep learning is the use of neural network models that have already 
been trained to solve new problems or tasks. Transfer learning lets us improve the perfor-
mance of a new model without having to train it from scratch. Instead, we can use what 
we learned from a model that was already trained on a similar task or domain. Transfer 
learning works by adapting a model that has already been trained for a different task. We 
freeze the weights of the pre-trained model for the new task without destroying the valua-
ble knowledge that the pre-trained model has already learned. Transfer learning can be par-
ticularly useful in situations where we have limited data for a new task but a large amount 
of data is available for a related task. In this case, we can use a pre-trained model that has 
been trained on the related task to improve the performance of the new model.

Fig. 2  Architecture of the CNN model
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Utilizing predictions from several deep learning classifiers has the drawback of a sig-
nificant degree of variance. Because each classifier is trained separately with different data 
in each epoch, each classifier changes its weight on its own and comes up with different 
results for the same image. Incorporating the predictions of all classifiers into some kind 
of integration is a simple solution to the aforementioned issue. This will reduce variance, 
and the ensemble model will generalize more effectively than the individual models. The 
ensemble approach utilized in this work is based on voting, and the final prediction incor-
porates the contribution of each classifier. This motivates us to present and implement an 
ensemble model in this study. We also proposed an ensemble deep transfer learning model 
(VGG16+ InceptionResNet-V2 + EfficientNetB5+ EfficientNetB4+ EfficientNetB3), as 
shown in Fig.  4, where these models performed differently during the categorization of 
comparable types of issues. Aside from that, there is a reason why these five models were 
selected to form this ensemble model. We began by training and testing all of the mod-
els that had been shortlisted. Then, depending on their performance, we selected the top 

Fig. 3  Basic implementation of the Transfer Learning process

Fig. 4  Detailed representation of the implemented ensemble deep transfer learning model
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five models to form an ensemble. We integrated all of the models and then applied two 
thick layers of 512 units each with a ReLU activation function. We then used a thick layer 
with a value of 38. We used the Softmax activation algorithm for this layer, and then we 
constructed the model. We trained one of the top models, calculated its weights, and then 
applied those weights to another model. We produced weights from another model and uti-
lized those weights in another model. By doing so, we ultimately arrive at the conclusion 
that while in between; performance may suffer, passing those weights of the best model 
aids in sharpening slopes and increasing accuracy. We trained the model on a batch size of 
16, utilizing Nadam as the optimizer for each step.

3.2.1  Proposed model

Even though many of the available methods (based on image processing or unsupervised 
learning) are great for figuring out how a disease is spreading in an area and figuring out 
where it is spreading, they aren’t good at finding early signs because they need the illness 
to be in its later stages in order to see it in the image. Also, handcrafted feature-based 
algorithms produce accurate classification results, even though they have some problems, 
like the need for a lot of pre-processing and a long method. Nevertheless, the handcrafted-
based approach limits feature extraction, and the resulting features may not be sufficient 
for effective identification, lowering accuracy. Deep learning, a family of machine learn-
ing algorithms, can tackle this difficulty, and various convolutions are performed in the 
Deep CNN’s multiple layers [80]. They generate a variety of representations of the train-
ing outcomes, beginning with the most basic in the initial major layers and advancing to 
more complicated representations in the deeper layers. Firstly, the convolutional layers 
function as feature extractors on the training data, which is then decreased in dimension 
by the pooling layers. Convolutional layers synthesize extra discriminative features from 
a range of lower level features. The convolutional layers also serve as the foundation for 
the deep CNN. Feature architecture is a critical component of deep learning and repre-
sents a significant advancement over previous approaches to machine learning. Figure 5 
depicts the suggested model’s contributions to the various layers. The spatial component 

Fig. 5  Layered architecture of the proposed model (Built from Scratch)
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of downsampling is performed by the pooling layer. It suggests lowering the amount of 
requirements. The suggested model’s pooling layer was built utilizing the max pooling 
technique. Max pooling outperforms average pooling in the proposed deep CNN model, 
PlaNet. Another essential layer is dropout, which refers to the process of removing indi-
viduals from a network. It is a regularization approach for reducing overfitting. Ultimately, 
the thick layer classifies the data received from the convolutional and pooling layers.

A deep CNN will gradually extract higher level features from input images by using 
numerous layers in a model. As the proposed model, we created a 13-layer deep model 
PlaNet. This model consists mostly of three convolution layers, three Max Pooling layers, 
three dropouts, and two thick layers. Convolutional layers considerably improve the model’s 
representational capability. Each convolution layer has strides of 3 × 3, with 32, 64, and 128 
filters, respectively, whereas the MaxPooling layer has strides of 2 × 2 (refer to Fig. 5). The 
model consists of one batch normalization layer that normalizes the data, three Conv2D lay-
ers (the first with 32 filters, the second with 64 filters, and the third with 128 filters), three 
MaxPooling layers, and three Dropout layers with values of 0.3, 0.2, and 0.15, respectively. 
After that, we flattened the layer for full connectivity and then applied a dense layer with 
256 neurons and an output dense layer with 38 neurons as our output classes.

The convolution layer makes a convolution kernel, which is then combined with the 
layer’s input to make a tensor of outputs. Using a filter on an input to create activation is a 
simple way to do convolution. When the same filter is used on an object more than once, 
a “feature map” is made. This map shows where and how strong a detected feature is in an 
input, like a image. The suggested model contains three convolutional layers, C1, C2, and 
C3, with strides of 3 × 3, with C1 having 32 filters, C2 having 64 filters, and C3 having 128 
filters. Each convolution layer has a ‘ReLU’ activation function. As the number of convo-
lutional layers increases, so does the number of training parameters. PlaNet uses pooling 
layers to address this issue. The pooling layer reduces the total performance of the convo-
lutional layer while keeping the image’s features. Pooling layers enable down sampling of 
feature maps by enumerating the features present in patches of the feature map. Max pool-
ing is used in the network, with strides of 2 × 2.

The neurons of a network layer connect the layers completely (densely). Each neuron in 
a layer receives feedback from all neurons in the preceding layer, suggesting that they are 
closely coupled. The dense layer is a completely interconnected layer, which means that 
every neuron in one layer is coupled to a neuron in the next one. The PlaNet features two 
dense layers, one with a 256-unit ‘ReLU’ activation function and another with a 38-unit 
‘Softmax’ activation function. The activation functions ReLU and Softmax are used in 
the model’s convolutional and fully connected layers in this work. The ReLU function can 
learn the parameters of a rectifier in an adaptive manner. The SoftMax function is used to 
convert CNN output into a probability distribution. To compute the difference between the 
prediction result and the label of the input samples, an average cross entropy loss function 
is used. The Adam algorithm is used to improve the loss function. ReLU is an activation 
unit that works in conjunction with other activation units such as tanh and sigmoid. The 
piecewise linear function, often known as ReLU, simply returns the same input value if it is 
greater than 0; otherwise, it returns 0. When an AI prediction model builds an output class, 
it removes as much of the misleading number as possible.

Dropout is the process of deactivating units in a neural network. When the network 
begins to practice, the learning phase is dominated by features with a higher representa-
tion in the outcomes, and the weights correlated with these features increase. During the 
training period, the Dropout layer randomly sets input units to 0 with a rate-dependent fre-
quency, limiting overfitting. The PlaNet has three dropout layers with values of 0.3, 0.2, 
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and 0.15, respectively. This model PlaNet employs ‘Adam’ as an optimizer, with “sparse 
categorical cross entropy’ as a loss, ‘Accuracy’ metrics, and an early stopping callback.

ReLU (Rectified linear unit) All convolutional network layers use the unsaturated ReLU 
activation since it outperforms other activation functions such as sigmoid and tanh. ReLU 
generates x as an output if the input, x, is positive; otherwise, it generates 0. Mathemati-
cally, the ReLU function is defined as follows:

SoftMax The softmax function is used in the last Dense layer (the output layer with 38 
neurons). It ranges from 0 to 1 giving the intermediate probability value. The SoftMax 
function is given by:

where, z = input vector; e = exponential function;K = number of classes. Thus we can con-
clude that we’ve built a large-scale neural network that is more succinct than others.

3.3  Hyperparameter tuning

This tuning is a useful machine learning technique to increase overall performance of clas-
sical neural networks. This optimization approach selects the optimal parameters represent-
ing the model architecture, also known as a hyperparameter. Hyperparameters are tuned by 
the full training phase, accuracy and required modifications (Tables 5, 6, 7, 8, 9 and 10). 
The model is updated to find the right mix to tackle the challenge. Classification techniques 
can be improved by tuning the hyperparameter [65]. Some typical hyperparameters are hid-
den layers number, learning rate, epochs, batch size, activation functions etc.

4  Experimental results and models evaluation

4.1  Experimental setup

We have designed tests to illustrate the resilience of each model, in which one combination 
of selected datasets will also be employed. Table 11 depicts the parameters of the experi-
mental setting. During all the experimentation, we carried out three-fold cross-validation. 
The prime benefit of cross validation is that it makes use of all the data points in the data-
set, which results in a low bias. The first dataset contains 38 classes, while second and 
third have 15 classes each. Because the 15 classes in each of the second and third datasets 
are disjoint, the fourth dataset, which is created by combining the second and third data-
sets, contains 30 classes (the combinations of datasets (1, 2) are already covered in the 

(7)R = max(0, z)

(8)R�(z) =

{

0z < 0

1 z > 0

}

(9)
𝜎
�

z⃗
�

=
ezi

k
∑

j=1

ezj
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classes of dataset 1). Figure 6 shows process flow of the whole work and the Fig. 7 dis-
plays the complete layout and the step-by-step description of the methodology (in Experi-
ment 1 and in other experiments too) to make the overall work more understandable. We 
have shown discrimination in 38 classes, but for experiments 2, 3, and 4, the figure can 
be altered according to classification classes (15, 15, and 30 respectively). The models of 
diverse CNNs are trained, and 4 experiments are conducted on 3 datasets; the results of 
various efficiency measuring parameters are obtained in Tables 12, 13, 14 and 15. Table 16 
is compiled to depict the average performance of each model on each of the efficiency 
measuring metrics. From Table 16, Table 17 was made so that the average wise top five 
models for each metric could be found.

4.2  Performance indicators, evaluation metrics and generated results

Due to the fact that dataset 1 contains 38 types (other two with 15 classes each), multi-class 
classification isperformed. The metrics are measured using indices such as True Positive 
(TP), True Negative (TN), False Positive (FP), and False Negative (FN). Traditionally, true 
positives (TP) refer to instances in which we predict that yes (subject has an infection) 
and they really do have the infection. True negatives (TN) indicate that we correctly pre-
dicted it and the subject is not infected. In the case of false positives (FP), we predict that 
the subject has the disease but does not currently have it. False negatives (misdetections): 
we anticipated them to be virus-free, yet they are. TP (correct detection) is the number of 
correctly classified assigned photos in each group, whereas TN is the count of correctly 
categorized images in all categories excluding the corresponding category. The value FN 
represents the number of misclassified photos in the chosen category. Except for the area 
in question, the FP contains the number of misclassified images in all other sections [51].

Accuracy is an often used metric, which is the degree to which a computer algorithm 
approaches the true value of an expected value. However, due to the accuracy fallacy, rely-
ing solely on accuracy may be deceptive. Accuracy is therefore used in conjunction with 
other performance measures, such as precision, recall, F1-score, and AUC, to test algo-
rithms. All of the calculations above are dependent on the confusion matrix. These met-
rics are used to equate the proposed approach with the more advanced approaches to this 
situation [51]. Accuracy does not take into account the distribution of results. As a result, 
the F-measure is used to accurately manage delivery issues. It is advantageous when the 
dataset includes classes of imbalance. It is often introduced as a means of harmonic accu-
racy and recall. F1 scores indicate the proportion of instances classified correctly by the 
learning model [90].

Accuracy is used in conjunction with other performance indicators, such as preci-
sion, recall, F1-score, and AUC, to test deep learning algorithms. All of the calculations 
above are dependent on the uncertainty matrix. Precision is used to assess the classifiers’ 

Table 7  Hyperparameter values of the deep learning models implemented in this study

Parameters Number of 
units

Number of 
Layers

Activa-
tion 
Function

Filter Pool size Padding Depth Learning Rate

Ensemble 1000+ 1000+ ReLU 250 4 × 4 1 1000+ 0.001
MobileNet 28 28 ReLU 250 4 × 4 1 28 0.001
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accuracy. A low precision value means that the classifier has a high number of false posi-
tives. Recall, also known as sensitivity, is a metric used to determine the completeness of a 
classifier. A lower recall value means that the classifier is having difficulty with higher FP 
values [81]. Specificity refers to the percentage of true negatives that are graded accurately 
as such.

The proposed model achieves a classification accuracy upto98.51%, and the effect of 
the false positive and false negative rates is shown in Appendix section using a confusion 
matrix. It demonstrates unequivocally that the suggested solution results in a lower inci-
dence of false negatives and positives. Thus, the suggested model could be the strongest 
solution for identifying plant leaf infection. The bolded values in Tables 5, 6, 7, 8 and 9 
indicate the situation in which the best value was obtained for the related success criterion.

In addition, a P-test was performed to confirm the computed results (refer to Tables 12, 
13, 14 and 15). The P-Test is utilized to compare the test performance of one machine 
learning model to that of a second model. DeLong’s test can be used to determine whether 
one model has a significantly different AUC than another. DeLong et  al. [24] define a 
method for determining the empirical AUC. Consider that Efficient B5 has an AUC of 
0.99956 for predicting glaucoma illness, whereas Efficient B4 has an AUC of 0.9725. With 
p < 0.05, DeLong’s test may establish that Efficient B5 has a significantly different AUC 
from Efficient B4 [24]. The empirical AUC correlates to Mann-Whitney U-statistic. The 
Mann-Whitney statistics evaluate the probability that a randomly selected observation from 
the healthy population is less than or equal to a randomly selected observation from the 
plant-affected group. A nonparametric null test claims that a randomly picked value from 
one group is equally likely to be less than or greater than a randomly selected value from 
the other group.

(10)Sensitivity(or Recall) =
True positives

True Positives + False Negatives

(11)Specificity =
True negative

True Negatives + False positives

(12)Precision =
True positives

True Positives + False Positives

(13)

Accuracy =
True positives + True Negatives

True Positives + False Positives + False Negatives + True Negatives

(14)F1 − Score = 2 ∗
(Precision ∗ Recall)

(Precision + Recall)

Table 9  Hyperparameter values of the deep learning models implemented in this study

Parameters Number of units Number 
of Layers

Activation 
Function

Filter Pool size Padding Depth Optimizer

EfficentNetB7 813 813 ReLU 250 4 × 4 1 813 Nadam
InceptionV3 48 48 ReLU 224 4 × 4 1 48 Nadam
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The results of the models used in Experiments 1, 2, 3, and 4 are shown in Tables 12 
through 15. In experiment 1 (on dataset 1), the ensemble model and EfficientNetB5 get 
the best AUC and accuracy score, respectively, while PlaNet gets the best F1-score. 
Moreover, the Ensemble model performs the best for recall and specificity, and PlaNet 
generates the best precision value. The least accuracy generated in this experiment was 
76%broadly (ignoring decimal values) by InceptionV3, but the remaining models’ accu-
racy was greater than 78% (ignoring decimal values) and up to 98% (ignoring decimal 
values). In terms of AUC, the minimum score was 74% (Inception V3), and the overall 
performance range is 74% to 97%. For F1-scores, the minimum score was 75% (Incep-
tion V3), and the overall performance range is 75% to 98%. Ensemble model presents 
spectacular outcomes during experiment 2 (on dataset 2) and computes the best AUC 
and the F1 score while PlaNet (the proposed model) computes the best accuracy. The 
least accuracy generated in this experiment was 74% by InceptionV3, but the remain-
ing models’ accuracy was greater than 78% and up to 97%. In terms of AUC, the mini-
mum score was 75% (InceptionV3), and the overall performance range was 75% to 98%. 
The minimum score for accuracy was 74% in the case of InceptionV3, and the range 
of performance was from 74% to 97%. For this experiment, the best recall value was 

Table 11  Details of the requisite experimental setup

Experiment 
Number

Dataset Used to Train 
the model(s)

Dataset used for 
Testing

Total Number of Images 
(Training + Testing)

Num-
ber of 
Classes

1. (1) (1) 87,900 38
2. (2) (2) 20,738 15
3. (3) (3) 5549 15
4. (2,3) (2,3) 26,287 30

Fig. 6  The process flow diagram of the whole implemented work
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generated by the PlaNet model and the least by the VGG-19 model. Similarly, the best 
performer for precision was EfficientNetB5 and the least show was presented by Incep-
tionV3, and for specificity, the best performer was the PlaNet model and the weakest 
show was presented by InceptionV3.

In experiment 3 (performed on dataset 3), EfficientNetB2 computes the best accu-
racy, and the best AUC score is created by the Ensemble model. However, PlaNet per-
forms the best in terms of F1-score. The least accuracy generated in this experiment 
was by InceptionV3 (73%), but the remaining models’ accuracy was above 78% and up 
to 98%. In terms of AUC, the minimum score was 72% (Inception V3), and the overall 
performance range was 78% to 98%. The PlaNet model provided the best recall value 
for this trial, whereas the InceptionV3 model generated the lowest recall value. Ensem-
ble was the greatest performer for precision, while InceptionV3 showed the least, and 
the EfficientNetB2 model was the best performer for specificity, while InceptionV3 
showed the least.

During the last experiment (on datasets 2 and 3), the ensemble model computed 
the highest accuracy. The best AUC score was created by PlaNet, while the Ensemble 
model performed the best in terms of F1-score. The minimum accuracy generated in this 
experiment by VGG-19 is 79% broadly (ignoring decimal values), whereas the remain-
ing models’ accuracy was above 79%(ignoring decimal values) and up to 97%(ignoring 
decimal values). In terms of AUC, the lowest score was 79% (Inception V3), and the 
overall performance range was 79% to 95%. In terms of accuracy, VGG-19 got at least 

Fig. 7  Layout of the complete process executed in this study for Plant Disease recognition
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a 79% score, and performance ranged from 79% to 97% overall. In this experiment, the 
Ensemble model produced the best recall value, whereas Inception V3 produced the 
worst. Similarly, the best performer for precision was EfficientNetB5, and the least show 
was presented by ResNet50V2, and for specificity, the best performer was the PlaNet 
model, and the weakest show was presented by ResNet50V2.

Finally, we created Table 16 (by extracting information from Tables 12, 13, 14 and 
15) to illustrate the average performance of all the models on all of the relevant param-
eters over all experiments. PlaNet computes the highest average accuracy in this situ-
ation. The best AUC score was obtained by the ensemble model. However, in the case 
of the F1-score, PlaNet does the best average-wise. The average minimum accuracy 
obtained by Inception V3 is 77%. However, the remaining models’ accuracy was above 
80% and up to 97%. In terms of AUC, the minimum score was 75% (Inception V3), and 
the overall performance range is 75% to 97%. In terms of the F1-score, InceptionV3 
generated the lowest possible score, and the whole range of performance is between 
76% and 96%. For precision computation, range varies from 75% (InceptionV3) to 
95% (PlaNet) Next, the ranges of computed values for the recall metrics vary from 
74% (InceptionV3) to 97% (PlaNet). Finally, for specificity, the range lies between 74% 
(InceptionV3) and 94% (Ensemble). Based on all of these experiments and a lot of talk, 
we can say that the deep learning-based technique works well for classifying plant dis-
eases into multiple groups. The results are amazing, with the exception of two or three 
models that don’t do so well.

4.3  Computation time and environment

In the proposed effort, Google Colaboratory is utilized to train and evaluate the models. 
The GPU’s runtime has been selected. The average computation time for VGG-16 was 
47 minutes, for VGG-19 it was 3 hours and 29 minutes, for MobileNet it was 2 hours 
and 30 minutes, for InceptionResNetV2 it was 1 hour and 35 minutes, for InceptionV3 
it was 1 hour and 10 minutes, for Xception it was 2 hours and 20 minutes, for Efficient-
NetB3 it was 1 hour and 20 minutes, for EfficientNetB2 it was 1 hour and 35 minutes, 
for DenseNetLarg Locally, the experiments were carried out on a machine equipped 
with an Intel core i5-8520U (8Gen) processor running at 1.60-I.80GHz, 8GB RAM, and 
a 64-bit Windows operating system. The programming language used for the implemen-
tation is Python-3.6.

Few graphs, displaying validation_loss, training_loss, validation_accuracy, and train-
ing_accuracy, for six models (out of 17 implemented models) implemented during the 
first experiment are demonstrated using Fig. 8. Remaining models for the first experi-
ment and all models’ graphical performance during the second, third, and fourth experi-
ments are not shown due to space constraints. As we increase the number of epochs in 
the validation phase, the training and testing losses become almost identical, indicating 
that the model is sufficiently well suited. We found that the accuracy of training and val-
idation are almost the same, which shows that there is no overfitting. Also, the accuracy 
is getting better with each epoch, which shows that the model is working well.

Based on intense trials on a large dataset, the results, and in-depth data analysis, we 
discovered that our suggested “PlaNet” model worked well in Plant Disease identifica-
tion, producing superior performance metrics such as accuracy and F1-score than exist-
ing state-of-the-art approaches.
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5  Comparison with prior works

In order to compare the work performed in this study with the 21 most recent and rele-
vant studies published in Scopus and/or SCI indexed journals during the last 30 months 
(2019 (July)-to date). Relevance is measured in terms of studies where leaf disease clas-
sification is implemented using deep learning-based architectures. The brief compara-
tive discussion is hereby presented, but a detailed comparative Table 18 is also drawn 
for ready reference, shown below after the discussion. In the case of Geetharamani and 
Pandian [29], the authors have selected the same dataset that we have worked upon. The 
number of classes and the generated results are comparable in both cases. The number 
of models implemented and tested in our work is far larger than in [29]. Moreover, we 

Fig. 8  Generated Training loss, Validation loss, Training accuracy and Validation accuracy curves of 7 
models during first experiment
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have worked on two more datasets and their combinations, and we have also performed 
well in these other three cases too, which proves the superiority of our model not only in 
one experiment but also in the other three experiments too. The same argument is also 
applicable to Atila et al. [7]. We admit that the accuracy of [7] is better than ours, but 
other equivalent efficacy measuring parameters, AUC and F-Score, are not mentioned in 
[7], so a fair comparison cannot be made on these two parameters. In the case of Agar-
wal et al. [3], practitioners selected leaves of one specific crop from a public dataset for 
disease identification and classification. When we compare our work with that of [3], we 
deduce that our work is implemented in a more detailed manner because the count of 
subject images, the number of classes for image classification, and the number of mod-
els implemented, the number of experiments conducted, and finally, the number of sub-
ject datasets are larger, so our results are more secure and generic and our models are 
more useful for the agriculture sector. The same argument is also applicable when we 

Proposed Model(Training and Validation accuracy) Proposed Model(Training and Validation accuracy)

Fig. 8  (continued)
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compare our work with that of Agarwal et al. [4]. Furthermore, our results are superior 
to those obtained in [4] and consistent with those obtained in [3]. In the case of Saleem 
et al. [71], the same dataset has been selected, which has been our first dataset on which 
we have implemented our first experiment. Saleem et al. [71] describe the efficiency of 
their model in terms of mean average precision (MAP), while we have shown our results 
in terms of AUC, F1-Score and accuracy. If we compare our accuracy (or F-Score or 
AUC) with MAP, we find our work and results in a more comfortable zone to justify the 
superiority of our work. When we compare (Jadhav et al. [61], Deepalakshmi et al. [23], 
Tiwari [91], Karlekar and Seal [46], and Chen et al. [16], we find that our implemented 
work is more passionate than these four works in terms of the number of subject data-
sets, subject images, generated results, classification classes, and models implemented. 
We know that the larger the size of the dataset provided to imagenets, the more generic 
and accurate the model will be. We have worked on more than 54,000 images and they 
have selected no more than 1200 images. Thus, our work is more generic and the perfor-
mance is not dataset dependent. In the case of [46], the authors have focused on a par-
ticular crop only, while we have sample images of multiple crops. Chen et al. [17] pre-
sented a high accuracy, better than our average, to show that their new imagenet worked, 
but other parts of their experiment, like the number of subject images and the fact that 
they only used one dataset, were less impressive than ours. The same argument is also 
employed for comparison with Chen et  al. 2020 [18], where the results are no better 
than ours and the image count is even lower than in Chen et al. 2020 [17]. Presenters 
(Waheed et  al. [95]) have worked on private collected images of corn leaf images for 
performance evaluation of their approach, in which 12,332 images were classified into 
4 classes. Our work is more general as we experiment on a larger number of images 
(datasets and implemented models too) and the number of classes is far greater in our 
case. However, the accuracy of their independently performed experiments (in our case, 
four experiments) is in line with ours. To show the comparison in a table format (refer 
Table  18), a detailed comparison table is made. It can be observed that because the 
majority of the literature does not use all of the data in the PlantVillage dataset, the 
number of classifications is significantly smaller than the dataset’s 38 classes. This work 
involves the use of all plant varieties for the tests and involves the model teaching of a 
total of 38 groups. The suggested solution has a remarkably high accuracy score, which 
indicates excellent success compared to other state-of-the-art techniques. Although 
some of the individual pictures are incorrectly classified, the approach proposed cor-
rectly identifies most of the diseases and results in high accuracy for multi-experiments 
in the unseen pictures, indicating that the approach proposed, PlaNet, can identify sig-
nificant plant conditions.

Based on the results of experiments, it can be assumed that the proposed method 
works well for identifying types of plant disease and can be used in other fields, like 
online fault diagnosis, target recognition, etc. The primary reason for the overwhelming 
response to the suggested solution (PlaNet) is that it leverages not only the generalized 
characteristics of images retrieved from ImageNet via pre-trained networks, but also the 
experimental dataset’s special features through the newly expanded layers. Thus, the 
proposed solution achieves the best results in experiments using public datasets since it 
completely trains the network parameters and avoids the overfitting issue. In other areas, 
PlaNet shows promise and surpasses existing CNN designs, which are the cutting-edge 
machine learning techniques for image identification, by meeting the demand for an effi-
cient model that can be trained quickly without sacrificing performance.
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6  Practical applicability and conclusion

Digital pictures are used to find out what’s wrong with plants and put them into groups 
so that they can produce more. Additionally, the kinds of crops and the causes of rodents, 
illnesses, and weeds must be determined. This study shows that the deep learning model 
for finding plant diseases doesn’t need supervision, is very accurate, is widely used, and 
is very successful. But there are many things that make it hard to accurately diagnose 
plant diseases in different environments. A precise model of recognition could help make 
things work, which would solve the problem of ecosystem complexity. Deep learning 
techniques, and CNNs in particular, have become popular. They are used in software for 
analyzing images and recognizing patterns, and they have helped find leaf diseases in 
plants. This work creates a recognition model that combines the computer vision algo-
rithm and the transfer learning algorithm to solve these problems and improve the identi-
fication process. This makes it possible to identify plant diseases in a complex setting. In 
addition to responding to complicated scenarios, the model improves recognition accu-
racy. The prospective goal of this research is to expand its scope to include additional 
plant species and groupings. This would allow us to forecast more accurately and respond 
to more complex issues. On the basis of a novel CNN architecture, a bespoke deep learn-
ing model (PlaNet) is developed for detecting plant illnesses and categorizing photos 
using standard, publicly available, and well-recognized image datasets. CNN divided 
leaf pictures into 38 groups of healthy and non-healthy plants in the first trial; 15 classes 
in the second and third studies; and 30 classes in the fourth experiment (the second and 
third experiments were combined to classify images into 30 groups). The addition of 
data augmentation strategies balances the samples in each class. Data augmentation is 
utilized to increase the amount of relevant data. Thus, it contributed to the generalization 
of the suggested model. In addition, the coefficient of determination is computed using 
the AUC, precision, and F1 values. In all, 18 models were investigated for this inves-
tigation, and PlaNet exhibits superior performance over other influential CNN models 
almost all the time. The average accuracy of the suggested model is 97.95%, which is 
almost higher than all other competitive state-of-the-art classifiers. Our experiment and 
comparison with other deep architectures reveal that our strongest deep learning-focused 
model is able to distinguish between various plant illnesses. Strong trees, fertile soil, and 
the absence of external pests and illnesses all contribute to a healthy climate. Our pro-
posed technique would contribute significantly to agricultural research. From the com-
parison analysis, it can be concluded that PlaNet fared better than the common CNN 
models used in this article. In addition, the approach suggested in this work employs 
an image as an input to CNN and self-learns to attain a high rate of recognition. Conse-
quently, our technology outperforms conventional deep learning models.

Based on deep learning models, this study shows a new way to find and categorize plant 
diseases. In this article, the author suggests a quick, automated, and less expensive model 
that not only increases the power of the neural network compared to the standard model, 
but also reduces the number and consistency of the neural network’s specifications in the 
dataset and improves performance. The main goal of this study was to come up with a 
way for farm manufacturers to quickly and meaningfully classify the position and type 
of plant diseases and to suggest that they take steps to prevent diseases. In addition, this 
research improves and increases the precision of the existing theory. At the same time, 
it is crucial in terms of environmental complexity when studying plant disease detection, 
and it allows researchers to reflect on the crucial role environmental complexity plays in 
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the identification of plant diseases. Deep CNN outperforms other machine learning models 
in terms of predicted accuracy, F1-Score, and AUC. If an effective deep learning strategy 
could be implemented, it would be advantageous to reduce the need for fungicide treat-
ments. Thus, the paradigm is linked to agricultural production knowledge technology 
and is favorable to the evolution of intelligent agriculture in a sustainable manner. This 
research may also be valuable for several robotic systems that identify and differentiate 
between healthy and unhealthy crops in real-time. The proposed model may be utilized as 
a decision-making aid to assist growers and farmers in recognizing and classifying certain 
diseases. This will lead to the automation of agriculture. The proposed approach defined 
all plant classes, but only a small number of plant classes achieved comparatively lower 
accuracy. Therefore, with a few small changes, the network can also be improved for bet-
ter fidelity. Farmers may use this technology to automate the classification of tree diseases 
since the picture is so precise. This saves both time and money since the need for experts 
may be minimized in certain circumstances. We could also use a simple web app to imple-
ment the suggested model, making it easy for people with no experience to use our method. 
This technique is especially valuable for farmers in distant places where plant pathologists 
are few.

7  Limitations of the study

The main problem with the proposed system is that the model has not been tested in a vari-
ety of situations, such as lighting, occlusion, lighting changes, etc. In some situations, the 
system may not work as well as it could, but this can be fixed by training the model with 
pictures taken in different situations. The authors know that putting the proposed method 
to use on field data from the real world could make it less accurate [58]. In the future, we 
will focus on the difficulties of such an experiment and the changes that need to be made 
to the model. In addition, we aim to extensively enhance the data to boost the model’s 
robustness. The possibility of many concurrent issues in the plant’s leaves warrants more 
research. The next limitation is that a real-world application should be able to categorize 
photos of a disease as it emerges on a plant, despite the fact that these are basic condi-
tions. In fact, many diseases manifest themselves not only on the upper side of leaves (or at 
all), but also on several other plant parts. Consequently, future image collection operations 
should aim to gather images from a range of perspectives, preferably in as realistic a setting 
as possible. It is critical to emphasize that the presented strategy is meant to supplement 
rather than replace current methods of disease diagnosis. Laboratory testing is always more 
reliable than diagnoses based just on visual symptoms, and an early-stage diagnosis based 
solely on a visual examination may be challenging. Clearly, there are still several chal-
lenges to overcome, and certain problems remain unresolved. This indicates that, for the 
time being, devices for the automated detection of plant diseases can only offer a highly 
educated estimate, allowing users to take prompt action, especially in the absence of expert 
technical assistance. As technology progresses, some of these limitations may be elimi-
nated, but there is still plenty to explore. In addition, the integration of the proposed system 
with sensors and mobile devices (for field testing) must be evaluated. The experimental 
findings demonstrated that the suggested approach performed effectively on both publicly 
available datasets. It is necessary to deploy and test mobile devices and sensors in order to 
automatically monitor and detect a vast array of plant disease data. In the meantime, we 
aim to apply it to more real-world settings. Also, feature visualization and multi-objective 
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hyperparameter settings are hot topics in deep learning, and they could be used to get more 
accurate results that would help us understand plant diseases better.

8  Future work

By adding classification algorithms and marking training data with pictures of different dis-
eases, this method can be made even better so that it can automatically diagnose different 
diseases. Additional newly proposed CNN models can be applied to plants that will assist 
farmers in developing a completely automatic and self-training disease detection method. 
One can gather new photographs from multiple sources of various plant types, regional loca-
tions, leaf growth, cultivation environments, picture qualities, and modes in order to expand 
the collection capacity. The enhanced dataset, covering a wider range of plant species and 
more groups of leaf diseases, will help the model achieve better performance and accuracy. 
The bigger aim of the functional work would be to expand our plant disease detection goals 
from leaves to other areas of the plants (flowers, fruits, and stems). We may expand this 
concept to better identify plant diseases. Improved models can help plant pathologists and 
farmers detect and deal with plant diseases more rapidly in mobile environments. One goal 
of our research has been to provide a basic infection detection approach that may be quickly 
adjusted for online use in the field. Specific sensors for practical usage may be created in the 
future based on these findings. These sensors must be durable, reasonably priced, and user-
friendly. This study may be extended to other crops and biological realms, including X-ray 
pictures, CT-scan images of the brain, etc., to diagnose illnesses with image classification 
and support patients with low cost, better and quick outcomes.
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https:// www. kaggle. com/ emmar ex/ plant disea se) and (https:// www. kaggle. com/ vbook shelf/ v2- plant- seedl 
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