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Abstract
Speech Recognition (SR) is an emerging field in the native language nowadays. Recognizing 
isolated words in the local language helps people use smartphones and electronic gadgets 
without technical or educational knowledge. This paper proposes a novel deep Convolutional 
Neural Network (CNN) architecture to classify ten spoken Bengali numerals. The proposed 
model generates almost similar prediction accuracy as compared to an end-to-end CNN with 
nine times fewer parameters has been trained. Here, the raw audio samples are pre-processed, 
and then a unique hybrid feature of Mel Frequency Cepstral Coefficients (MFCC), Spectral 
Sub-band Energy (SSE), and Log Spectral Sub-band Energy (LSSE) have been extracted 
frame-wise and engendered into a vector. Finally, these vectors are fed to the proposed archi-
tecture of a one-dimensional CNN and achieve the highest test accuracy of 98.52%. The 
model has been trained for our created speech corpus of 14000 spoken Bengali digits and 
30000 spoken English digits from the audio-MNIST dataset. The proposed neural model gen-
erates high prediction accuracy with a few times fewer parameters to be trained, generating 
low computational costs. The outcome of the proposed model is compared with several pre-
trained deep learning models; the result shows the model’s superiority. Source Code: https://​
github.​com/​Bachc​huPaul/​Benga​li-​Isola​ted-​Spoken-​Digit.
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1  Introduction

People are interested in communicating with smart devices and current electronic 
gadgets through voice. It saves time and requires less technical knowledge to use these 
devices. Speech recognition in native languages gains popularity among researchers as 
there is a scope to develop and improve the models to obtain high recognition accuracy. 
Bengali is a language, and almost one-sixth of the world speaks Bengali [24]. Voiced-
based interaction is the easiest way to pass commands to smart devices like mobile, 
ticket vending machines, and many other electronic gadgets. But most of these devices 
operate in English, Spanish, or Chinese like languages. Still, in the world, most people 
only know a single language. So, these people have faced problems with using these 
smart devices. In a country, many languages use for communication purposes. Several 
deep learning-based speech recognizer models are available in English. However, the 
complexity of these models is large enough to run on low-resource devices. So, we aim 
to develop a speech recognition model in the native language of isolated spoken Ben-
gali words. The model requires less computational cost compared to existing models. 
For this purpose, 14000 Bengali spoken numerals have been recorded and used for the 
experiment. Table 1 shows the list of Bengali numerals and their transcript.

Isolated words of spoken digit recognition have several applications like word-to-
text, voiced-based call forwarding, card-less ATM use, lift without pressing floor num-
ber, command interpretation to smart devices, use of a smart wheelchair, etc. To justify 
the robustness of a model, the dataset should be large enough to recognize an unknown 
pattern. For this purpose, the dataset should be unbiased to gender, data recording 
devices, people from a different geographical regions, and other related factors [22, 
23]. The Deep Learning models are the generalized model which handles these biased 
factors of a large dataset. One of the challenges of Deep Learning (DL) models is the 
number of trainable parameters. The model complexity and size grow according to the 
number of parameters. That’s why deep learning models need GPU and huge memory 
(RAM) for computation. To overcome this, a feature extractor model always takes less 
memory and fewer trainable parameters, but the performance degrades. The proper fea-
tures, architecture, and hyper-parameter tuning play a vital role in getting satisfactory 
prediction accuracy. The advantage of these feature extractor models is that they can 
run on the CPU with less memory.

Table 1   List of Bengali digits 
and their corresponding 
transcript in Bengali and English

Bengali 
Digits

English 
Equivalent

Bengali Transcript English Transcript

০ 0 শূন্য (Sunno) Zero
১ 1 এক (Ek) One
২ 2 দুই (Dui) Two
৩ 3 তিন (Tin) Three
৪ 4 চার (Char) Four
৫ 5 পাঁচ (Panch) Five
৬ 6 ছয় (Chhoy) Six
৭ 7 সাত (Saat) Seven
৮ 8 আট (Aat) Eight
৯ 9 নয় (Noy) Nine
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Though CNN is such a DL model that performs outstanding for image classification, it 
is being used for SR nowadays. In end-to-end models of SR, the one-dimensional CNN has 
been used [1, 27]. In this type of CNN, the input shape is large, and at the feature extractor 
level, only the input data size is reduced before feeding to the fully connected layer. The 
filters and the kernels are all one-dimensional vectors. On the other hand, in the feature-
extracted CNN, the input shape is small, and at the feature-extractor level of CNN, the 
input shape is more condensed in size, and the fully connected network needs fewer neu-
rons in each layer to train.

The highlights of the proposed work are-

1.	 A unique one-dimensional CNN model has been proposed to classify the isolated words 
that generate almost similar prediction accuracy compared to an end-to-end model with 
fewer parameters that need to be trained.

2.	 The outcome of the proposed technique has been compared with some popular pre-
trained DL models to validate the technique’s robustness.

3.	 A significant contribution to the proposed experiment, we have created a speech corpus 
of 14000 audio clips containing ten spoken Bengali numerals taken from 28 persons 
with 1400 clips in each class.

4.	 A different combination of frame-wise features (20 MFCC, 5 SSE, and 5 LSSE) have 
been extracted by a standard mathematical formula and stored in a vector of length 1860 
(30x62).

5.	 The proposed model is irrelevant to the language and the frequency of the samples. The 
model’s complexity (time and space cost) does not grow on different frequency levels 
and languages.

This paper is structured as Section 2 discusses the literature survey; Section 3 illustrates 
the proposed model’s methodology and architecture. The result and analysis are explained 
in Section 4, and the conclusion and future work are discussed in Section 5.

2 � Literature review

Researchers have used several approaches to isolated word recognition in the past decade 
based on various features and classifiers (based on DNN). As our proposed work is based 
on CNN, we have also figured out the CNN-based research works for this literature. Fol-
lowing that, strategy research work related to speech features is briefly reviewed first in 2.1, 
classification techniques are discussed in Section 2.2, and finally, the CNN-based literature 
is discussed in Section 2.3.

2.1 � Based on features

Speech features are highly effective for recognizing isolated words. Lots of features are 
taken by researchers and used to find the significant feature vectors for proper identifica-
tion. In 2015, LPC, ZCR, energy, and MFCC were used [6] to identify the isolated words 
effectively. Among different sets, the combination of MFCC, LPC, and neural network 
gives an average of 86.66% recognition accuracy in this literature. In 2016, MFCC was 
used here [2] on their own created dataset for identifying the Bengali speech properly. The 
network is trained using a back propagation neural network learning technique, and after 
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testing three different setups, a recognition accuracy of 98.46 percent has been reached. 
In 2016, MFCC, Teager-Energy Cepstral Coefficients (TECC), and Teager-based Mel-Fre-
quency Cepstral Coefficients (TEMFCC) were used [8] for detecting the whispered speech 
on the WhiSpe speech database by using the Deep De-noising Auto-encoder (DDAE). This 
speech’s cepstral feature vectors are transformed into clean cepstral feature vectors of neu-
tral speech using the Deep De-noising Auto-encoder (DDAE). At last, with the help of 
TECC features, 92.81% accuracy is achieved on this whispered speech. In 2017, along with 
MFCC, features such as LPC, PLP, and RASTA were used [12] to identify the speakers 
and speech with 97.05% accuracy using a deep neural network. Lisa et al. [15] proposed an 
MFCC and HMM-based Bengali isolated word recognition and achieved 89.47% accuracy. 
Sumon et al. [34] suggested three different CNN-based Bengali speech command recogni-
tion systems. MFCC was used to extract the audio files. For a handful of short Bangla ver-
bal instructions, they must create a data set on their own and obtain an accuracy of 74.01%. 
In 2020, A Bengali voice recognition system was proposed by Sharmin et al. [29]. Several 
parameters, such as gender and dialects, are taken into account. CNN was utilized as a clas-
sifier to classify the spoken digits using 1230 data fed on this model with 98.37% accuracy.

2.2 � Based on classifiers

According to classification, some pieces of literature are also focused on here. Research on 
enhancing the accuracy of isolated word recognitions continues with several machine and 
deep learning approaches. In 2012, DNN was used here [32] to boost the recognition accu-
racy of phonetic attributes and phonemes. DNN and shallow multi-layer perceptron (MLP) 
are compared within the Automatic Speech Attribute Transcription (ASAT) framework. 
Several DNN architectures will be presented and evaluated, ranging from five to seven 
hidden layers and up to 2048 hidden units per hidden layer. Similarly, on phoneme clas-
sification, 86.6% recognition accuracy is achieved by using DNN. In 2014, HMM toolkit 
called HTK was used [26] for developing an isolated digit recognition system on the self-
recorded corpus, CUAVE dataset. Finally, it achieved 95% recognition accuracy on this 
English language-based dataset. In 2016, DNN was used [5] to compare different speech-
language recognition approaches. Among three different approaches, it is concluded that 
bottleneck features by following the i-vector perform better than the other two approaches. 
DNNs trained with additional languages enhance performance on par with single systems 
in fusing systems. Finally, a strategy for adapting DNNs trained with additional languages 
with fewer data is proposed here. In 2018, DNN based approach [11] was proposed and 
tested against the GMM-based system that utilizes several hidden layers. The overfitting 
issue is successfully solved for DNN on a large dataset for training purposes before its 
worse performance becomes. DNN implementation with MFCC and GFCC approach per-
forms well in the Punjabi speech recognition system. The hybrid classifiers GMM-HMM 
and DNN-HMM are utilized to increase performance on both connected and continuous 
Punjabi speech corpora. In 2018, layer-wise relevance propagation (LRP) [3] was used 
to explore the interpretability of neural networks in audio. LRP is also used for identify-
ing the relevant features for two neural network architectures to process either waveform 
or spectrogram representations of the data. In 2018, isolated Bengali numerals [10] were 
recognized in both noiseless and noisy conditions in speaker-independent mode. Support 
Vector Machines, Multi-Layer Perceptron, and Random Forest are used as a classifier, and 
the performance of these used classifiers are compared in this system. The features are 
extracted using MFCC, and the feature vector is built using Principal Component Analysis 
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as a feature summarizer. Finally, an average of 89.51% accuracy for Multi-Layered Per-
ceptron, 91.67% for SVM, and 84.06 for Random Forest are achieved here. In 2019, NF 
Classifier, KNN, and SVM classifiers were used [13] to recognize the speech using the 
Tonal Frequency Cepstral Coefficients (TFCC). A mathematical model for a cochlear fre-
quency map is proposed here. A hybrid classifier using a neural network and fuzzifica-
tion is developed. Among different algorithms, the average accuracy of 99.06% is achieved 
here. In 2019, Using Multiscale Scattering of Audio Signals, LSTM is deployed here [16] 
to identify speech despite superfluous background noise and external disturbances. They 
have focused on validating the efficiency of wavelet scattering technique and LSTM net-
works for uttered digit recognition. In 2019, various deep learning algorithms [37], such as 
LSTM, BLSTM, DLSTM, DBLSTM, and DBLSTM-DNN, were used to recognize speech 
in the Persian language. The combination of deep belief network (DBN) is used for extract-
ing features of speech signals, and finally, with the help of DBLSTM-DNN, 83.3% stand-
ard accuracy is achieved here. In 2020, LSTM, SVM, and ANN were used [36] to interpret 
fuzzy frame analysis schemes for the word-level noisy system. In MFCC, the framing step 
has been tweaked to reduce the number of noisy frames by employing thresholding at two 
levels of local maxima techniques. After investigating, it clearly shows that using LSTM, 
the recognition accuracy of 98 to 99% is achieved here. In 2021, a novel stochastic deep 
resilient network (SDRN) [30] was used to recognize speech effectively. DNN is used as a 
classifier for predicting the input speech signals. With the help of the neural-based opposi-
tion whale optimization algorithm (NOWOA), the hidden layers and neurons are optimized 
to reduce computation time. Using this approach, the standard accuracy of 99.1% of real-
time accuracy of 98.1% is achieved for isolated words and 98.7% for continuous words, 
respectively.

2.3 � Based on CNN

Traditional speech recognition methods have a shallow learning structure and drawbacks. 
DNNs have made significant progress in speech recognition in recent years but may cause 
overfitting and poor generalization in low-resource scenarios. Convolutional Neural Net-
works (CNNs) is a type of neural network that seeks to address some of these problems.

In 2014, CNNs were used [1] for speech recognition in this study, where the structure 
of the CNN directly accommodates specific sorts of speech variability. Their hybrid CNN-
HMM method delegated temporal variability to the HMM while convolving along the fre-
quency axis created invariance to minor frequency shifts, which are common in real-world 
speech signals due to speaker variances.

In 2014, the scalability of an ASR strategy was studied [20] based on CNN, which takes 
the raw speech signal as input to a considerable vocabulary challenge in this study. Their 
experiments on the Wall Street Journal corpus revealed that the CNN-based system out-
performs the ANN-based system, which uses standard cepstral characteristics as input. In 
2018, a CNN-based model was proposed [18] whose key aspect of weight connectivity, 
local connection, and polling result is that the system has been thoroughly trained, result-
ing in superior testing results. Experiments on wideband speech signals show that the 
system’s performance is much improved compared to the previous technique. In 2020, a 
one-dimensional CNN was proposed [27] using a multilayer perceptron to extract and clas-
sify learned features. On a specified dataset of 119 speakers speaking Kurdish digits (0–9), 
the proposed models are tested and got average accuracy of 98.5% on speaker-dependent 
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and 97.3% for speaker-independent. The discussion of the related work is summarized in 
Table 2, stating similarities and differences among them.

The literature shows that ML-based classifiers [2, 10, 11, 13, 26] do not have a satisfac-
tory level of accuracy. Moreover, these models need clean data, and performance degrades 
when the size of the dataset grows. On the other hand, the DL-based models [1, 5, 11, 16, 
18, 20, 27, 30, 32, 37] didn’t focus on the number of parameters to be trained. Though 
some literature claims a high prediction on DL-based isolated word recognition in the 
native language Bengali [2, 10, 15, 29, 34], the dataset size is insufficient to feed it into 
CNN because the DL models are a high chance to memorize the data. So, the robustness of 
the approach raised a question. In the proposed technique, 14000 isolated Bengali words of 
spoken digits have been used, which is large enough to feed into CNN with less chance to 
memorize the data. Also, we have focused on minimizing the number of trainable parame-
ters to get satisfactory accuracy. A standard speech corpus audio-MNIST [3] (https://​www.​
kaggle.​com/​datas​ets/​sripa​adsri​nivas​an/​audio-​mnist) has also been used in the experiment 
to justify the proposed technique.

3 � Methodology

The phases of the proposed method are shown in schematic diagram 1. Classifying the 
spoken Bengali digit using a one-dimensional CNN has five significant stages shown in 
Fig. 1. In the first step, the individual audio sample from different speech corpus is read 
for pre-processing. For this experiment, two speech corpora have been used. The first 
speech corpus contains 14000 spoken Bengali digits, and the second contains audio clips 
of English spoken numerals taken from the standard dataset audio-MNIST [3] (https://​
www.​kaggle.​com/​datas​ets/​sripa​adsri​nivas​an/​audio-​mnist) [35]. The details of each speech 
corpus are explained in Section  3.1. In the second phase, as each clip is of a different 
duration, the audio signals are split into one second to extract equal dimensions of features 
from each clip. In this preprocessing stage, the clips are broken down into one second by 
adding zero amplitude signals or by removing the silence portion by finding the average 
zero crossing and energy. In the next step, each sound clip has extracted the frame-wise 20 
MFCC, 5 SSE, and 5 LSSE features. Then the extracted feature is transformed into a vec-
tor of length 1860. Finally, the 1860 feature is fed to the proposed CNN model architec-
ture for training given in Section 3.4. To justify the superiority of the proposed technique, 
we have provided only 20 MFCC features to the proposed model. It is observed that the 
best accuracy obtained by feeding the frequency (20 MFCC) and the time domain features 
(5 SSE, 5 LSSE) is similar to an end-to-end CNN with nine [9] and twenty-seven [25] 
times fewer parameters trained. The model captures and predicts a real-time audio clip 
and is shown at the end. While designing the proposed methodology, a unique combina-
tion of features has been fused to enhance the classification rate. The MFCC distinguishes 
the words, whereas the SSE and LSSE determine the vocal characteristics of inter-speaker 
variation. The second focus has been addressed on designing the neural network. Here, 
a unique architecture has been proposed by CNN to reduce the computational cost com-
pared to several pre-trained models.

The overall process of the whole work is given in Algorithm 1. The individual speech 
signal from the corpus is taken as input audio. Then the audio is pre-processed for the 
conversion of a uniform audio length of one second. This is done by taking threshold zero-
crossing and energy. The MFCC, SSE, and LSSE are extracted frame-wise in the next step. 

https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
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From the feature matrix, the feature from each frame is engendered into a vector in the 
next phase. The feature vector is split into the train, validation, and test set. The model is 
prepared with the train and validation set. Finally, the prediction result obtained from the 
model for the test set is analyzed for different evaluation metrics. The overall working flow 
of the whole proposed work is depicted by the flowchart given in Fig. 2.

3.1 � Dataset creation

For the proposed experiment, we have created a speech corpus of 14000 audio signals 
of ten Bengali spoken numerals (given in Table 1) uttered by 28 people, among them 18 
males and ten females from different geographical locations of the state West Bengal (A 
state in India). Each word is spoken 50 times by every speaker. We have recorded using 
the Easy Voice Recorder Apps (https://​play.​google.​com/​store/​apps/​detai​ls?​id=​com.​coffe​
ebean​ventu​res.​easyv​oicer​ecord​er&​hl=​en_​IN&​gl=​US) through android smartphones. The 
sampling frequency of 16 KHz and mono channel with 32-bit floating representation has 
been fixed. The recording files are of .wav extension. The duration of the clips is within the 
range of 0.6 to 2.8 seconds. The data are recorded in a regular room environment with the 

Fig. 1   Schematic diagram of the proposed model

Algorithm 1   (Audio sample x)

https://play.google.com/store/apps/details?id=com.coffeebeanventures.easyvoicerecorder&hl=en_IN&gl=US
https://play.google.com/store/apps/details?id=com.coffeebeanventures.easyvoicerecorder&hl=en_IN&gl=US
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fan/AC off. As the experiment has been done in Deep Learning (DL) model, we haven’t 
discarded the clips containing some minor additive noise signal within the recorded clips. 
But large noise clips have been removed during the data cleaning.

The second, a standard popular speech corpus audio-MNIST [3] (https://​www.​kaggle.​
com/​datas​ets/​sripa​adsri​nivas​an/​audio-​mnist) [31, 35], has 30000 audio samples of spoken 
digits (0-9) of 60 different speakers in English pronunciation with 3000 samples in each 
class. The audios were recorded at 48 kHz with the mono channel in .wav format.

3.2 � Preprocessing

After studying the signal, it has been observed that the clips’ duration is of different lengths. 
So it is unable to feed it into CNN. In this phase, the audio clips are split into one second by 
adjusting the size. By analyzing the signal, it has been noticed the actual voice zone of the 

Fig. 2   Woking Flowchart of the 
proposed method

https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
https://www.kaggle.com/datasets/sripaadsrinivasan/audio-mnist
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uttered words is less than one second. So, the signal with less than one second is stretched to 
one second by adding zero amplitude. The signal with more than one second is broken down 
into one second by two steps. First, the voice zone is found by finding the average energy and 
zero crossing using Eq. 1 [22, 25] and 2 [22, 24, 25], respectively, and removing the silence 
zone from raw clips. Next, zero amplitude is added at both ends of the voiced site to make the 
length one second. The objective of making speech signal equalization is to extract the equal 
dimension of the feature from each clip.

where, Si(k) is a single frame i, and Pi(k) is the corresponding power, and N is the frame 
length.

Where, 

sgn(x(j)) and sgn(x(j − 1)) are the sign of the jth and (j-1)th data sample of a frame, respec-
tively and w(.) is the hamming window.

3.3 � Feature extraction

One frequency-domain and two time-domain features have been extracted for the proposed 
experiment. A very popular frequency domain speech feature, namely MFCC of 20 dimen-
sions, has been used for this study. Figure 3 shows the phases of MFCC calculation.

To calculate MFCC, the first phase is framing [21, 23], where each audio sample is 
split into 32ms duration with 50% overlapping, indicating 62 frames/sec. The next phase is 
Windowing [21, 25], where each frame is multiplied by a hamming window with the frame 
size. In the next step, to find the frequency domain components of the signal, the Fourier 
transform is applied by Discrete Fourier Transform (DFT) [14]. The next step of MFCC 
calculation is the Mel Scale Filter Bank [23, 25], where the spectrum is mapped on the Mel 
Scale using 26 numbers of triangular overlapping filter banks [27–29]. The final step is the 
Discrete Cosine Transform, where the Mel frequency spectrum is converted back into the 

(1)Pi(k) =
1

N
|

|

Si(k)
|

|

2

ZCR =
1

2N

i
∑

j=i−N+1

∣ sgn(x(j) − sgn(x(j − 1)) ∣ .w(i − j)

(2)sgn(x(j)) =

{

1,

0

if x(j) ≥ 0

otherwise

Fig. 3   Steps for MFCC feature extraction
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time domain using DCT of the logarithmic Mel power spectrum [14, 25]. The first 20 coef-
ficients of this Mel power spectrum are taken as our MFCC feature for a single frame. This 
sequence of steps is presented in Fig. 3.

3.3.1 � Spectral Subband Energy (SSE)

The general idea behind the multistream approach is to divide the entire frequency band, 
which is described as crucial bands, into a fixed number of subbands. This can be done 
through the following steps.

1.	 A bandpass filter splits the input signal into several non-overlapping (frames) frequency 
bands.

2.	 Each frame is multiplied by Hamming Window and converted into the frequency 
domain.

3.	 The spectrum is further processed using a triangular mel-scale filter bank.
4.	 From the filter bank output, the subband energy is obtained.

The Power Spectral Density (PSD) of ith frame xi(n) is measured from the DFT function 
using Eq. 3 [19].

Where K is the DFT length, N is the frame length, and w(n) is the window function. 
Using a bank of B triangular-shaped critical band filters placed equally on the mel scale, 
the frame’s Spectral Subband Energy (SSE) coefficients are estimated from the PSD using 
Eq. 4 [4].

Where, hb refers to the bth filterbank.

3.3.2 � Log Spectral Subband Energy (LSSE)

Log Spectral Subband Energies are local in both time and frequency and can be computed 
using formula 5 [4, 19].

Thus from a single frame, 30 features are extracted. Since we have transformed all 
clips into 1 sec, now for each audio sample, there will be 62 frames of 32ms frame 
length with 50% overlapping. Then from each clip, a vector of length 30x62=1860 is 
formed. The data values are normalized by subtracting its mean and then dividing by 
the standard deviation. A sample training observation from Bengali and audio-MNIST 
datasets is shown in Figs.  4 and 5, respectively. In Fig.  4 shows the feature matrix 
of the tenth audio sample from the training set of the Bengali dataset. Each colored 
line indicates one feature (For example, Feature 1 implies MFCC-1). Similarly, Fig. 5 

(3)Pi(k) =
1

N

|

|

|

|

|

|

K−1
∑

n=0

xi(n)w(n)e
−j2�kn∕ K

|

|

|

|

|

|

2

(4)Xi(b) =
∑

k

hb(b)Pi(k), 0 ≤ b ≤ B − 1,

(5)LSSEi(b) = log
∑

k

hb(b)Pi(k), 0 ≤ b ≤ B − 1,
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represents the feature matrix of the fifteenth audio sample from the training set of the 
audio-MNIST dataset.

3.4 � Layer architecture for Training using CNN

The neural architecture of the proposed one-dimensional CNN model is depicted in Fig. 6, 
and the block architecture of the same is shown in Fig. 7, with different numbers of filters 
and kernel sizes at every layer.

In Fig. 6, the input is a one-dimensional vector of length 1860, fed to the four convolution 
and pooling layers, called the feature extractor block. It then generates 1152 flattened output 

Fig. 4   Training observation of 
the 10th audio sample in the 
Bengali dataset

Fig. 5   Training observation of 
the 15th audio sample in the 
audio-MNIST dataset
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provided to three levels of dense layers, called a fully connected layer. The outcome represents 
the ten output classes for ten words.

In Fig. 7, the feature extractor level of the proposed CNN model, four consecutive layers of 
convolution and max-pooling have been designed for training purposes with a different number 
of the filter kernel. In the first Convolution layer (1860,1), input is fed. The last max pooling 
layer generates 1152 flattened output and is then fed to a fully connected network of two dense 
layers of 128 and 64 neurons, respectively, followed by the ten output classes. The different 
parameters and hyper-parameters for the proposed architecture are given in Table 3. The output 
shape and number of parameters in every layer of the proposed model are shown in Table 3.

4 � Result and discussion

The network model is individually trained for the two datasets of Bengali and English. Each 
dataset is split into 70% training, 15% validation, and 15% test sets for the experiment. The 
model is trained for 50 epochs with 32 minibatch normalizations using adam optimizer. 

Fig. 6   Neural architecture of the proposed 1D CNN

Fig. 7   Block architecture of each layer of the proposed model
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The training progress and the corresponding loss function are given in Figs. 8 and 9 for the 
Bengali and the audio-MNIST datasets, respectively. The x and y axis in Fig. 8a represents 
the epoch and the training and validation accuracy progress during the training of the Ben-
gali dataset. Figure 8b represents the corresponding epoch-wise loss. Similarly, Fig. 9a rep-
resents the epoch-wise training and validation accuracy of the audio-MNIST dataset, and 
Fig. 9b represents the corresponding loss. The train, validation, and test accuracy for the 
Bengali dataset are 96.68%, 97.8%, and 98.52%, respectively; similarly, 98.47%, 99.84%, 

Table 3   Layer-wise input-
output shape and #parameter for 
proposed CNN model

Total params: 182,458
Trainable params: 182,458
Non-trainable params: 0

Layer (type) Output Shape Param #

input_1 (InputLayer) [(None, 1860, 1)] 0
conv1d (Conv1D) (None, 1846, 8) 128
max_pooling1d (MaxPooling 1D) (None, 615, 8) 0
dropout (Dropout) (None, 615, 8) 0
conv1d_1 (Conv1D) (None, 603, 16) 1680
max_pooling1d_1(MaxPooling 1D) (None, 201, 16) 0
dropout_1 (Dropout) (None, 201, 16) 0
conv1d_2 (Conv1D) (None, 191, 32) 5664
max_pooling1d_2(MaxPooling 1D) (None, 63, 32) 0
dropout_2 (Dropout) (None, 63, 32) 0
conv1d_3 (Conv1D) (None, 55, 64) 18496
max_pooling1d_3(MaxPooling 1D) (None, 18, 64) 0
dropout_3 (Dropout) (None, 18, 64) 0
flatten (Flatten) (None, 1152) 0
dense (Dense) (None, 128) 147584
dropout_4 (Dropout) (None, 128) 0
dense_1 (Dense) (None, 64) 8256
dropout_5 (Dropout) (None, 64) 0
dense_2 (Dense) (None, 10) 650

Fig. 8   (a) Epoch-wise training progress and (b) epoch-wise corresponding loss for the Bengali dataset
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and 99.52% for the audio-MNIST dataset, respectively. Though each dataset is trained for 
50 epochs, the audio-MNIST reaches the global minima, which means it attains the mini-
mum loss after 37 epochs.

When the Bengali dataset is fed to an end-to-end CNN [1, 7, 27, 32], the parameters 
used in different layers of model architecture are given in Table  4. Before feeding, the 
audio signals are resampled into 8000, which is half the original recorded frequency. The 

Fig. 9   (a) Epoch-wise training progress and (b) epoch-wise corresponding loss for the audio-MNIST data-
set

Table 4   Layer-wise input-output 
shape and #parameter for end-to-
end CNN model

Total params: 1,611,498
Trainable params: 1,611,498
Non-trainable params: 0

Layer (type) Output Shape Param #

input_1 (InputLayer) (None, 8000, 1) 0
conv1d_1 (Conv1D) (None, 7988, 8) 112
max_pooling1d_1 (MaxPooling1 (None, 2662, 8) 0
dropout_1 (Dropout) (None, 2662, 8) 0
conv1d_2 (Conv1D) (None, 2652, 16) 1424
max_pooling1d_2 (MaxPooling1 (None, 884, 16) 0
dropout_2 (Dropout) (None, 884, 16) 0
conv1d_3 (Conv1D) (None, 876, 32) 4640
max_pooling1d_3 (MaxPooling1 (None, 292, 32) 0
dropout_3 (Dropout) (None, 292, 32) 0
conv1d_4 (Conv1D) (None, 286, 64) 14400
max_pooling1d_4 (MaxPooling1 (None, 95, 64) 0
dropout_4 (Dropout) (None, 95, 64) 0
flatten_1 (Flatten) (None, 6080) 0
dense_1 (Dense) (None, 256) 1556736
dropout_5 (Dropout) (None, 256) 0
dense_2 (Dense) (None, 128) 32896
dropout_6 (Dropout) (None, 128) 0
dense_3 (Dense) (None, 10) 1290
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output shape and number of parameters in every layer of an end-to-end CNN model are 
shown in Table 4.

The predicted train, validation, and test accuracy from this end-to-end model are 97.72%, 
96.64%, and 96.51%, respectively, for the Bengali dataset. When the audio-MNIST dataset 
is trained, as the frequency is 48000 Hz, even though the audios are resampled to 24000, the 
total trainable parameters are 4,839,146. The train, validation, and test accuracy are 99.64%, 
98.37%, and 98.86%, respectively. To validate the proposed technique, the insightful function-
ality of the model is depicted in Figs. 10 and 11. A random clip from the test set of the Bengali 
dataset is fed to the model. The predicted word label is shown in Fig. 10. Figure 10a implies 
the raw audio clip from the Bengali dataset, and Fig. 10b shows the visual presentation of 
the predicted label of the corresponding audio as “Noi” (English equivalent nine). Similarly, 
Fig. 11 illustrates a random clip from the audio-MNIST dataset and its model-generated class. 
Figure 11a indicates a random audio clip from the audio-MNIST dataset and Fig. 11b signifies 
the visual presentation of the predicted label of the corresponding audio as “Zero”.

The outcome of the proposed architecture is compared with several pre-trained models, 
given in Table 5, to justify the robustness of the proposed architecture. As all pre-trained model 
takes at least two-dimensional input with some restriction of the minimum input size, we made 
the input feature of 62 x 30 into 75 x 75 by zero-padding. Table 5 shows that the proposed 
architecture generates almost equal test accuracy (in some cases higher) compared to the well-
known pre-trained models ResNet50, MobileNet, VGG-19, and InceptionNet3 for both data-
sets. Moreover, the proposed architecture takes fewer parameters as compared to these models.

4.1 � Discussion

The superiority of the proposed method has been analyzed to justify the robustness of 
the proposed architecture in different aspects. The main objective of any deep learning 
model is to minimize the number of trainable parameters with satisfactory prediction 

Fig. 10   (a) An arbitrary clip from the Bengali dataset (b) model generated class label
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accuracy. As the parameters increase, the complexity and size of the model also increase 
accordingly. It has been observed that the number of trainable parameters for end-to-end 
speech recognition models (raw signal) proportionally increases its frequency. The total 
trainable parameters for the end-to-end model for the two above datasets are 1,611,498 
and 4,839,146, respectively, which is almost 9 and 27 times more than the proposed 
feature extracted one-dimensional CNN. One additional advantage of the proposed 
feature-extracted CNN model is the input shape and other intermediate layers’ param-
eters are fixed. They need not be tuned for the dataset of different frequency levels. The 

Fig. 11   (a) An arbitrary clip from the audio-MNIST dataset (b) model generated class label

Table 5   Outcome of the proposed architecture with some pre-trained models

Dataset Models Trainable parameters Test Accuracy (%)

Bengali Isolated Digit 
Dataset

ResNet50 23.54M 98.84 ± 0.3
MobileNet 3.216M 98.27 ± 0.3
VGG-19 0.508M 97.04 ± 0.4
InceptionNet3 16.045M 96.75 ± 0.4
Proposed model 182K 98.52 ± 0.3

audio-MNIST ResNet50 23.54M 99.73 ± 0.1
MobileNet 3.216M 99.43 ± 0.2
VGG-19 0.508M 99.90 - 0.2
InceptionNet3 16.045M 97.76 ± 1.20
Proposed model 182K 99.52 ± 0.36
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experimental result shows that the proposed model generates almost similar accuracy 
compared to the end-to-end model with 9 and 27 times less trainable parameters.

The most difficult is the selection of features to keep the accuracy level the same. 
Analyzing the speech signal, it has been observed that when the data records are of low-
frequency range or collected from different recording devices, the recognition accuracy 
doesn’t reach a satisfactory level when feeding a single type of feature. That’s why hybrid 
features have been used for this study. The frequency domain MFCC features and the time 
domain SSE and LSSE are fused in the experiment. To justify this statement, we have 
extracted only 20 MFCC features from each clip of both datasets and fed them into CNN. 
The obtained average validation accuracy is 91.20% for the Bengali dataset. However, 
the audio-MNIST dataset generates 96.65% validation accuracy for 20 MFCC features. 
It is because the audio-MNIST samples are very high-frequency clips; moreover, they are 
almost noise-free and are recorded from a single device. However, our created datasets 
are recorded from the different specifications of devices and are not fully noise-free. The 
classwise comparative f1-score from 20 (only MFCC) and 30 (MFCC, SSE, LSSE) fea-
tures for the Bengali dataset is shown in Fig. 12. In Fig. 12, for every word, two vertical 
lines, where brown and pink color represents the F1-score obtained by applying 20MFCC 
only and MFCC, SSE, and LSSE together.

4.2 � Comparative study

To justify the superiority of the model, Table  6 shows the comparative accuracy 
obtained from the proposed model with the existing models used in the literature sur-
vey for the recognition of isolated words of two datasets of two different languages. In 
Table 6, the proposed method generates 99.8% validation accuracy, which is higher than 
the existing method in [3, 6, 12, 17, 26, 30] for the audio-MNIST dataset. Similarly, for 
the Bengali Isolated Word dataset, the proposed approach generates 98.52% prediction 
accuracy, higher than [2, 10, 15, 29, 34].

Fig. 12   Comparative F1-Score on MFCC and MFCC+SSE+LSSE of Bengali dataset
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The network size of each model is calculated from its number of trainable param-
eters. First, for the end-to-end model total number of parameters is 1,611,498. Thus to 
train a single audio sample, the network would have to train 1,611,498 parameters. If 
the 32-bit floating point number is used for each parameter, the size will be 1,611,498 
x 4 bytes to train. Thus the network will require 6.147MB of RAM. For the minibatch 
train, the network trains 70% data of 14000= 9800 samples/minibatch = 306 samples at 
a time. Thus approximately, it requires 306 x 6.147 = 1.837 GB of RAM.

On the other hand, our proposed network needs 182,458 parameters to train a single 
audio sample, and the network size would have 182,458 x 4 bytes of RAM. Even though 
to train the same Bengali dataset with 32 minibatch, the model requires 182,458 x 4 x 
306 =212.98 MB of RAM, which is almost nine times less than the end-to-end model.

When calculating the time complexity, it depends on the number of parameters (p), 
number of epochs (e), and number of training observations in each epoch(n). So, the 
time complexity can be measured as a notation O( p x e x n). Since p will be large for 
the end-to-end model, the training time will also be prolonged for the end-to-end model 
as compared to the proposed CNN model.

Though the model generates a high accuracy, there is still scope to develop a general-
ized model to recognize a large set of spoken numeral data in a noisy environment with 
less trainable parameters.

5 � Conclusion and future work

A reduced feature-extracted one-dimensional CNN has been designed in the proposed isolated 
spoken digit recognition method. Two datasets of isolated words in two different languages have 
been used for the experiment to justify the efficacy of the proposed technique. Two different 

Table 6   Comparative accuracy with the existing models

Dataset Author Name Feature Classifier Accuracy

Audio-MNIST Pawar et al. [26] MFCC HMM toolkit 95%
Becker et al. [3] Spectrogram, waveform LRP based DNN 77%
Gamit et al. [6] MFCC, LPC, STE, ZCR ANN 86.66%
Mahalingam et al. [16] MFCC LSTM 96%
Masmoudi et al. [17] MFCC Frame-by-Frame 

Neural Network
98.8%

Kaur et al. [12] MFCC DNN 97.05%
Shukla et al. [30] Spectrogram DNN 98.1%
Proposed model MFCC+SSE+LSSE CNN 99.8%

Bengali isolated word Lisa et al. [15] MFCC & Local Feature HMM 89.47%
Ahammad et al. [2] MFCC BPNN 98.46%
Gupta et al. [10] MFCC followed by PCA 

for feature summariza-
tion

SVM, MLP, RF 91.67%

Sharmin et al. [29] MFCC CNN 98.37%
Sumon et al. [34] MFCC CNN 74.01%
Proposed Model MFCC+SSE+LSSE 1D CNN 98.52%
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domain features, 20 MFCC (frequency-domain) and 5 SSE, 5 LSSE (time-domain), have been 
extracted from each audio sample and fed to the proposed architecture of the CNN model. The 
average train, validation, and test accuracy for the Bengali spoken digit dataset are 96.68%, 
97.8%, and 98.52%, respectively. Similarly, 98.47%, 99.84%, and 99.52% for the audio-MNIST 
dataset, respectively, indicate the superiority of the proposed technique. The datasets are also 
trained using an end-to-end CNN model. The trainable parameters are approximately 9 and 27 
times more than the proposed architecture for the two datasets, respectively.

The comparative model size and computational time complexity have been derived ana-
lytically. The proposed model requires almost nine times less memory than an end-to-end 
model to train 14000 Bengali audio clips and 27 times less to train 30000 English audio 
clips. Though the proposed approach has experimented with two isolated speech corpus of 
two different languages, we can claim this hybrid feature and model outperforms in clas-
sifying isolated words of any language. The proposed model is irrelevant to the language 
and the samples’ frequency, meaning the model’s complexity (time and space cost) does 
not grow on different frequency levels and languages. The major drawback of the proposed 
approach is the performance of the feature extracted CNN model degrades when excessive 
noise signals within clips. The noise within the audio signal didn’t focus on cancellation. 
Data clips in the crowd may reduce the recognition rate by the proposed method. Further 
study is necessary to enhance the recognition in the crowd and further reduce the model 
size. The different combinations of features and model architecture may be designed in the 
future to get the expected level of accuracy.
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