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Abstract
The most image inpainting algorithms often have existed problems such as blurred image, tex-
ture distortion and semantic inaccuracy, and the image inpainting effect is limited for images 
with large missing regions and resolution level. To solve above problems, the paper proposes 
an improved two-stage image inpainting network based on parallel network and contextual 
attention. Firstly, the improved deep residual network is used to perform generative pixels fill-
ing on the missing area, and the first-stage adversarial network is used to complete the edges 
information. Then, the color features of the filling map are extracted, the edge map is fused 
and complemented, and the fusion map is used as the conditional label of the second-stage 
adversarial network. Finally, the image repairing result has obtained through the two-stage net-
work with the contextual attention module. The experiments on public datasets can show that 
the proposed algorithm can obtain a more realistic repairing effect.

Keywords  Image inpainting · Deep learning · Conditional generative adversarial network · 
Contextual attention · Parallel network

1  Introduction

Image inpainting, also known as image completion, is to automatically repair missing pix-
els in the image based on the known information of the original image. This is an impor-
tant research field of computer vision and pattern recognition. With the development of 
digital image processing technology, the image inpainting had been widely used in image 
editing, object tracking, occluded object recognition, and intelligent aesthetics. Early image 
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inpainting efforts focused on texture synthesis techniques [1, 2]. These traditional methods 
had used nearest neighbor search to duplicate the relevant image blocks and fill in the miss-
ing regions using image blocks from existing regions [23]. However, they performed poorly 
when there are no available duplicate textures in undamaged regions due to the inability 
to obtain high-level semantics from the images [18]. However, these methods usually can 
only copy pixels, stitching and transplantation, it is difficult to effectively obtain the global 
structure and semantic information of the original image, and it is also difficult to generate 
new image pixels for damaged area, so there are many limitations in the applications.

The development of deep learning and Convolutional Neural Networks (CNN), espe-
cially the Generative Adversarial Networks (GAN) has accelerated the development of 
image inpainting content [33, 37]. In the adversarial network, high-level semantic acquisi-
tion and low-level pixel synthesis are jointly trained to guide the network to reconstruct 
new content with real meaning in the missing area, and effectively make up for the short-
comings of traditional image inpainting algorithms. Due to the complexity and diversity of 
natural images, it is not enough to generate new pixels. It is also necessary to ensure that 
the inpainting results are visually realistic and vivid. At the same time, only using the clas-
sic single-order GAN architecture can also cause artifacts, blurring, and texture distortion.

In order to solve the above problems, researchers have made improvements and innovations 
on the basis of GAN. Iizuka et al. [11] used a global discriminator and a local discriminator to 
determine the semantic consistency of the generated image to improve the rationality of the con-
tent, but the local discriminator can only discriminate the rectangular mask, and it is difficult to 
deal with irregularities. Zheng et al. [39] proposed an image repairing method named Edge-Con-
nect, which uses binary edge mapping as a network label to eliminate high-frequency textures 
and reduce artifacts. Wan et al. [26] proposed an image repairing method named Foreground-
Aware, which uses a saliency detection algorithm to extract foreground objects in an image, 
and combines edge features as network labels. However, in addition to the two-stage generation 
network, this proposed method also needs to build three additional encoding and decoding net-
works, which increases the cost of network training, testing and practical application. At the same 
time, this proposed method will also cause a large amount of background information to be lost.

In edge detection, a lot of meaningful information are often been ignored, resulting in a 
lack of vividness in the generated content. Zhang et al. [35] divided the network into two 
modules, a rough content generator and a fine content generator, and used a parallel architec-
ture to achieve repair. However, since the network uses the true map as the label in the initial 
stage, and the high frequency and non-critical details in the true map will have a great impact 
on the repairing result, this effect is usually negative. Pen et  al. [22] proposed a structure 
and appearance flow image inpainting method, which obtained the image texture structure 
through the relative total variation metric, and then used the texture structure as the label 
input network for training, and achieved certain results. However, one of the prerequisites of 
this method is that structures with similar semantics in images also have similar details in a 
high probability, and when this assumption is not true, it will mislead the repair results.

Based on the above situations, this paper proposes a two-stage image inpainting network 
based on parallel confrontation and multi-condition fusion for high-resolution image inpainting. 
The network adopts a two-stage architecture, which is a label generation network and a fine con-
tent reconstruction network respectively. The label generation network is divided into two parallel 
modules, an edge generator and a rough content generator. At the same time, an edge pixel fusion 
operator is designed in the output link of the fine content reconstruction network to improve the 
pixel consistency of the edge repair. Experiments on the datasets of Places2 [31], CelebA [6], 
Facades [24] and Oxford Building [7] can show that the proposed network can obtain a better 
repair effect visually, and the evaluation index measurement can obtain a significant advantage.
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The structure of this paper is as following: Sect. 1 is the introduction of related devel-
opment with image inpainting. Section 2 depicts some related works and background by 
image pixel filling and image generation. Section 3 proposed the improved network named 
DGCA. Section 4 illustrates experimental results on datasets of image inpainting. Finally, 
the conclusion summarizes the proposed method and future research points.

2 � Related works

2.1 � Image pixel filling

Like most computer vision problems, the research on image inpainting problems predates 
machine learning and deep learning, such as interpolated pixel filling based on light intensity 
vector fields [10] and global image synthesis based on feature histograms [12]. However, these 
methods based on pixel expansion technology can usually only fill smaller areas in the image, 
such as ink dots, lines, or scratches. The method based on patch matching and texture synthe-
sis technology can perform more repair tasks, such as filling larger defects or holes. Barnes 
et al. [1] proposed a random patch matching (Patch-Match) algorithm. On the basis of Patch-
Match, by combining algorithms such as super pixel stitching [15], optimal patch search [8], 
and global consistency filling [30], real-time repairing [32] of the input image can be achieved.

However, this type of method mainly uses the low-level pixel features of the image, 
which is invalid for high-level semantics and complex structures, and cannot generate new 
content that does not exist in the input image. For this reason, Liu et al. [18] proposed a 
repair method based on a large external database drive. Assuming that the regions with 
similar contexts in the image also have the same content, the external database is searched 
for the most similar sample to the input image, and the part of the matching sample cor-
responding to the missing region of the input image is cut and transplanted to the input 
image. However, when there is no suitable sample on the called database, this kind of 
method will cause the repair result to be wrong. In addition, the external database that this 
kind of method needs to call is usually very large, which limits the actual development of 
related applications.

2.2 � Attention module

In deep learning, the attention mechanism can reasonably allocate computing resources to 
the model according to the importance of input features. According to the dimension of the 
attention mechanism application, it can be divided into spatial attention [26] (SA) and channel 
attention [35] (CA). Because the contextual features of the spatial dimension can be used as 
the reference object of the damaged image area in the image inpainting process, the literature 
[28, 36, 37, 41] all apply the SA mechanism to the image inpainting network. Wang et al. [34] 
proposed a contextual attention layer, which uses SA to find the most similar background con-
tent for the missing image area. Wang et al. [28] proposed a multi-scale image context atten-
tion learning strategy based on the context attention layer, which enables the inpainting model 
to deal with rich background information more flexibly. After that, Zhang et al. [37] proposed 
a coherent semantic attention layer, which uses SA to improve the spatial semantic consist-
ency within the repaired damaged image region. To make the image inpainting results consist-
ent visually and semantically, Zhu et  al. [41] proposed a pyramid context encoder network 
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(PEN-Net), which uses the pyramid network structure to learn from high-level semantic fea-
tures. Attention information had been transferred to low-level features.

2.3 � Image generation

CNN has been trained on the ImageNet dataset [32], which shows its excellent performance 
in acquiring high-level semantic features of images. The stacked deep convolutional network 
model with a large number of hidden layers trained through massive data can effectively 
obtain the nonlinear and complex mapping relationship between samples, which is consist-
ent with the design idea of ​​semantic inpainting based on image content. Pathak et  al. [21] 
proposed a CNN-based encoding and decoding network structure. The encoder is a series of 
layer-by-layer down-sampling, while the decoder corresponds to the encoder. The network is 
trained with Euclidean distance and adversarial loss as constraints. Realize the generation of 
new pixels in the missing area. Fang et  al. [6] used a multi-classification network to iden-
tify and classify the image texture, and then used the classification label as the content con-
straint item of the repair network, and synthesized the output result with fine texture through 
the multi-scale feature. Hu et al. [10] designed a set of repair network models containing two 
encoding and decoding structures, outputting rough content and fine content respectively, and 
outputting the previous term as the input condition of the latter term, and achieved a certain 
breakthrough in the task of repairing irregular masks.

In addition, the feature pyramid network [21], gated convolution network [27], Bidi-direc-
tional attention network [38] and coherent semantic attention network [40] all discuss the 
problem of image inpainting from different perspectives. Related experiments show that the 
above method generates new content with reasonable semantics in highly structured images 
(such as buildings, objects, people, landscapes, etc.). In addition, in tasks such as image style 
conversion [13, 24], image domain conversion [3, 25], image recoloring [4, 14] and image 
super-resolution reconstruction [34, 42], generative adversarial networks are also widely used.

3 � Approach

The overall network architecture of the proposed algorithm in this paper is shown in Fig. 1.
The network adopts a two-stage architecture and consists of two parts: a label generation 

network GL and a fine-grained content reconstruction network GR . Specifically, the label gen-
eration network is divided into two parallel structures, a rough content generator GC and an 
edge generator GE.

3.1 � Label generation network

3.1.1 � Rough content generator

The rough content generator GC is the structure of the label generation network and is used 
for generative pixel filling of missing images. Let Igt be the true value image, and the missing 
image Imask is as follows:

(1)Imask = Igt ⊙ (1 −M)
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Among them, M represents a binary mask (1 represents a missing area of the image, 
0 represents an unmissed area), and ⊙ represents a Hadamard product.

The specific structure of the rough content generator is similar to the generator part 
of the Deep Residual Generative Adversarial Network (DRGAN). In the down-sam-
pling and the up-sampling, this paper sets the convolutional kernel to 3 × 3 , and the 
step size is 2. At the same time, the design purpose of DRGAN is to perform super-
resolution tasks, and in the repair task, due to the existence of large area missing, it 
is difficult for standard convolution to effectively extract the known information near 
some missing points. The known information is crucial for pixel reconstruction.

In order to make full use of known information, it is often necessary for the network 
to have a larger receptive field. Therefore, this paper improves on the basis of DRGAN 
and replaces the middle 8-layer standard convolution with a dilated convolution [11], 
as shown in Fig.  2. The dilated convolution kernel is 3 × 3 , the dilated rate is 2, the 
step size is 1, the network uses Leaky ReLU as the activation function, and the genera-
tive pixel filling process of the missing image is expressed as follows:

Among them, GC(⋅, ⋅) represents the calculation process of the rough content genera-
tor, and Icoarse represents the generated rough content. For the training of the generator, 
use Euclidean distance as the loss function:

After obtaining Icoarse , mark it as the content label part of the second stage network 
fusion label.

(2)Icoarse = GC

(
Imask,M

)

Fig. 1   The proposed network named as DGCA​
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3.1.2 � Edge generator

While performing generative pixel filling on the missing image, the edge generator GE is 
used to complete the edge mapping of the missing image. The Canny edge detection is 
performed on the missing image Imask , and the edge map to be completed is denoted as 
Ie
mask

 . In the edge detection process, in order to effectively eliminate the high-frequency 
noise of the image, a Gaussian filter with a kernel of 5 × 5 is performed, and the Canny 
threshold is set to 80 ~ 150. The edge generator adopts the DRGAN structure at the same 
time, the convolution kernel is 3 × 3 , the middle eight convolution step length is 1, the 
remaining convolution step length is 2, and the activation function is Leaky ReLU. The 
completion process of missing edges is expressed as follows:

Among them, GE(⋅, ⋅) represents the operation process of the edge generator, and Ie
gen

 
represents the complemented edge mapping.

The discriminator DE of the edge generator uses the VGG-19 architecture that has 
been pre-trained on the ImageNet dataset, and the activation function is Leaky ReLU. 
The input of the discriminator is the edge map Ie

gt
 obtained by the Canny detection of 

the true image and the edge map Ie
gen

 obtained by the complement of the missing image. 
The objective function of the discriminator is composed of three parts: adversarial loss, 
distance loss and matching loss. The adversarial loss is expressed as follows:

In the adversarial training process, the discriminator judges the true value edge Ie
gt

 as 
true; for the generated edge Ie

gen
 , the discriminator judges the false. The generator and 

the discriminator each update the parameters to minimize the confrontation loss. This 

(3)Ie
generator

= GE

(
Ie
mask

,M
)

(4)LE
adv

= E
[
lg
(
1 − DE

(
GE

(
Ie
mask

,M
)))]

+ E
[
lgDE

(
Ie
gt

)]

Fig. 2   The rough content generator
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process can be seen as finding a Nash equilibrium solution in a zero-sum game. At the 
same time, a distance loss is expressed as follows:

In addition, the matching loss is similar to the functional form proposed by Johnson 
et al. [15], which stabilizes the training by comparing the features of the activation function 
layer in the discriminator. The matching loss is expressed as follows:

Among them, i represents the number of discriminator convolutional layers, D(i)

E
 rep-

resents the ith activation function layer of the discriminator (for this network, D(i)

E
 is the 

ReLU1_1, ReLU2_1, ReLU3_1, ReLU4_1, and ReLU5_1 layers in VGG-19), and Ni rep-
resents the discriminator The number of elements in the ith activation function layer.

The joint loss function of the edge generator is expressed as follows:

Among them, �E
adv

 , �E
l2
 , and �E

match
 are regularization parameters. This article sets 

�E
adv

= 1 , �E
l2
= 5 , and �E

match
= 10 respectively.

After the complementary edge Ie
gen

 is obtained through the above process, the part cor-
responding to the missing area of the missing edge and the part that is not missing from the 
missing edge are spliced. The purpose of this operation is to make full use of the known 
information of the image to guide the subsequent network to complete the repair. The splic-
ing process is expressed as follows:

Among them, Ie
label

 represents a binary edge map obtained by stitching (1 represents an 
edge, 0 represents a background area), and this paper uses this mapping as the edge label 
part of the second stage network fusion label (Fig. 3).

(5)LE
l2
=
‖‖‖
Ie
gt
− Ie

gen

‖‖‖2

(6)LE
match

= E

[
∑

i

1

Ni

‖‖‖‖
D

(i)

E

(
Ie
gt

)
− D

(i)

E

(
Ie
gen

)‖‖‖‖1

]

(7)min
GE

max
DE

LE = �E
adv

LE
adv

+ �E
l2
LE
l2
+ �E

match
LE
match

(8)Ie
label

= Ie
mask

⊙ (1 −M) + Ie
gen

⊙M

Fig. 3   The edge generator
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3.2 � Fine‑grained content reconstruction network

The fine-grained content reconstruction network GR uses the fused image of the rough 
content map Icoarse and the edge map Ie

label
 with the same resolution as the label. Since 

Icoarse is a color image and Ie
label

 is a binary image, the label fusion process is expressed 
as follows:

Among them, Ilabel represents the condition label of the fine content reconstruction 
network.

The fine-grained content reconstruction network adopts the DRGAN architecture 
with the context attention module, and the specific operation process of the context 
attention module is shown in Fig.  4. First, for the feature map input in the preamble, 
the pixel blocks belonging to the generated part and the original part are extracted 
respectively. Then use the original part as a convolution filter to process the generated 
part, and calculate the similarity score between the generated part and the original part. 
Finally, the deconvolution operation is performed with the score as the weight, and a 
new feature map is reconstructed and output. The reconstruction process of the fine con-
tent reconstruction network is expressed as follows:

Among them, GR(⋅) represents the calculation process of the generator of the fine 
content reconstruction network, and Igen represents the global result of the generation.

The discriminator DR of the fine-grained content reconstruction network uses the 
VGG-19 architecture that has been pre-trained on ImageNet, and takes the true value 
image Igt and the global generated image Igen as input. For the objective function, in this 
paper, the forms of adversarial loss, perceptual loss, style loss, and structure loss, the 
adversarial loss is expressed as follows:

The LR
adv

 here is similar to LE
adv

 in the edge generator, that is, it is judged to be true for 
Igt , and it is judged to be false for Igen . At the same time, the perceptual loss LE

per
 is simi-

lar to the matching loss in the edge generator:

(9)Ilabel = Icoarse ⊙
(
1 − Ie

label

)

(10)Igen = GR

(
Ilabel

)

(11)LR
adv

= E
[
lg
(
1 − DR

(
GR

(
Ilabel

)))]
+ E

[
lgDR

(
Igt
)]

Fig. 4   The contextual attention module
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In addition, each activation function layer in the discriminator is also used to calcu-
late the style loss. The style loss is the covariance between the features of the activa-
tion function layer. Given the feature map of refueling Hk ×Wk × Ck , the style loss is 
expressed as follows:

Among them, Tk is the Gram Matrix of Ck × Ck constructed according to the activa-
tion function layer D(k)

R
 . Korhonen et  al. [17] have proved that similar structures can 

effectively eliminate artifacts in the generated results. At the same time, since both Igt 
and Igen are color images, this paper uses structure loss instead of distance loss, and the 
structure loss is expressed as follows:

Among them, �1 represents the pixel average value of Igt , �2 represents the pixel aver-
age value of Igen , �12 represents the covariance of Igt and Igen , �2

1
 represents the pixel 

variance of Igt , �2
2
 represents the pixel variance of Igen , and � represents the dynamic 

range of the pixel (Fig. 5).
The joint loss function of the fine-grained content reconstruction network is 

expressed as follows:

Among them, �R
adv

 , �R
per

 , �R
sty

 , and �R
str

 are regularization parameters. This article sets 
�R
a
= �R

p
= 0.5 , �R

str
= 1 , and �R

sty
= 200 respectively.

After the global generated image Igen is obtained, the edge pixel fusion operator pro-
cessing Igen is designed to obtain the final output result:

(12)LR
per

= E

[
∑

i

1

Ni

‖‖‖
D

(i)

R

(
Igt
)
− D

(i)

R

(
Igen

)‖‖‖1

]

(13)LR
sty

= E
[
‖‖‖
Tk
(
Igt
)
− Tk

(
Igen

)‖‖‖1

]

(14)LR
str

= 1 −

[
2�1�2 + (0.01�)2

][
2�12 + (0.03�)2

]

[
�2
1
+ �2

2
+ (0.01�)2

][
�2
1
+ �2

2
+ (0.03�)2

]

(15)min
GR

max
DR

LR = �R
adv

LR
adv

+ �R
per

LR
per

+ �R
sty
LR
sty

+ �R
str
LR
str

Fig. 5   The fine-grained content reconstruction network
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Among them, Φ is the width of the processing area of the edge pixel fusion operator 
(this article is set to 5% of the graphic size), and � is the shortest distance from a point on 
the processing area to the mask area. This operator can effectively eliminate the artifacts 
of the generated edge and increase the consistency of the edge pixels between the repaired 
area and the original area.

4 � Experimental analysis and results

4.1 � Experimental settings

In order to verify the scientific and effectiveness of the algorithm in this paper, the network 
was trained, tested and verified on the datasets of Places2 [31], CelebA [6], Facades [24], and 
Oxford Building [7].

The Places2 dataset contains 365 independent scene categories, using 1,800,000 images 
in the high-resolution standard dataset and 6,200,000 images in the high-resolution chal-
lenge set to train the network. The CelebA dataset contains 202,599 face images of people, 
which are used for portrait inpainting. The Oxford Building dataset contains 5,062 struc-
tured building images with an image resolution of up to 1024 × 1024 , which is used for 
high-resolution verification. The Facades dataset contains 606 architectural style images, 
all of which have been tilt-corrected and used for ablation research (Table 1).

The mask used in this paper to simulate the missing image comes from the irregular mask 
dataset provided by Wang et al. [29]. The dataset contains 12,000 irregular mask images, which 
are divided into six categories according to the ratio of the mask to the image area: [0.01, 0.1], 
(0.1, 0.2], (0.2, 0.3], (0.3, 0.4), (0.4,0.5], (0.5,0.6]. This paper uses the fusion image Ie

label
 of the 

rough content Icoarse generated by the complemented edge mapping Ilabel as the final reconstruc-
tion network label. The training of the network is divided into three parts: the edge generator, the 
rough content generation Trainer and fine content reconstruction network are trained separately. 
The network is built under the TensorFlow framework, with an initial learning rate of 2 × 10−4 , 
and Adam as the optimizer. The batch size is set to 8, the size of input image is based on datasets, 
and training is terminated. The condition is 20 iterations. In the stages of testing, verification and 
practical application, the algorithm in this paper can achieve end-to-end image inpainting.

(16)
∼

I
reu

=

exp
(

�

Φ

)
− 1

exp
(

�

Φ

) Imask +
1

exp
(

�

Φ

) Igen

Table 1   Details of image inpainting datasets

Dataset Type Image Size Scale Website

Places2 [31] Scene 256 × 256 10 M http://​place​s2.​csail.​mit.​edu
CelebA [6] Face 178 × 218 202 K http://​mmlab.​ie.​cuhk.​edu.​hk/​proje​cts/​CelebA.​html
Facades [24] Scene 250 × 250 ∼ 1024 × 1024 0.6 K http://​cmp.​felk.​cvut.​cz/​~tylec​r1/​facade/
Oxford 

Building 
[7]

Scene 1024 × 1024 4.9 K http://​oeb.​griff​ith.​ox.​ac.​uk/

http://places2.csail.mit.edu
http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
http://cmp.felk.cvut.cz/~tylecr1/facade/
http://oeb.griffith.ox.ac.uk/
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4.2 � Comparative experiments

The comparison algorithm is as follows: Patch-Match (PM) [1], Context Encoder Network 
(CE) [33], Globally and Locally Consistent Network (GL) [20], Contextual Attention Net-
work (CA) [22], Gated Convolutional Network (GC) [27], Edge-Connect (EC), Parallel 
Decoding Network (PEPSI) [35].

The qualitative comparison experiment results of each algorithm are shown in Fig. 6. 
It can be seen from the Fig. 6 that Patch-Match based on random patch matching tech-
nology cannot accurately obtain image semantic information, nor can it generate new 
pixels that do not exist in the missing image. Although it can suppress checkerboard 
artifacts, it will result in inaccurate semantics. GL is not enough to restore color and 
structure. There are artifacts in the GC effect, and the ability to balance the texture is 

(a) Ground Truth

(b) Masked Images

(c) Inpainting Results of PM

(d) Inpainting Results of GL

(e) Inpainting Results of GC

(f) Inpainting Results of CE

(g) Inpainting Results of PEPSI

(h) Inpainting Results of the Proposed Algorithm

Fig. 6   Comparisons of image inpainting results of different algorithms
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not good. This is because these two algorithms only use a single-stage adversarial net-
work and fail to adopt a layer-by-layer repair plan from edge to content. Edge-Connect 
can effectively obtain and restore a certain image edge structure, because the algorithm 
itself uses binary edge mapping as the network label. However, the label of Edge-Con-
nect is only a binary map, which fails to reflect the color information part of the image, 
and the effect of color inpainting and reconstruction is not ideal. PEPSI can restore the 
global structure of the image and restore the color information of the image more accu-
rately. However, the algorithm mainly uses context, rough content and texture as the 
basis for inpainting, and there are still some shortcomings in fine reconstruction.

The algorithm in this paper adopts a second stage structure that takes into account 
both the edge structure and global color information. It can generate new pixels that 
Patch-Match can’t generate, suppress GL and GC artifacts, and repair more realistic 
colors than Edge-Connect repairs and more realistic colors than PEPSI. Sharp edges, so 
a better repair effect can be obtained visually.

Since there is still a lack of quantitative visual evaluation indicators for image 
inpainting tasks, in order to measure the inpainting results as accurately as possible, the 
following indicators are used: Peak Signal to Noise Ratio (PSNR), Structural Similarity 
(SSIM), Mean Absolute Error (MAE), and Mean Square Error (MSE). PSNR measures 
the quality of repaired images. SSIM compares the similarity between the true value 
map and the result map in terms of brightness, contrast, and structure. MAE measures 
the deviation of the corresponding position between the truth map and the result map. 
MSE measures the degree of difference between the truth map and the result map. The 
higher the value of PSNR, the higher the quality of the repair result map, the higher the 
value of SSIM, the lower the values of MAE and MSE, the closer the repair result map 
is to the true value map.

The index evaluation results of the statistical comparison algorithm for 10,000 ran-
dom images on the Places2 dataset are shown in Tables 2 and 3.

In the PSNR indicator in Table  1, "Global" refers to the comparison between the 
generated global map and the truth map, and "Local" refers to the comparison between 
the final output result map and the truth map after the global map and the missing map 
are spliced. It can be seen from Tables 1 and 2 that the algorithm in this paper is only 
slightly lower than PEPSI in the case of repairing irregular masks, and generally main-
tains a relatively high level. For MAE and MSE, the algorithm in this paper also has 
strong advantages.

Table 2   Evaluation index 
results of different algorithms 
(rectangular mask)

The bold font is the best result in every column

Methods PSNR SSIM MAE MSE

Global Local

PM - - - 16.1 3.9
CE 17.7 23.7 87.2 - -
GL 19.4 25.0 89.6 9.3 2.2
CA 19.0 24.9 89.8 8.6 2.1
GC 18.7 24.7 89.5 - -
PEPSI 19.5 25.6 90.1 8.6 2.0
Proposed 22.9 27.2 91.0 8.3 2.4
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4.3 � Ablation experiments

This section analyzes the influence of each part of the fusion tag on the final repair result 
from the color information and edge structure. The specific results are shown in Fig. 7.

First, assume that color information is very important for image inpainting tasks. For 
this reason, the rough content fill map is used as the color condition to be incorporated into 
the label of the fine content reconstruction network. In order to verify this hypothesis, the 
rough content generator is deleted, and only the edge structure map repaired by the edge 
generator is used as the label of the fine content reconstruction network. The repair result is 
shown in Fig. 7(b). It can be seen from Fig. 7 that if the color information is missing from 
the label, the algorithm will be difficult to effectively reconstruct the new color, that is, to 
demonstrate the design significance of the rough content generator. Then turn your atten-
tion to the edge structure information. It is assumed that the edge mapping can effectively 

Table 3   Evaluation index results 
of different algorithms (unregular 
mask)

The bold font is the best result in every column

Methods PSNR SSIM MAE MSE

Global Local

PM - - - 11.3 2.4
CE 9.7 16.3 79.4 - -
GL 15.1 21.5 84.3 21.6 7.1
CA 12.4 18.9 79.8 17.2 4.7
GC 21.2 26.4 91.0 - -
PEPSI 22.0 28.6 92.9 9.1 1.6
Proposed 24.5 30.5 91.8 8.3 2.5

(a) Masked Images

(b) Inpainting Results of Network with Edge Label

(c) Inpainting Results of Network with Color Label

(d) Inpainting Results of Proposed Algorithm

Fig. 7   Comparisons of image inpainting results of color label and edge label
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represent the objective structure of the image. In order to verify this hypothesis, the edge 
generator is deleted, and only the truth map is used as a label to train the fine content 
reconstruction network. The visualized result after repair is shown in Fig. 7(c). It can be 
seen from Fig. 7 that if the edge information is not used, the fineness of the content of the 
restored image is significantly reduced.

At the same time, 500 images were selected on the CelebA and Facades datasets, and 
the evaluation results of the algorithms trained with different tags on the PSNR and SSIM 
were counted. The results are shown in Table 4. It can be seen from Table 4 that, regardless 
of image quality or structural similarity, the algorithm trained by fusion label is more effec-
tive than the algorithm trained by single edge label and color label.

However, how to accurately obtain color and edge information has become the key to 
the research problem. This paper found that if the edge recovery is too little, the result 
will be a checkerboard artifact; if the edge recovery is too much, the result will be high-
frequency noise. The same applies to the use of color labels: if the rough content is too 
smooth, the resulting color will not be vivid enough; if the rough content is too fine, the 
result will produce high-frequency noise. Therefore, adjust the regularization parameters of 
the loss function and select the parameters that can obtain the best repair effect. Randomly 
select 1000 images on the Places2 dataset for statistics. Table 5 shows the effect of regu-
larization parameters on the results of choosing different edge generators for matching loss 
and fine content reconstruction network style loss. It can be seen from Table 5 that when 
�E
match

= 10 and �R
sty

= 200 are set, the algorithm in this paper can obtain the best effect.
In the network output link, an edge pixel fusion operator is designed to perform pixel 

processing on the missing edges of the repaired image, improve the edge pixel consistency 
of the pixel image, and eliminate artifacts. Figure  8 is the processing effect of the edge 
pixel fusion operator in this paper. It can be seen by partially zooming in the image that the 
operator in this paper can effectively improve the pixel consistency of the edge repair.

Table 4   Evaluation index comparison of ablation studies on color content label and edge structure label

The bold font is the best result in every column

Label CelebA Facades

PSNR SSIM MAE MSE PSNR SSIM MAE MSE

Missing Color Label 17.76 79.76 16.8 4.9 21.54 81.26 16.6 4.8
Missing Edge Label 19.09 81.51 15.6 4.5 23.64 82.18 15.6 4.4
Full Label Model 28.96 90.32 8.8 2.6 29.41 90.67 8.7 2.5

Table 5   Evaluation index 
comparison of ablation studies 
on different loss function 
regularization parameters

The bold font is the best result in every column

Parameter PSNR SSIM MAE MSE

�E
match

= 1 28.62 87.96 17.6 7.5

�E
match

= 5 26.61 84.87 20.2 7.8
�E
match

= 20 25.55 83.34 20.3 7.4
�R
sty

= 50 25.12 83.35 20.1 7.6
�R
sty

= 150 25.83 84.26 21.2 7.1
�R
sty

= 250 23.79 82.19 20.4 8.0
Proposed 29.27 90.55 9.2 3.5
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4.4 � Interactive image editing

The proposed algorithm in this paper can also be used for interactive image editing tasks 
while performing image inpainting tasks. Masks are set for some characteristic targets 
in the image, and these targets are removed by pixel generation, as shown in Fig. 9. It 
can be seen from Fig.  9 that this method can erase some characters in the Fig.  9 and 
generate new pixel content with reasonable semantics based on context information.

In addition, the algorithm in this paper changes the generated results by manually 
marking the information on the mask area, as shown in Fig.  10. It can be seen from 
Fig. 10 that the letters in the first row of warning signs and the window frame style in 
the second row are modified. These two interactive experiments for image editing tasks 
can also reflect the superiority and reliability of this algorithm from the side.

(a) Masked Images

(b) Inpainting Results without Boundary Pixel Fusion Operator

(c) Inpainting Results with Boundary Pixel Fusion Operator
Fig. 8   Comparison of inpainting results with and without boundary pixel fusion operator
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5 � Conclusion

This paper proposes a generative high-resolution image inpainting algorithm based on 
parallel confrontation and multi-condition fusion. The image repairing network has 
divided into two parts, and the missing area has gradually repaired from coarse level to 
fine level, from edge information to content information. At the same time, the archi-
tecture, label and loss function of Generative Adversarial Network have improved, and 
edge pixel fusion operator has been proposed. The experimental results on four standard 
datasets can show that compared with the popular repairing methods in recent three 

Fig. 9   Illustration of the 
proposed algorithm on target 
removal task

(a) Ground Truth

(b) Masked Images

(c) Removal Results
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years, the proposed model in the paper can obtain more effective texture detail informa-
tion, and the repairing effect for complex structures and textures is more realistic and 
more accurate. In addition, the proposed algorithm not only performs better in image 
semantic tasks, but also achieves satisfactory results in tasks such as object removal 
and image editing mission. However, limited by the existing technologies and hardware 
conditions, when faced with an image with an overly complex scene or an overly styl-
ized image, there may still be artifacts or inaccurate semantics. This is the direction of 
continued research in the future.
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Fig. 10   Illustration of the pro-
posed algorithm on image editing

(a) Ground Truth

(b) Interactive Masks

(c) Interactive Results
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