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Abstract
In recent years, two similar formulations have been proposed for semi-blind robust SVD-
based watermarking. Several research articles reported some faults in those formulations, 
which are known collectively as the False-Positive Problem. Other researchers investi-
gated different aspects of this problem from different viewpoints, and proposed solutions 
to overcome the faults. This paper, first categorizes those researchers’ viewpoints into three 
groups, and shows that while focusing on certain aspects of the two algorithms, they did 
not succeed in finding the real cause of the False-Positive Problem. Secondly, this paper 
locates the actual cause of the faults of the two algorithms by directly examining the for-
mulations. Our experiments show that the algorithms fail to correctly embed a distinguish-
able part of the watermark into the cover image. Further analysis shows that the algorithms 
embed some arbitrary data in the cover image, and send most of the watermark data as 
the side information in a semi-blind watermarking setup. Finally, this paper reviews the 
existing solutions to the False-Positive Problem, and shows that the correct solution to this 
problem is embedding the principal component of the watermark into the cover image.

Keywords Watermarking · SVD · False-Positive Problem · Ownership · Copyright

1 Introduction

The rate of production of multimedia assets such as images and videos has been growing 
exponentially. Multimedia plays a critical role in today’s advertising and attention econo-
mies. The ease of copying, using, sharing, and modifying images, makes reliable copy-
right protection more important than ever before. Watermarking is one of the common 
techniques for the copyright protection of digital images. Watermarking a digital image 
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consists of embedding additional data in the image that can later be matched to a copyright 
signature. Additional data embedded in the image is used to determine the original owner 
of the image. Counterfeit copies of the image could be made by modifying the image in 
such a way that the original signature cannot be extracted. To achieve this goal, signal pro-
cessing algorithms are used to make small modifications to the watermarked image such 
that the embedded watermark is removed or heavily modified. These modifications, which 
are considered “watermarking attacks”, may include contrast adjustment, gamma correc-
tion, filtering, histogram equalization, introducing noise, etc. For a watermarking algorithm 
to be used in copyright protection, it must be designed in a way that attacks do not succeed 
in removing or modifying the watermark. Such algorithms are called “robust” against the 
attacks. Several categories of robust watermarking algorithms exist, and a large number of 
research articles have been published on this subject [1, 3, 4, 8, 9, 15–17, 30]. There are 
also other articles that have analysed and applied robust watermarking algorithms in spe-
cific application fields such as medical images [7, 13, 14, 19, 33, 35].

One of the categories of robust watermarking techniques is based on the mathemati-
cal properties of singular value decomposition (SVD), which was proposed in 2002 [20]. 
Compared to other categories, the main advantage and “raison d’être” of SVD-based 
watermarking is that it provides robustness against geometric attacks (i.e., cropping, rota-
tion, resizing, and flipping) [1]. Like other types of watermarking techniques, the SVD-
based algorithms may be categorized as blind, semi-blind, or non-blind. This paper focuses 
on semi-blind SVD-based watermarking algorithms.

For the purpose of watermarking, a 2-D image I is treated as a 2-D matrix, which is first 
decomposed by SVD into the product of three separate matrices, as:

where S is the singular values matrix of I, and U and V are the principal components of I 
due to the mathematical relationship between SVD and principal component analysis [20]. 
After the decomposition in (1), the watermark data is embedded into the S component of 
the image. Because of the properties of principal components, any geometric attack applied 
to the image I, will only affect the principal components (i.e., U and V); hence, leaving 
the S component and the embedded watermark unchanged and robust against the applied 
attacks [20]. Based on the robustness properties mentioned above, several embedding tech-
niques in the literature have been proposed [1, 3, 4, 8, 9, 20, 21, 24, 27, 31, 32], which 
provide a watermark robust against the geometric attacks. All of these proposed techniques 
use semi-blind watermarking, in which, some side-information generated during embed-
ding must be present to make the watermark extraction possible.

In 2005, Zhang and Li [37] revealed a structural problem in the formulae proposed in 
[20] and named it “the false-positive problem”. They showed that the watermark extrac-
tion process in [20], gives an attacker the opportunity to extract any desired image from 
the watermarked image, therefore making the copyright protection ineffective. Despite the 
results published in [37], still many other papers published in the following years that used 
the same flawed formulae and suffered from the same problem [1, 3, 8, 10, 21, 24, 27, 31]. 
Other research papers presented several different analyses of the problem and tried to solve 
it based on their given analysis using different solutions [2, 12, 22, 25, 28].

The contributions of this paper are:

• Focusing on the embedding and extraction formulae proposed for SVD-based water-
marking to find the actual cause of the false-positive problem,

(1)I = USV
∗
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• Examining the structure of the singular values matrix (S),
• Reporting a certain class of simple images with a special type of S matrix, and
• Discussing the correctness of the previously presented analyses and solutions to the 

false-positive problem.

To make the above contributions, we studied the mentioned problems thoroughly and 
performed different experiments. To help the reader better understand these experiments 
and the structure of the paper, a flowchart of our study is shown in Fig. 1, which shows the 
steps of our study and refers each part to the corresponding section of the paper.

The rest of this paper is organized as follows. Section  2 reviews primary approaches 
used in SVD-based image watermarking. In Sect. 3, we use an experiment-based approach 
to investigate the root cause of the problems with the SVD-based algorithm. In Sect. 4, the 

Fig. 1  Flowchart of the present study
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existing solutions for solving the false-positive problem are described. In Sect. 5, we show 
how using principle components is the only reliable solution to the false-positive problem 
in semi-blind SVD-based watermarking.

2  Related Works

The SVD and some of its applications were first introduced in 1965 by Golub and Kahan 
(Golub & Kahan, 1965). In 2002, SVD based watermarking was first used to achieve 
robustness against geometric attacks [20]. Shortly after, other researchers also proposed 
similar techniques [9, 32]. The false-positive (FP) problem was identified as an underlying 
issue of the algorithm proposed in [9] in the work of Zhang and Li [37]. The same problem 
was also reported by Rykaczewski [29] in 2007, albeit from a different viewpoint. In later 
years, many papers have been published on the SVD-based watermarking, which may be 
divided into two groups depending on their approach towards the FP problem. The first 
group of papers, surprisingly, have neglected the FP problem without any effort to find a 
solution for it [1, 3, 8, 10, 21, 24, 27, 31]. The second group of pairs cited here as [2, 12, 
22, 25, 28] provided various solutions to solve the FP problem. Another point which is 
worth mentioning here is that some other papers only reported, repeatedly, the FP problem 
of the papers in the first group, e.g., [27, 28]. Surprisingly, some of these repeated reports 
are only 1-page or 2-page papers [29, 31].

2.1  The Original SVD‑based Watermarking Formulations

Two similar formulations were proposed in [20] and [9] using SVD-based watermarking 
for semi-blind copyright protection. Table 1 shows the embedding and extraction phases of 
the algorithms in [20] and [9]. Almost all other papers published on semi-blind SVD-based 
watermarking use one of these two formulations. Note that in this formulation the right 
arrows show SVD decompositions.

In [20], the embedding of watermark is done by first calculating the SVD of the cover 
image A. Then, the watermark image is added to the singular values matrix of A (i.e., S) 
using a scaling factor α, and the SVD of the resulting matrix is calculated. The singular 
values obtained from the second SVD is used along with the U and V matrices of the 

Table 1  SVD-based 
watermarking proposed in [20] 
and [9] (Right-arrow shows SVD 
decomposition)

Reference Article Embedding phase Extraction phase

[20] A → USV
H

.

S + �W → U
W
S
W
V
H

W

.

A
W
= US

W
V
H

A
∗
W
→ U

∗
S
∗
W
V
∗H

.

D
∗ = U

W
S
∗
W
V
H

W

.

W∗=
1

α
(D∗−S)

[9] A → USV
T

.

W → U
W
S
W
V
T

W

.

Σ = S + αS
W

.

A
W
= UΣVT

.

A
∗
W
→ U

∗Σ∗
V
∗T

.

S
∗
W
= (Σ∗ − S)∕�

.

W∗=U
W
S
∗
W
V
T

W
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cover image, to compose the watermarked image. The 4-tuple (UW, VW, S, α) must be 
provided as side-information to extract the watermark in the extraction phase. The UW 
and VW matrices are the principal components obtained from the second SVD. The α 
scaling factor determines the strength of the embedded watermark and affects its robust-
ness and usually has a small value (e.g., α = 0.2 in [20]). The extraction phase is exactly 
the reverse of the embedding phase.

The formulae proposed in [9] are very similar to [20]. The difference is that in [9], 
the watermark image is first decomposed by SVD, and then the obtained singular values 
are added to the singular values of the cover image after scaling by α.

In addition to the difference mentioned above, [20] and [9] also differ in their water-
marking domain. In [20], the watermark is embedded directly in the pixel values of the 
cover image, which is called spatial-domain watermarking. However, in [9], frequency-
domain watermarking is used. That is, they first transformed the cover image into the 
frequency domain using the DWT and then used the DWT coefficients to embed the 
watermark. Hence, in the formulae of [9] shown in the last row of Table 1, A represents 
the DWT coefficients of the cover image, and AW is the same coefficients after embed-
ding of the watermark.

The benefit of using the SVD in the frequency domain is that the resulting watermark 
will be robust against frequency attacks in addition to the geometric attacks. For this 
same reason, combining the SVD with some type of frequency-domain transform has 
been also reported in many other publications. Even there are many papers that com-
bined more than one transform with the SVD. Table 2 shows some other articles using 
multiple transforms besides the SVD.

As can be seen in Table 2, all of these watermarking techniques use either the for-
mulae of [20] or the formulae of [9], and therefore suffer from the same false-positive 
problem.

2.2  Categorizing Existing Viewpoints on the False‑Positive Problem

There are several works in the literature that reported, analysed, or tried to solve the 
problem of the algorithms proposed in [20] and [9]. While these papers collectively 
refer to the problem as the False-Positive problem, they looked at this problem from dif-
ferent points of view:

Table 2  SVD-based 
watermarking combined with 
multiple frequency-domain 
transforms

Ref. # Transform combination SVD 
algorithm 
used

[3] FHT-DWT-SVD [9]
[8] RT-DWT-SVD [9]
[10] RDWT-SVD [9]
[21] DWT-SVD [9]
[24] DCT-DWT-SVD [20]
[27] RIDWT-SVD [20]
[31] DCT-DWT-SVD [20]
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1. “Rightful Ownership” point of view: Focusing only on the application of copyright 
protection and checking whether the algorithms fulfil their intended goal of protecting 
image ownership.

2. “False Positive” point of view: Focusing on the performance measure of false positive 
error and checking whether the algorithms fulfil this performance goal. Every water-
marking algorithm should have zero or small false positive error.

3. “Attack” point of view: Focusing on the robustness of the algorithms against specific 
types of attacks and testing the algorithms’ success in the presence of those attacks.

In the following, we categorize and describe the findings of these papers according to 
their specific viewpoints:

“Rightful Ownership” viewpoint: The first paper to address the faults of these algo-
rithms, i.e. [37], tested the extraction phase of the algorithm of [20] and found that this 
algorithm cannot be used for copyright protection. The reason was that, because of the 
inherit design of the extraction formulae, any other person could extract their desired 
watermark from the cover image in the extraction phase, regardless of the actual embed-
ded watermark image. The same fault was reported by [29] for the watermarking algo-
rithm proposed by [9].

Both [37] and [29] only examined the applicability of the extraction algorithms for 
ownership protection, and reported the fault, without trying to analyze the embedding 
formulae or trying to propose a way to solve this problem. In this paper we name this 
the “rightful ownerships” viewpoint, since the only observation was that the extrac-
tion algorithms were not suitable for copyright protection and ownership management 
issues.

“False Positive” viewpoint: Some other researches like [5] and [34], focused on a secu-
rity aspect of watermarking algorithms, namely the false positive measure. Ideally a water-
marking algorithm should be free of false positive, i.e. the extraction process never vali-
dates a fake watermark. In case of semi-blind algorithms like the ones proposed by [20] 
and [9], the only way to extract the embedded watermark is to provide the side-info gener-
ated during the embedding phase, and any other side-info should not be able to extract a 
valid watermark. In [5] and [34], the researchers showed that the algorithm presented by 
[20] will always generate a valid watermark in the extraction phase when provided with 
suitable side-info, regardless of the actual embedded watermark. The algorithm showed a 
100 percent false positive probability, hence it was useless. In this paper we name this the 
“false positive” viewpoint, since the focus was on this aspect of the fault and the fact that a 
100 percent probability renders the algorithms completely useless.

“Attack” viewpoint: The algorithms of [20] and [9] were designed for semi-blind 
watermarking. This means that in a correct situation, the side-info generated during 
embedding phase must be available to obtain the watermark in the extraction phase. But 
as explained above (and reported by [5] and [34]), the extraction phase of these algo-
rithms generate valid watermarks for any suitable side-info other than that generated in 
the embedding phase.

Researchers in [36] and then also in [22, 23, 26], interpreted the problem of these 
algorithms as being susceptible to attacks. That is, they “supposed” that the algorithms 
are working normally, but lack robustness against certain attacks. In this case the harm-
ful attack is when an attacker changes the side-info and inputs his/her desired side-info 
(UW and Vw matrices) in the extraction phase, and causes the algorithm to produce his/
her desired watermark.
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In this paper we name this the “attack” viewpoint, since the researchers described the 
problem based on attacks. These researchers also proposed counter-attack solutions to the 
problem of algorithms in [20] and [9], which will be analysed with more detail in Sect. 4. 
They tried to make a reliable connection between the embedding and extraction phases by 
adding authentication to the side-information, hence preventing image manipulation with 
the wrong data in the watermark extraction.

2.2.1  Concluding Remarks

Table 3 summarizes the different points of view used by researchers in their analyses of 
[20] and [9]. A common aspect of these analyses, is that the researchers only focused on 
the extraction phase of [20] and [9] and checked whether specific criteria are met by these 
algorithms. Although the researchers have found that these algorithms do not meet some 
necessary criteria, they have not identified the actual cause of the problem. In the next sec-
tion, the actual cause of the problems will be found by examining the embedding formulae 
of [20] and [9] in detail.

3  Analysis of the False‑Positive Problem

SVD-based watermarking algorithms proposed in [20] and [9] are designed to be semi-
blind. That is, certain information generated in the embedding process is needed to extract 
the watermark during the extraction phase, as depicted in Fig. 2. For the algorithms in [20] 
and [9], this side-information is the 4-tuple (UW, VW, S, α) that was explained in Sect. 2–1. 
Careful analysis of the side-information and how it is generated is the key to understand 
the actual cause of the False-Positive problem.

3.1  The role of the S Matrix in SVD‑based watermarking

Refer to the approaches expressed in Table 1, the watermark image in [20]’s algorithm is 
multiplied by alpha coefficient then added to the S matrix of the cover image. Then, SVD 
decomposition applied to the result. On the other hand, in [9]’s algorithm, SVD is applied 
to the watermark image. In both algorithms, after applying SVD decomposition, the diago-
nal S matrix is the part that embeds in the cover image in the embedding process. In both 
algorithms, the S matrix is the key part of the embedding process, while other parts are 

Table 3  Viewpoints of different 
articles about the SVD based 
watermarking faults

Viewpoint Ref SVD algorithm 
discussed in Ref

Rightful ownership [29]
[37]

[9]
[20]

False-positive [5]
[34]

[20]
[20]

Attack [22]
[23]
[26]
[36]

[20]
[9] & [20]
[20]
[20]
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sent as side information. That is why careful analysis of the S matrix, the representor of the 
watermark in the embedding process, is necessary.

In an SVD procedure, U and V matrices contain more information from an image. They 
contain the structure and detail of the image [37]. Nevertheless, the S matrix is not an 
appropriate representor. No matter what the value of the S matrix is, the extracted water-
mark depends on side information which contains the U and V matrices. Although this 
point is correctly mentioned in [37], only the rightful ownership problem is investigated, 
and the main problem of singular value decomposition watermarking is disregarded in this 
article. This section demonstrates the role of the S matrix in SVD decomposition through a 
few experiments.

3.1.1  Experiment 1: Pattern of matrix S in the SVD

In experiment 1, we extracted matrix S from the SVD of 50 different 512*512 natural 
images. The results are plotted in Fig. 3. The 512 diagonal values of 50 images make verti-
cal values in Fig. 3, while numbers 1–512 makes horizontal values. As can be seen, all 50 
images have the same S matrix pattern with approximately similar values. The difference 

Fig. 2  Semi-blind watermarking technique in [9]; the 4-tuple  (UW,  VW, S, α) is sent independently as side-
information

Fig. 3  Diagonal values of matrix 
S of 50 different 512*512 natural 
images’ SVD
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between the maximum and minimum values of the S matrix for 50 images in four places is 
shown in Fig. 3. For example, in the area of 50, this difference is 6.02. Considering that the 
maximum value for the brightest picture is 362 and for the darkest picture is 142, the differ-
ences are insignificant to be a watermark. This experiment demonstrates that the pattern of 
the S matrix does not vary significantly in different images. As a result, the S matrix in the 
SVD cannot provide distinguishable information from an image.

3.1.2  Experiment 2: Exchanging the S matrix of two different images

This experiment is to examine the importance of the S matrix as a unique representor of an 
image. In this experiment, the SVD of two different images A

1
 and A

2
 are computed and 

the S matrices are extracted (Eqs. 2 and 3, below). Then, the matrix  S1 is used to reverse 
the SVD procedure in image 2 and vice versa (Eqs. 4 and 5, below). The procedure is also 
shown in Fig. 4.

We exchanged the S matrices on a collection of test images [6]. Figure 5 shows some 
examples from our standard image dataset. In the part (a) of Fig.  5, for example, the S 
matrix of the cameraman is used for SVD-reverse of the pirate and vice versa. It can be 
seen that the new pirate after SVD-reverse is very similar to the original one, with only a 
little change in its luminance. This experiment demonstrates that low-amplitude variations 
in the S matrix (which is used in [9] and [20]) will have little impact on the watermarking 
process.

To further examine this matter, images with the most significant difference in their 
S matrix’s value were selected from experiment 1, to test an extreme situation. Among 
them, the S matrices’ biggest-first-element is 362, which belongs to an airplane image 
that is also the brightest image in the dataset. Nevertheless, among them, the S matrices’ 

(2)A
1
→ U

1
S
1
V
1

(3)A
2
→ U

2
S
2
V
2

(4)U
1
S
2
V
1
→ A

′

1

(5)U
2
S
1
V
2
→ A

′

2

Fig. 4  Replacing S matrices of two images
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smallest-first-element is 142 and belongs to a building image. Although the S matrices of 
these two images have the same pattern, the first-elements are much different. Completing 
our test, we replaced the S matrix of airplane’s SVD with the S matrix of building’s SVD 
and vice versa. The result is shown in Fig. 5b. It can be seen that the main structure of the 
images stayed fixed, and only the luminance of the images was affected by changing their 
S matrices.

In the next step, we show that the S matrix approximately plays the role of a coefficient. 
In this step, we normalize the matrices using a coefficient, 362 is 2.5*(142). We multiply 
the S matrix of airplane by 1/2.5 and then combine it with U and V matrices of the build-
ing image. We do this for S matrix of building’s SVD but multiply it by 2.5 as well. The 
result in Fig. 5c shows that by correcting the S matrix by a fixed coefficient, even the lumi-
nance of the images are corrected. This experiment proves that the pattern of the S matrix 
is the same between different images and by finding the proper coefficient, the luminance 
of the image could also be corrected.

Our experiments show that the S matrix not only is not a distinguishable part of an 
image’s SVD but also its impact on image watermarking is trivial. The identifiable parts of 
the image are the principal component values (U and V matrices). In this section, we dem-
onstrated that the lack of information in the S matrix is the underlying issue of the SVD-
based watermarking proposed in [20] and [9].

3.2  Analysis of the watermarking algorithm proposed in [20]

In this section, we analyze the watermarking algorithm proposed in [20] based on the find-
ings in the previous section. First, we focus on embedding phase. The S matrix of cover 
image’s SVD is added to the watermark image scaled by a small value α , which results in 
a non-diagonal matrix ( S + αW ). The non-diagonal elements have small values, since α is 
always a small value. Also, most of the diagonal elements have values close to zero. SVD 
is applied to the resulting matrix and SW obtained. SW does not have a noticeable difference 

Fig. 5  a Exchanging the S matrix of the cameraman and the pirate. b Exchanging the S matrix of the air-
plane and the building. c Correcting the coefficient of S matrices of airplane and building
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compared to the S matrix of the cover image’s SVD. Figure 6 shows the experiment of 
embedding two different watermarks in one cover image. The Cameraman is used as the 
cover image while Lena and Mandrill used as watermark images. Figure 7 shows the dif-
ferent parts of the watermark after multiplying with alpha coefficient 0.05 and adding the 
S matrix of the cover image. Because the alpha coefficient is small, we multiply every ele-
ment of Fig. 7a by 20, and show them again in part (b) in order to magnify the small val-
ues and emphasize the differences. While the watermark images are entirely different from 
each other, the SW1 and SW2 matrices which are embedded in the cover image, are very 
similar even after magnification. In contrast, UW1 and UW2 and VW1 and VW2 which are sent 
as side information are different.

While SW1 and SW2 matrices stayed the same, the difference between UW1 and UW2 and 
VW1 and VW2 became significant. These experiments demonstrate that the embedded com-
ponents of the cover image are independent of the watermark.

The extraction of the watermark in the algorithm of [20], requires five elements. The 
4-tuple (UW, VW, S, α) is sent as side information, and only SW is needed from the watermarked 
cover image to complete the extraction phase. As shown in Sect. 3.1, the S matrix of an image’ 
SVD is not noticeable and could be replaced with another matrix without destructive damage.

To experiment how important is the side information of the algorithm of [20], we want 
to reconstruct the watermark with only side information and S matrix of a desired image’ 
SVD. In this experiment cameraman is the cover image, and Lena is the watermark. We 

Fig. 6  The experiment of embedding two watermarks in a unique cover image

Fig. 7  a The different elements of the SVDs of S + αW
1
 and +αW

2
 . b Same data of part a, scaled by 20 to 

emphasize the differences
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also use the House image as an arbitrary image to get the S matrix pattern. Note that the 
result is the same with any arbitrary image. The steps of reconstructing the watermark are 
shown in Fig. 8 and also listed below.

1- An arbitrary image multiplied to alpha and added to S matrix of the cover image from 
the side information named X.

2- The SVD of X is computed.

3- U
W

 and V
W

  from the side information multiplied with SA.

4- S matrix of cover image subtracted from ArbitraryCoverWatermark divided to alpha. 
The Reconstructed watermark obtained.

The reconstructed watermark is shown in Fig. 9. As can be seen, the part of the water-
mark which is embedded in the cover image is not an appropriate representor of the water-
mark, and most of the watermark information is transmitted as side information. In other 
words, the extraction phase is independent of the cover image and embedded watermark 
and is only dependent on the side information. There is one point that should be mentioned 
about the result shown in Fig.  9. In Fig.  9, a diagonal line can be seen overlaid on the 
extracted watermark. This diagonal line is caused by the mismatch between the S matrix 
of the original watermark (i.e. the original Lena image) and the S matrix of the arbitrary 
image. As shown in Fig. 3, the S matrices of different images are very similar with only 

X = (ArbitraryImage ∗ α) + S

X → U
A
S
A
V
∗
A

ArbitraryCoverWatermark ← U
W
S
A
V
H

W

ReconstructedWatermark ←

1

α
(ArbitraryCoverWatermark − S)

Fig. 8  Reconstruct the watermark without the watermarked image
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small differences in their values. These small differences, cause the diagonal pixels to vary 
slightly from their original values.

Through this section, we mentioned the main issues of [20]’s approach to semi-blind 
watermarking. In conclusion, there is a significant difference between [20]’s algorithm and 
other semi-blind watermarking algorithms. In such algorithms, the whole watermark, or a 
considerable part of it, is embedded in the cover image. At the same time, side information 
is generated and sent to combine with the embedded part in the extraction process. Nev-
ertheless, in [20], a small part of the watermark is used for embedding phase, while, the 
major part is sent as side information. Moreover, in [20] independent of the cover image 
and embedding phase, the side information is enough for the extraction process.

3.3  Analysis of The Algorithm of [9]

In this section, the algorithm of [9] is analyzed. As shown in Table 1, in the embedding 
phase of [9], the watermark image is first decomposed into a singular values matrix 
SW and two principal component matrices UW and VW. The two principal component 
matrices, are not included in the embedding and are sent as side-information for the 
extraction process. The only part of the watermark which is embedded in the cover 
image, is the SW matrix, after multiplying by the small scaling factor. Based on the point 
mentioned in 3.1, SW matrix has the same pattern with other images. Scaling down by 
multiplying with an alpha factor makes the values very small. After adding these small 
values to the S matrix of cover image’ SVD, the resulting diagonal matrix has a small 
difference with the initial matrix. Like the last section, we embed two watermarks in the 
cover image using algorithm [9] and compare Σ W1 and Σ W2. The detail of the algorithm 
visualized in Fig. 10. We use cameraman as the cover image, Lena as W1 and Mandrill 
image as W2. The difference between Σ W1 and Σ W2 is 0.01 percentage. Figure 11 shows 

Fig. 9  Lena watermark recreated 
by only side information of 
method [20]
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Σ W1 and Σ W2 matrices versus U W1, U W2 and V  W1, V W2. Part b shows the differences 
better. As can be seen in part b, the side information of two watermarks is different from 
each other, while the embedded part is similar. This experiment is repeated for different 
covers and watermarks, and the result is the same. Considering the result of 3.1 experi-
ences, the S matrix of different image’ SVD could replace with each other without sig-
nificant change. Because the difference is insignificant, we could say that the embedded 
part is independent of the watermark. This is the problem of embedding process of the 
algorithm [9].

In the extraction phase, there is also the same problem of the algorithm of [20], 
which was mentioned in 3.2. Based on the formula of extraction of the algorithm [9] in 
Table 1, UW and VW are sent as side information of the watermark. Without concerning 
the two first line of extraction, instead of recovering the S matrix from the embedded 
image, we use an arbitrary image S matrix. The watermark extracts simply by using the 
following steps.

1. An arbitrary image’ SVD computed.

ArbitraryImage → U
A
S
A
V
∗
A

Fig. 10  Embedding two watermarks with the algorithm of [9]

Fig. 11  a Side information and embedded parts of two watermarks with the algorithm of [9]. b Same data 
of part a, Scaled by 20 to compensate for the effect of alpha
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2. Multiplying UW and VW from side information with S
A
 . Reconstructed watermark 

obtained.

Figure 12 is reconstructed watermark using UW, VW and S matrix gained from SVD 
decomposition of an arbitrary image. Note that for reconstructing the watermark in this 
algorithm, even S matrix and alpha coefficient from the side information is not neces-
sary. It can be seen that in the algorithm of [9], most of the information contained in 
the watermark image is not embedded in the cover image. The extraction phase is inde-
pendent of the cover image and embedding phase, and the required information comes 
from side information. So, the analysis comes for algorithm [20] is also true for this 
algorithm.

3.4  The Actual Cause of the FP problem

Section 2.2 went through a review on researchers’ viewpoints on [20] and [9] problems. 
The first and third viewpoints are rightful ownership and attack respectively. Based on first, 
the result of the extraction phase, independent of the embedding phase, is the image that 
we used its principal components as side information. The third viewpoint also considers 
the attack on the side information to change the result in the extraction phase. The rea-
son for both issues is that the significant part of the watermark is sent as side information 
instead of being embedded in the cover image. Moreover, the second viewpoint, which 
refers to the FP problem, says although we use a noisy image instead of the watermarked 
image in the extraction phase, having proper side information helps the exact watermark 
extraction.

Reconstructedwatermark ← U
W
S
A
V
H

W

Fig. 12  Lena watermark recre-
ated by only side information in 
method [9]
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In Sects. 3.1, 3.2 and 3.3, we focused on the properties of the S matrix in SVD decom-
positions and also examined the embedding phase of the algorithms proposed by [20] and 
[9]. The actual reason of the problems of [20] and [9], is that the embedded data (which is 
the S matrix) has the same pattern in natural images and is nearly identical for all images. 
This means that in these algorithms, the output of the embedding phase does not carry any 
meaningful data about the watermark.

3.5  Simple Watermark Images with a Special Type of S Matrix

All of the articles mentioned in Sect. 2, use natural images as watermark. In Sect. 3, it was 
shown that the S matrix of these natural images share the same pattern and are nearly iden-
tical. In this section, we want to report an observation of some images which have special 
SVD properties that could be used in watermarking based on [20] and [9] formulae. Since 
these images have simple structures, in this section they are referred to as “Logo”. In the 
rest of this section, it will be shown how different is the S matrix of these logos from the S 
matrix of other natural watermark images; and how this difference helps in using the pri-
mary formulae of SVD based watermarking without problem. Figure 13 shows a sample of 
a logo.

Figure 14 compares the diagonal values of the S matrix of the logo (shown in Fig. 13) to 
the corresponding values of the Cameraman image. It can be seen that this simple logo has 
only a few non-zero values on the diagonal of its S matrix. Compared to what was shown 
in Fig. 3, it is evident that the simple structure of this logo translates to this special form of 
the S matrix.

In Fig. 15 the result of using the simple logo as the watermark is shown. The S matrix 
of the logo is different from the corresponding matrix of the Panda image. Therefore, when 
the logo is used for embedding and the extraction is performed with the side information of 
the Panda image, the extracted watermark will be corrupted.

Fig. 13  Sample logo
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The effect of using this kind of simple logos in SVD-based watermarking of [20] and 
[9], further reinforces our reported finding that the actual cause of the so-called False-Posi-
tive problem is the bad choice of embedded data.

Fig. 14  Diagonal values of 
matrix S of logo image compare 
to Cameraman

Fig. 15  Exchanging the S matrix 
of the SVD logo and the panda



22292 Multimedia Tools and Applications (2023) 82:22275–22295

1 3

4  Existing solutions to the false‑positive problem

In this section, we briefly review the literature regarding the different solutions to the so- 
called false-positive problem.

In 2008, Mohammad, Alhaj and Shaltaf [25] presented the first solution to the problem 
of the algorithm [20]. They embedded the whole watermark in the cover image and omit-
ted the second SVD decomposition (see Table 1). It means that, instead of embedding the 
SW matrix in line 2 of the embedding phase in Table 1, they embedded S + αW into the 
cover image.

In 2010, Ling, Phan and Heng [18] casted doubt on the solution of [25] and showed its 
failure under a type of attacks on the watermarked image. The attack occurs when after the 
embedding phase, one embeds a second watermark in the cover image. Thus, the original 
watermark cannot be detected in the extraction phase. The problem comes from embedding 
the whole watermark in the cover image.

The other solution for [20] is using the principal components of the watermark for embed-
ding in the cover image. The first article addressed this was Jain, Arora and Panigrahi [12]. 
They manipulated UW and SW of the watermark by a coefficient, alpha, and added that to the 
S matrix of the cover image’s SVD. While this solution is the most popular, there are four 
approaches for choosing the embedding part of the watermark. Guo and Prasetyo [11] embed 
the watermark’s principal components ( U

w
S
w
 , S

w
V
T

W
 ) and its eigenvector (U,VT ) to the cover 

image and compare their robustness. Their approach solves the false-positive problem, which 
mentioned in Sects. 3.2 and 3.3. It can be stated that what is embedded in [20] and [9]’s algo-
rithms is not a good representative of the watermark and cause the false-positive problem, 
which can be solved by using the principal component in the embedding phase.

Mishra, Agarwal, Sharma and Bedi [24] and also Fazli, Moeini [8] w.r.t. [20] and [9] 
claim that using a signature made of the watermark’s U and V matrices is a novel solution 
for the false-positive problem. They add the signature to the watermarked image in the 
embedding phase. Then this signature is used to prove the owner’s identification before the 
extraction phase. Based on our categorization in 2.2, their solution comes from an attack 
viewpoint. They state that using signature in the authentication process is the key to solv-
ing the FP problem. However, their solution is just a well-known cryptography-based solu-
tion. In other words, their algorithm hides the issue of the FP problem instead of solving it. 
Liu and Tan [20] try to address watermarking as a solution for keeping rightful ownership, 
while the [24] and [8]’s algorithm checks the ownership by authentication, not the water-
mark itself. To better show our point regarding the solutions of [24] and [8], Fig. 16 gives 

Fig. 16  Solutions presented in [24] and [8]
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a sketch of these solutions. It can be seen that the main information of the watermark (i.e., 
U and V matrices) are sent via the side channel and protected by authentication, while the 
embedding and extraction phases are not changed and still suffer from the false-positive 
problem.

Some of the researchers recommend a blind watermarking algorithm based on SVD as 
the solution for the false-positive problem like [25]. Such blind algorithms have different 
formulation and properties, e.g. the capacity of blind algorithms is in order of bits. In con-
trast, the watermark size in Liu and Tan [20] may be equal to the cover image. Golub and 
Kahan [10] published the blind approach even before 2002, which is the publishing time 
of [20]. As a result, the blind formulation may not be considered as a solution to the false-
positive problem.

In this section, we did a brief review of different approaches to solve the false-positive 
problem. Since no sign of the watermark remains to authenticate it in the extraction phase, 
embedding the whole watermark in the cover image is not an acceptable solution. Moreo-
ver, while side information authentication brings security, it does not solve the FP problem 
of [20]. The only suitable approach is storing the watermark’s principal component in the 
cover image. There is also a need for several analyses to check whether this approach meets 
the primary goals of the SVD based watermarking, which is not the subject of this paper 
and will be presented separately in the future.

5  Conclusions

In this article, we focused on the false-positive problem in semi-blind SVD-based water-
marking which was reported by other researchers. The first contribution of this paper was 
analyzing the papers that reported this problem (Sect. 2.2), based on their respective points 
of view and also analyzing their solutions for this problem (Sect. 4).

The second and main contribution of this paper was a detailed analysis of the algorithms 
proposed in [20] and [9] (Sect. 3). In this analysis we showed that the actual cause of the 
problems in [20] and [9], was the bad choice of the data which is embedded in the cover 
image (i.e., the S matrix). We showed that the S matrix of an image’s SVD is very similar 
for almost all of the images, and different images cannot be distinguished based on the S 
matrix. This means that for any given cover image, the output of the embedding phase in 
[20] and [9] is nearly the same for all watermarks, or in other words nothing meaningful is 
embedded at all. We also showed that, although the embedded cover image does not carry 
a meaningful part of the watermark, the extraction phase is still able to find the water-
mark. This was shown to be the result of the fact that the algorithms of [20] and [9] are 
semi-blind and the extraction phase uses the side information to build the watermark. We 
also showed that the extraction phase is independent of the cover image and the watermark 
image. Also in Sect. 3.5, we observed that for a certain class of simple watermark images, 
the same algorithms will work correctly due to the special form of the S matrix of these 
simple watermarks. This observation is also a further proof that the actual cause of the 
so-called False-Positive problem is the similarity of the S matrix for different watermark 
images.

In Sect. 4, we reviewed the existing solutions proposed for the false-positive problem. 
It seems that the only practical solution which really changes the formulae of [20] and 
[9] to eliminate the actual cause of the false-positive problem, is the use of the principal 
components of the watermark in the embedding phase (proposed e.g. by [12] and [11]). 
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While this solution succeeds in eliminating the false-positive problem, the robustness of 
this solution against different attacks was not analyzed in the literature. Our future work 
will address the robustness of this solution against watermarking attacks, especially the 
geometric attacks which were supposed to be the competitive advantage of the SVD-
based robust watermarking. Another direction for future work, will be a study of many 
papers which combined several transforms with SVD-based watermarking, which we 
briefly mentioned in Table 2 and in Sect. 2.1.
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