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Abstract
In this paper, a computer-aided method is proposed for abnormality detection in Wireless 
Capsule Endoscopy (WCE) video frames. Common abnormalities in WCE images include 
ulcers, bleeding, Angiodysplasia, Lymphoid Hyperplasia, and polyp. In this paper, deep 
features and Hand-crafted features are combined to detect these abnormalities in WCE 
images. There are not sufficient images available to train deep structures, therefore the 
ResNet50 pre-trained model is used to extract deep features. Hand-crafted features are 
associated with color, shape, and texture. We used a novel idea to reveal unexpected color 
changes in the background due to existing lesions as a color feature set. Histogram of gra-
dient (HOG) and local binary pattern (LBP) were used respectively for shape and texture 
features. They are extracted from the region of interest (ROI), i.e. suspicious region. The 
expectation Maximization (EM) algorithm is used to extract more distinct areas in the 
background as ROI. The expectation Maximization (EM) algorithm is configured in a way 
that can extract areas with a distinct texture and color as ROI. The EM algorithm is also ini-
tialized with a new fast method which leads to an increase in the accuracy of the method. A 
large number of features are created by the method, so the minimum redundancy maximum 
relevance approach is used to select a subset of more effective features. These selected fea-
tures are then fed to a Support Vector Machine for classification. The results show that the 
proposed approach can detect mentioned abnormalities in WCE frames with the accuracy 
of 97.82%
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1  Introduction 

Wireless capsule endoscopy (WCE) is a capsule shape and non-invasive tool that is 
equipped with a camera to record video from the entire digestive tract [35]. This device has 
many advantages over other conventional methods. It can access organs like small bowel 
that are inaccessible with other common methods [28, 46]. It also can take realistic images 
from body organs compared to other non-invasive devices such as CT-scan.

The recorded video of this technology usually contains more than 50,000 frames [27]. 
Some frames may contain abnormality, but the abnormalities are present in a few video 
frames, and also, the size of these abnormalities is usually small compared to the back-
ground. Inspecting recorded video to find the symptoms of a disease (abnormality) is a 
tedious task for physicians because it usually takes more than 1.5 h [18, 40]. These can 
lead to a notable miss detection rate by the specialist. Therefore, a computer-aided method 
is essential to detect suspicious frames containing abnormality automatically and suggest 
them to a physician for further investigation.

Different abnormalities may be present in the WCE images, but the most important 
abnormalities are bleeding, ulcers, angiodysplasia (AD), polyps, and lymphoid hyperplasia 
(LH). These lesions sometimes occur in the small intestine. This organ is investigated by 
WCE very easily, but it is so difficult with other common methods [46]. In this study, we 
focused on providing a computer-aided method to identify these lesions.

The most common abnormality is bleeding, which is seen as red and brown spots in 
the image [23]. AD lesions are small vascular malformations of the gut with a cherry-red 
appearance, and they are one important reason for bleeding in the gastrointestinal tract [26]. 
Ten percent of the world’s population suffers from ulcers. Ulcers can be a symptom of very 
serious diseases [50]. It usually appears in light-gray or white color and with a spot pattern 
[38]. LH occurs in the rapidly increasing lymphocytic cells. It has a spherical shape with 
color of light yellow or light gray [21]. Polyps may be precancerous lesions, which can be 
seen as protruding from the mucosal wall [6]. In Fig. 1, different WCE images with abnor-
malities considered in this study are shown.

There are two approaches to designing a computer-aided diagnosis system. Traditional 
approaches are based on Hand-crafted feature extraction, and recent approaches are based 
on deep learning methods. There are many traditional approaches for WCE abnormality 
detection. In our recent works, we also focused on the traditional methods for abnormal-
ity detection [4, 6, 7]. Recently, deep learning methods based on the Convolutional Neu-
ral Networks (CNNs) have surpassed traditional methods on the medical image processing 
and diagnosis system. However, lack of large and public dataset with annotation for WCE 
images is a great challenge in training CNNs for abnormality detection. Indeed, training a 
deep structure needs a large and well-balanced dataset to optimize a tremendous number of 
parameters.

Due to this challenge, using pre-trained models and transfer learning is an effective 
technique to take advantage of deep learning methods. In transfer learning, a CNNs model, 
that is pre-trained with a dataset with sufficient data from other domains, is used to extract 
features from real data. In this paper, ResNet50 pre-trained model is used to extract deep 
features, and also hand-crafted features are extracted. We will show that we can surpass the 
current WCE classification systems, which focus on one traditional or deep approach.

In the proposed method, to extract deep features, we used ResNet50 pre-trained struc-
ture as the feature extractors, and the features are extracted from the AveragePooling2D 
layer. For extracting hand-crafted features, firstly, the region of interest (ROI), i.e., the 
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suspicious region is extracted by using Expectation–Maximization (EM) algorithm. The 
proposed ROI extraction method is able to extract distinct areas in terms of color and 
texture from the background. Then, suitable features associated with the color, texture, 
and shape are extracted from the ROI.

To extract the color features, first the more worthy color channels in which the 
lesions are seen more distinctly are identified, and eight statistical features such as the 
mean of the pixels from these channels are extracted. Also, the histogram of these chan-
nels is used to extract one other color feature type. Uniform Local Binary Pattern (uni-
form-LBP) [47] has been used to extract texture features. Finally, Histogram of Gradient 
(HOG) [11] has been used to describe shape of ROI.

To reduce the number of features produced from feature extraction step, a subset of 
features is selected using the maximum relevance and minimum redundancy (MRMR) 
algorithm. Finally, to classify images into six classes (normal, image with bleeding, AD, 
polyp, LH, or ulcer lesion) the selected features are fed to a Support Vector Machine 
(SVM). The main contributions and novelty of this study are listed below:

• Introducing a novel method to extract more distinct area in image background as 
ROI considering the color and texture characteristics.

• Proposing a new fast segmentation method for WCE image that is used for EM ini-
tialization.

• Combining deep and Hand-crafted features to simultaneously classify several types 
of WCE images, including bleeding, AD, polyp, LH, ulcer, and normal for the first 
time.

This paper is organized as follows. The hypothesis and limitations are mentioned in 
Sect. 2, In Sect. 3, the related works are reviewed. Then, Sect. 4 is devoted to explaining 

Normal AD LH Ulcer

Bleeding Polyp
Fig. 1  Sample WCE images: from left to right (a) normal frame, (b) frame with AD, (c) LH, (d) ulcer, (e) 
bleeding and (f) polyp lesion. The lesion area is marked with a white circle
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the proposed method. Several experiments are done, and the method is evaluated in Sect. 5. 
Finally, in Sect. 6, the conclusions of the research and future works are mentioned.

2  Hypothesis and Limitations

WCE abnormality detection system faces several limitations and challenges. The pro-
duced images by this technology have less quality with respect to traditional endoscopy or 
colonoscopy. The high similarity between some WCE frames with different abnormalities 
complicates the identification process (see Fig. 2). WCE images may also suffer from low 
brightness, noise, blurriness, and low resolution [30].

The assumption considered to solve the problem is that there is only one type of abnor-
mality in each frame. The abnormalities considered include bleeding, AD, polyp, LH and 
ulcer.

3  Related Works

Many researchers introduced computer-aided systems for abnormality detection in WCE 
frames [5, 22, 42, 44]. Various types of abnormalities, including ulcers, LH, polyps, 
tumors, bleeding, AD, and Crohn’s disease, can exist in WCE images. The most of exist-
ing researches considered bleeding or ulcer lesions in their study [5, 30, 42]. Few stud-
ies existed in the AD or polyp detection in WCE images [46, 47, 50]. According to our 
research, LH was considered just in our recent work [6]. Whereas, due to the similarity of 
this lesion to malignant lymphoma, it is very important for doctors to diagnose it.

Bleeding detection was investigated in various studies. In Yuan’s method [51], a bleed-
ing detection method based on color histogram analysis was proposed. In Yuan’s method, 
colors such as blue, which were rarely seen in WCE images, were not present in the color 
histogram. For this purpose, the colors in the images were divided into k clusters using 
the k-means algorithm, and the centers of these clusters were considered as the words in 
the histogram. Then, each pixel was mapped to the nearest word and the words with the 
number of pixels assigned to them, formed a histogram. The produced histogram was con-
sidered as the feature vector, and SVM algorithm classified WCE images into bleeding or 
normal ones. This method could only be used to identify lesions with a distinct color from 
the background.

Fig. 2  High similarity between 
two WCE images belonging to 
different classes. The AD lesion 
is marked with a red line

Normal AD
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Caroppo et  al. [8] introduced a deep transfer learning method for bleeding detection. 
In the introduced method the features were extracted from three CNN models, including 
ResNet50, InceptionV3, and VGG19. Then, a supervised machine learning method clas-
sified features into normal and bleeding classes. Another bleeding detection method was 
introduced by Hajabdollahi et al. in Ref. [20]. In this method, at first, the informative com-
ponents in different color spaces were recognized. Then, a simpified structure of CNN was 
used for the detection process. The simplification was done by using simultaneous quanti-
zation and pruning methods. In the result section, we compare our method with these three 
bleeding detection methods. In [34] also a deep transfer learning method was used to detect 
bleeding frames in WCE images. In this method in Xception pre-trained model the fully 
connected layer was removed and it was replaced with layers that is compatible with the 
number of existed classes. Then network is learned with a faster learning rate in the new 
layers and very slow learning rate in the remaining layers.

Different computer-aided methods investigated AD lesions. Deeba et al. [15] introduced 
a saliency map-based method to detect AD lesions. The saliency map combine a color dis-
tinctness map and a pattern distinctness map. The color map was the logarithmic ratio of 
the red component with respect to the green component in RGB color mode. The pattern 
map also was acquired by computing the distance of all overlapping patches with the aver-
age patches in the image. The accuracy of this method was considerable on a dataset with 
3602 images, but this method just could be used for lesions like AD that has red color. 
While our method is capable to detect lesions with different colors.

In Fonseca et al. [17] method also transfer learning method was used to classify WCE 
into normal or abnormal classes containing three different abnormalities (Angiectasia, 
Blood-Fresh, and Polyp). In this method, the features vector was extracted from the deepest 
layer of the pre-trained CNN model and then the focal loss function was used for binary 
classification. In our recent work [7], we introduced a method for bleeding and AD lesion 
detection. In the method, firstly, the ROI was extracted by EM algorithm, then, color fea-
tures based on histogram and statistical properties were extracted from ROI, finally, multi-
layer perceptron was used to classify WCE images. In this work, we were limited to detect-
ing red lesions. The present study has been developed with respect to our recent work [7] in 
several aspects in order to detect lesions with different colors and textures. EM algorithm 
is developed to extract lesions with distinct colors and textures and is not limited to red 
lesions. Also, we proposed a fast method for EM initialization. Furthermore, we extend the 
color histogram-based features that reveal unexpected red color changes in background to 
revels the color change of the lesions that is used in present study.

4  Proposed Method

In this research, a novel method is proposed to detect the most common abnormalities in 
WCE images, including ulcer, bleeding, AD, LH, and polyp. The main steps of the pro-
posed method are shown in Fig. 3. Each of these steps will be described below.

4.1  Preprocessing

Some information is reported in the boundary area of WCE images. In the preprocessing 
step, a circular mask is applied to the image for eliminating these texts that can affect the 
detection process. In Fig.  4, the process of eliminating these texts in a frame margin is 
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shown. In the considered mask, each pixel inside the circle has a value of one, and outside 
the circle has a value of zero. This mask is multiplied in the original image. As a result, the 
values inside the circle will be the values of the original image, and the values outside the 
circle will be zero.

4.2  Extract Hand‑crafted features

Hand-crafted feature extraction consists of three steps including image enhancement, ROI 
extraction, and feature extraction.

4.2.1  Image Enhancement

WCE frames usually suffer from low lightening. Therefore, to have a more accurate clas-
sification, we use fast efficient algorithm introduced in [48] for the enhancement of low-
brightness images. This method, at first, inverts the image as Eq. (1) where I is the low-
lighting image and P is the inverted image. Ic(x) is also the intensity of the image pixels 
in one color channel. Then the de-haze algorithm is applied to the inverted image using 
Eqs. (2) and (3). In Eq. (2) the hazy image is modeled. In this equation,O(x) and t(x) are 
respectively the intensity of original object and the amount of light reaches the camera 
from object. A is also the global atmospheric light.

Preprocessing

Extract features from pre-trained 
ResNet-50 model

Feature 
selection

Abnormality 
detection

Image

Image 
Enhancement

ROI 

Extraction
Feature 

Extraction

Extract Handcrafted features

Fig. 3  The main steps of the proposed method

(a) (b) (c)

Fig. 4  Eliminating information in the boundary area. a One image, b Circular binary mask, and c Result of 
applying the circular mask on the image
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In the de-hazing algorithm, O(x) can be recovered from I(x) by estimating A and t(x) . 
To estimate A, firstly 100 pixels whose minimum intensities among all three channels of 
RGB color space are highest in the image are selected. Then among the selected pixels, 
the pixels that the sum of RGB values is highest is chosen. t(x) is also estimated by Eq. (3) 
where � is set to 0.8 and �(x) is a square block around x with the size of 9. This setting is 
borrowed from the literature [48]. Finally, the image is inverted again. In Fig. 5, the results 
of applying this method on two frames are shown.

4.2.2  ROI Extraction

ROI selection is an important step in Hand-crafted feature extraction. The lesion areas are 
very small relative to the background in most WCE frames. So, extracting features from the 
full image can lead to low accuracy in detecting lesions. Therefore, one solution is dividing 
images into patches and extracting features from each patch, which leads to the extraction 
of a large number of features. Another solution is selecting the ROI and then extracting fea-
tures from this area. In the proposed method, ROIs are extracted based on the combination 
of the distinctive characteristics of the texture and color of lesions. In the following, before 

(1)Pc(x) = 255 − Ic(x)

(2)P(x) = O(x)t(x) + A(1 − t(x))

(3)t(x) = 1 − � min
c∈{r,g,b}

( min
y∈�(x)

Pc(y)

AC
)

Fig. 5  Result of low lighten-
ing enhancement on two WCE 
frames, (a) original image (b) 
enhanced image

(a) (b)
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introducing the ROI extraction method, the texture map used in the ROI extraction method 
is explained.

4.2.3  Texture map

The texture map is extracted based on the Margolin et al. method introduced in [29]. In the 
method, the WCE frame is divided into overlapping patches with the size of 3 × 3 pixels, 
and the average of all patches (average patch) is calculated. Then, the L1 norm (Manhattan 
distance) of each patch with the average patch in the PCA coordinate is calculated, and the 
length of this path is considered as the distance of the patch. A patch is more distinctive 
if its distance is longer than other patches. In the first column of Fig. 6, four WCE images 
with different lesions are shown, and the related texture maps extracted by this method 
can be seen in the second column. Finally, a Gaussian filter with a standard deviation of 3 
is applied to the extracted texture map to make the lesion area smoother, which helps the 
segmentation in the next step. In the experimental result section, we will show that the best 
value for the standard deviation is 3. This value was obtained by trial and error. In the third 
column of Fig. 6, the blurred texture maps after applying this filter are shown.

Fig. 6  Texture map of four WCE 
images (a) from top to button 
images with AD, LH, Ulcer, 
Polyp, (b) The related extracted 
texture map, (c) The final texture 
map after blurring

(a) Image
(b) Texture 

map

(c) Texture map

after bluring
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It is notable that the heterogeneous patches in an image are just used to calculate PCA 
more quickly. For selecting heterogeneous patches, at first, the simple linear iterative cluster-
ing (SLIC) algorithm is used to divide the image into 200 patches, and then 50% of patches 
with higher variance are kept.

4.2.4  EM algorithm for image segmentation

Investigation of the distribution of the pixels in the lesion and non-lesion areas shows that they 
have different distributions in terms of color and texture. This finding is illustrated in Fig. 7. 
It can be deducted from the figure, the distributions of pixels in all channels of RGB color 
space and texture map in both areas are near normal distribution but with different param-
eters (mean and variance). Therefore, to create discrimination between areas with and without 
lesion, WCE image pixels in the different channels of RGB color space and texture map can 
be considered in a combination of several multivariable normal distributions.

Therefore, WCE images can be segmented using this finding that the pixel’s distribution of 
lesion areas is different from other areas. Indeed, the parameters of the different normal distri-
butions in the image must be calculated, and then each pixel can be assigned to the distribu-
tion that pixels have the most probability to occur in that distribution. The EM algorithm can 
solve this problem. Indeed, when we have a training set D=

{
x1, x2,… , xn

}
 without any labels 

for data, but just we know they are generated by k distinct distributions, the EM algorithm can 
estimate the parameters of the distributions.

In this algorithm, pixels are data points, and the label of pixel xi is defined as li . The prob-
ability of belonging xi to class j 

(
p
(
li = j

))
 is considered as �j , which � has a multinomial 

distribution, where �j ≥ 0 and
∑k

j=1
�j = 1 . We also know that a multivariable normal distri-

bution, with �j and Σj as mean and covariance, is the distribution of data in a class j 
(
xi||li = j

)
 . 

EM algorithm models data by using Eq. (4) which is the log-likelihood of data.

This equation is estimated with two iterative steps, including E-step and M-step. In the 
E-step, Eq.  (5) is evaluated using the current estimate for the parameters. Equation (5) is a 
function for the expectation of the log-likelihood, and shows the probability of xi  belonging to 
class j. In M-Step in Eqs. (6)-(8), the parameters are updated based on guesses in E-step. After 
convergence of the algorithm, each pixel belongs to the most probable distribution. Therefore, 
the segmented image is extracted.

(4)�(�,�,Σ) =
m∑

i=1

log

k∑

li=1

p
(
xi|li;�,Σ

)
p(li;�)

(5)wi
j
=

1

(2�)
n
2 �Σj�

1
2

exp
�
−

1

2
(xi − �j)

TΣ
−1

j
(xi − �j)

�
.�j

∑k

h=1

1

(2�)
n
2 �Σl�

1
2

exp
�
−

1

2
(xi − �h)

T
Σ
−1

h
(xi − �h)

�
.�h

(6)�j =
1

m

m∑

i=1

ei
j
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Fig. 7  Distributions of pixel values for an image (first row) in the AD lesion area (second row, first col-
umn), and the normal area around the lesion (second row, second column) in red channels, green channels, 
blue channels and PD map, respectively from the third to sixth row
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4.2.5  EM algorithm initialization

An important step in the EM algorithm for more accurate and faster convergence is 
choosing an appropriate initial starting point for the EM algorithm. For this purpose, 
the image pixels are divided into k segments by using a very fast method and this seg-
mentation is considered as the starting point of the EM algorithm.

For EM initialization, we propose a fast method for ROI extraction. In this method, 
at first, a joint normal distribution is fitted on the image pixels, which is noted by 
X ∼ N(�,Σ). Where X is a three-dimensional vector of image pixels in RGB color 
space ( X = [R,G,B]T ). Indeed, the size of X is a 3 × (m.n) matrix, where the image 
size is (m × n) . The parameters in the joint normal distribution are mean vector ( � ) and 
3 × 3 covariance matrix ( Σ).

where E[.] is expected value and covariance is Cov[., .] . Σi,j is the covariance between val-
ues of the pixels in component i and j in color space. Then, the probability density function 
(PDF) of each image’s pixel is calculated by the Eq. (11). In this equation, |.| is the matrix 
determinant.

To fast segmentation, at first, the complement of f (x) is calculated by f (x) = 1 − f (x) 
for all pixels and then image is then divided into k levels using the Otsu multi-level 
thresholding method [33]. For an image with L gray levels {0, 1, ...,L − 1} the image 
histogram can be defined as 

{
f0, f1,… , fL−1

}
 where fi is the occurrence frequency of 

leveli . In Otsu method image is segmented into k clusters by selecting optimal thresh-
old values from the setT =

{(
t1, t2, ..., tK

)|||0 < t1 < t2 < ... < tK < L} . The optimal 
thresholds are those that maximize the variance between clusters. The best value for k 
is 5, which is specified in the second experiment in the result section. So, this segmen-
tation is considered as an initial state for EM algorithms. In Fig. 8, initial segmentation 
for one WCE image with AD lesion is shown.

(7)�j =

∑m

i=1
ei
j
xi

∑m

i=1
ei
j

(8)Σj =

∑m

i=1
ei
j
(xi − �j)(x

i − �j)
T

∑m

i=1
ei
j

(9)� = E[X] = [E[R],E[G],E[B]]T

(10)Σi,j = Cov
[
Xi,Xj

]

(11)
f (x) =

1
√

(2�)3|Σ|
exp

(
−
1

2
(x − �)TΣ−1(x − �)

)
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4.2.6  ROI selection

A segmented image is the output of the EM algorithm. Now, one segment must be selected 
as the ROI. As mentioned before, in the texture map, the lesion area is more distinctive ver-
sus other areas, and this area has a higher value than the background. Therefore, to select 
the ROI segment, for each segment, the mean value of pixels in the texture map is cal-
culated, and the ROI is the segment with the highest mean value. Finally, in the selected 
ROI may some small dots or lines exist; hence, blobs with eccentricity > 0.9 (ellipse with 
eccentricity zero is a circle, while ellipse with eccentricity one is a line segment) and those 
smaller than 100 pixels are removed to extract final ROI segment. The result of applying 
the proposed ROI extraction method on WCE images with different lesions is illustrated in 
Fig. 9.

4.2.7  Feature Extraction

In this step, we extract three types of descriptors, including color, texture, and shape to 
detect different lesions.

The extract color descriptors, at first the more worthy color channels in different color 
spaces for representing each abnormality is identified by the method that we introduced 
in [7]. In this method, for each abnormality and for each channel of RGB, LAB, HSV and 
YCbCr color spaces, we calculate one worthiness measure. To calculate this measure, for 
one abnormality in a specific channel, 30 percent of existing images with this abnormality 
in the dataset are selected randomly. For each image the Normalized Cumulative Histo-
gram (NCH) is calculated, and then the lesion area is removed from this image, and the 
NCH is calculated for this image again. In the next step, the mean of absolute difference 
(MAD) of the two NCHs related to this image and the corresponding abnormal region 
deleted image is calculated. Finally, the average of MAD for all selected images is consid-
ered as the measure for that channel.

In Table 1, the first two worthy color channels for each abnormality are reported. From 
the table, the more worthy channels for identifying abnormalities are ‘a’ and ‘b’ in CIELab، 
‘R’ in RGB,‘Cr’ and ‘Cb’ in YCbCr and ‘V’ in HSV. In continue, two sets of color features 
are extracted from these channels.

In the first set, eight parameters, including contrast, mode, mean, median, entropy, 
variance, minimum and maximum are extracted from the ROI pixels in the introduced 

(a) (b) (c) (d)

Fig. 8  Initial segmentation for EM algorithm (a) initial image, (b) mask image, (c) f (x) , (d) 5-level thresh-
olding of f (x)
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(a) (b) (c) (d) (e)
Fig. 9  ROI extraction for WCE images with different lesions. The columns, from left to right, are respec-
tively, (a) the original image, (b) the lesion selected area from the database, (c) the initial segmentation for 
EM algorithm, (d) the selected segment using the EM algorithm, and (e) the final result of the proposed 
segmentation method. The rows are image with LH lesion, AD lesion, Ulcer, Bleeding and Polyp

Table 1  The first three 
worthy channels for different 
abnormality

Lesion First worthiness channel Second worthiness channel

AD ‘a’ in CIELab ‘Cr’ in YcbCr
Polyp ‘R’ in RGB ‘V’ in HSV
LH ‘Cb’ in YcbCr ‘b’ in CIELab
Bleeding ‘R’ in RGB ‘a’ in CIELab
Ulcer ‘a’ in CIELab ‘Cb’ in YcbCr
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six-worthy channels. These parameters have been used in several WCE abnormality detec-
tion studies [32]. The number of features that are extracted in this step is 48.

In the second set, we extend our work introduced in [7] to reveal unexpected color 
changes in the background due to existing lesions. The main idea of this work was that in 
an image with AD lesion there was a sudden change in the NCH of the  ROI+ area (ROI and 
surrounding areas) in the ‘a’ of CIELab color space. Our previous work can be used for red 
lesions like AD or bleeding because these lesions are highlighted in the ‘a’ channel,- and 
in the NCH a sudden change can be seen around the lesion in this color space. In the pre-
sent work, we extract sudden change from the NCH of ROI + for the introduced six-worthy 
channels.

To extract sudden change from a specific channel, at first, ROI + is obtained by applying 
a morphological dilation operator with a 20 × 20 square structuring element on the ROI. 
Then, the NCH for the ROI + is computed. Finally, the NCH values are quantized in 10 
levels and the number of NCH values that exist in each level is the features of the consid-
ered channel. Indeed, for each channel 10 features are extracted and totally 60 features are 
extracted from these channels.

Uniform-LBP is used to extract texture features from ROI (non-ROI areas are set to 
zero). LBP is a famous method [2, 3] for feature extraction that is used in many WCE 
abnormality detection methods [10, 31]. In the LBP algorithm, eight-pixels with a radius 
of one around the pixel are considered as the neighbors. (see Fig. 10). Each pixel is com-
pared with its neighbor along a circle in a clockwise direction and it produces an 8-digit 
binary number. An 8-bit binary number can have 256 different values. The feature vec-
tor in the LBP algorithm is the histogram of these values. In the uniform, LBP method 
just uniform patterns have a separate bin in the histogram and a single bin is devoted to 
non-uniform patterns. The uniform patterns have at most two 0–1 or 1–0 transitions in the 
binary number. Therefore, in uniform-LBP, there are 59 different bins in the histogram that 
is the length of the feature vector.

Fig. 10  Neighbors of each pixel 
in LBP algorithm

Table 2  Parameters of the HOG 
algorithm

Parameters Block size Number of bins

Value 8 5
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To describe the shape of ROIs HOG is used. To extract an equal number of HOG features 
from the ROI, this region is fitted into a specific square with a size of 48 × 48 pixels. The 
parameters that are used in the HOG algorithm are reported in Table 2. 180 shape features are 
extracted from this step.

4.3  Extract Feature from Pre‑trained Model

In this section, we used pre-trained ResNet50 structure as the feature extractors for abnor-
mality detection in WCE images. The basic idea of Residual Networks (ResNets) [41] is to 
skip some blocks of convolutional layers by using shortcut connections that form blocks called 
residual blocks. This structure mitigates the degradation problem existing in deep networks 
and improves training efficiency. The basic blocks in ResNet50 follow two design rules: 1) 
The number of filters is same in the layers for the same size of output feature map 2) The num-
ber of filters is doubled if the feature map size is halved.

ResNet50 is pre-trained on ImageNet dataset and can be used to extract discriminative fea-
tures from WCE frames based on the transfer learning theory. Due to the small number of 
WCE datasets and the limited number of images in them, fine-tuning step is not considered 
to avoid overfitting [8] and images are directly fed to the architectures and a feature vector of 
1 × 2048 is extracted from AveragePooling2D layer of ResNet50.

4.4  Feature selection

Totally 2395 features are extracted from previous steps, including 2048 deep featured and 
346 Hand-crafted features. We use maximum relevance and minimum redundancy (MRMR) 
[16] feature selection method to select a subset of features. This method tries to minimize the 
redundancy of a feature set and also maximize the relevance of a feature set to the response 
variable y (the classes). This method ranks all features and returns the indices and scores of 
them ordered by importance. An important issue is selecting the number of features from the 
ranked features in the output of the MRMR algorithm.

One important issue is selecting the appropriate size of the feature subset ( � ). To select this 
size, we draw the features score graph in descending order, and then the first derivative of a 
signal is plotted. This graph shows the instantaneous slope of the signal. In this graph, a mov-
ing average with a length of 15 is applied to smooth the graph. Finally, in the smoothed graph, 
� is equal to the first point in the graph where the slope is less than a threshold (T). In Sect. 4, 
the value of T is estimated by the trial-and-error method.

4.5  Abnormality Detection

The selected features from the previous step are then fed to SVM for classifying WCE images 
into different classes, including normal, AD, ulcer, polyp, LH, and bleeding. The SVM clas-
sification method was used in many medical image classification approaches [14, 39]. The 
kernel used in the SVM algorithm is a polynomial kernel with degree 2.
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5  Experimental Results and Discussion

In this section, at first, the datasets used in this research are introduced. Then, the evalua-
tion metrics are introduced. Then the experiments and results are discussed.

5.1  Datasets

In this research, four publicly available datasets were used to evaluate and compare the pro-
posed method with other existing methods. The Kvasir dataset [37], The Gastrointestinal 
Image Analysis Challenge 2017 (GIANA 2017) [1], The Red-lesion endoscopy dataset [9], 
and the KID dataset [25].

Kvasir-Capsule is a publicly available dataset with different labeled frames that was cre-
ated in 2020 and updated in 2021 [40]. In the Kvasir- capsule dataset, 47238 images with 
different classes exist. Among the existing class, 10 classes are related to pathological find-
ings (Angiectasia, Blood, Erythematous, Hematin, Erosion, Foreign Bodies, Ulcer, Polyp) 
or normal classes. Images in this dataset are annotated by medical doctors (experienced 
endoscopists) and the lesion area is specified within a box. Also, the class of each frame is 
specified. The size of images in this dataset is 336 × 336 pixels. In Table 3, the number of 

Table 3  Kvasir-Capsule dataset Class Number of Images Format of Frames

Angiectasia 866 PNG
Erosion 506 JPG
Lymphoid Hyperplasia 592 PNG
Ulcer 854 PNG
Polyp 55 JPG
Hematin 12 PNG
Erythematous 139 JPG
Blood 446 JPG
Normal Mucosa 34,338 PNG

(a) (b) (c) (d) (f)

Fig. 11  Image sample of the Kvasir-capsule dataset, from left to right image with (a) AD, (b) ulcer, (c) 
polyp, (d) bleeding and (f) normal frames with the corresponding ground truth mask in the dataset
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different lesions existing in the dataset is specified. Some image samples from this dataset 
can be seen in Fig. 11.

The GIANA 2017 contains 1200 WCE frames, including 600 normal and 600 frames 
with AD lesions. The size of the frames is  704 × 704 pixels and the frames are fully anno-
tated by experts. The Red-lesion endoscopy dataset consists of 3895 images including 
2325 normal and 1570 bleeding WCE frames. The binary ground truth mask of each frame 
is also available in the dataset. The size of frames in the dataset is 320 × 320 pixels. In the 
proposed method, we resize all images into 320 × 320 pixels. Some frames examples in 
this dataset are shown in Fig. 12.

The public KID dataset contains two albums with different lesions (kid dataset 1 and kid 
dataset 2). The images with a size 360 × 360 of pixels in this dataset are also fully anno-
tated by experts. The lesions in kid dataset 1 are AD, Apthae, Bleeding, Chylous Cysts, 
and Lymphangiectasis Nodular. The kid dataset 2 contains Inflammatory, Normal, poly-
poid, and vascular frames. Figures 13 and 14 show the image samples from the Red-lesion 
endoscopy dataset and KID dataset, respectively.

We combined these four datasets to evaluate our proposed method. In Table 4, the num-
ber of participating frames from each dataset in the final fusion dataset is illustrated.

5.2  Evaluation Criteria

Several metrics are used in this research, which were widely used in medical image seg-
mentation and classification. These metrics are accuracy (AC), precision, recall, false-
positive rate (FPR), false-negative rate (FNR) Matthews Correlation Coefficient (MCC), 
F-measure, intersection over union (IoU) and dice score (DS), which are introduced in 

Fig. 12  Image sample of the 
GIANA 2017 dataset, from left 
to right (a) AD, and (b) normal 
frames with the corresponding 
ground truth mask in the dataset

(a) (b)
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Fig. 13  Image sample of the 
Red-lesion endoscopy dataset, 
from left to right (a) bleeding, 
and (b) normal frames with the 
corresponding ground truth mask 
in the dataset

(a) (b)

(a) (b) (c)

Fig. 14  Image sample of the KID dataset, from left to right (a) AD, (b)bleeding, and (c) polyp frames with 
the corresponding ground truth mask in the dataset
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Eq. (12) to (20). The metrics are based on four well-known basic metrics, including true 
positive (TP), false positive (FP), false negative (FN) and true negative (TN).

Note that the values of the metrics are in [0–1] range. All metrics except FPR show a 
better evaluation when they are closer to one. It is vice versa for the FPR.

(12)AC =
TP + TN

TP + TN + FP + FN

(13)Precision =
TP

TP + FP

(14)Recall =
TP

TP + FN
= 1 − FNR

(15)FPR =
FP

FP + TN

(16)FNR =
FN

FN + TP

(17)F −Measure = 2
Precision ∗ Recall

Precision + Recall

(18)MCC =
TP ∗ TN − FP ∗ FN

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

(19)IoU =
TP

TP + FP + FN

(20)DS =
2TP

2TP + FP + FN

Table 4  The fusion dataset

Class ↓ /Dataset → Kvasir capsule GIANA 2017 Red-lesion KID Fusion dataset

AD 866 605 0 27 1498
LH 592 0 0 0 592
Ulcer 854 0 0 0 854
Blood 466 0 575 5 1046
Polyp 55 0 0 44 99
Normal 1000 300 300 0 1600
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5.3  Results

In this section, the proposed method is evaluated and compared with other existing methods 
in terms of segmentation and classification. Our investigations show that no method exists 
that detects these six classes together. Hence, the comparisons are with the researches that 
consider some of these lesions in their methods.

In the first experiment, the ROI extraction method was evaluated. Since on the exist-
ing datasets, the AD lesions were annotated accurately in the GIANA 2017 dataset and 
KID dataset and other methods also reported their result on this lesion. Therefore, we com-
pared our method with other existing AD lesion segmentation methods. At first, we con-
sidered an experiment to choose the best value for standard deviation in the texture map 
extraction step. In our experiment, we considered the GIANA 2017 dataset and the images 
with AD lesions were segmented by the ROI extraction method and the value of standard 

Fig. 15  Average of DS in ROI 
extraction step versus choosing 
different standard deviation in 
texture map extraction

Fig. 16  Average of DS versus 
number of distribution
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deviation was considered 1 to 6 in the texture map extraction step. The average value of DS 
for all images with AD lesion was calculated for each standard deviation and the best value 
belonged to σ = 3 as can be seen in Fig. 15.

The best number of distributions (k) in the ROI extraction method was calculated in the 
next experiment. To achieve this aim, for each value of k in the range of [26, 46] a test was 
considered. In each test, ROI was extracted and DS was calculated for 30% of frames with 
accurate annotation (AD lesions and bleeding lesions in GINANA 2017, Red-lesion endos-
copy and KID dataset). For each test, the average of DS was calculated. These values were 
shown in Fig. 16 and can be deducted from the figure, the best value for k is 5.

Vieira et al. introduced two methods (method 1 [44] and method 2 [45]) for AD lesions 
segmentation and detection-based EM algorithm and hidden Markov model. In Fig. 17 our 
methods with and without considering initialization were compared with these two meth-
ods on the KID dataset. In the boxplot of the proposed method, the value of the first, sec-
ond and third quartile, minimum and maximum were higher than other methods. There-
fore, it can be concluded that the proposed method with initialization could segment AD 
lesions more accurately than other methods. In addition, the boxplot was more compact 
compared with other methods, so the proposed method was more reliable. Also, the use 
of initialization had a positive impact on increasing the accuracy of the proposed method.

The ROI extraction method was also compared on the AD lesions in the GIANA 2017 
dataset with Deeba et  al. [15] method. The Authors in [15] shared their implementation 
code in GitHub.1 From the results in Fig. 18, it can be concluded, that our proposed method was more accurate in extract-

ing ROI.

We also compared our method with two other methods that their results were 
reported on the GIANA 2017 dataset in the term of DS and IoU in Table 5. In Shvets’s 
method [36] and Gobpradit’s method [19] the AD lesions were segmented using the 

Fig. 17  Comparing our ROI 
extraction method with Vieira 
et al. methods (method 1 [22] 
and method 2 [45])
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1 https:// github. com/ Farah- Deeba/ Angie ctasia- Detec tion

https://github.com/Farah-Deeba/Angiectasia-Detection
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Fig. 18  Compariton of the ROI 
extraction method with Deeba’s 
methods [15]

Table 5   Comparing ROI extraction method with two deep learning methods Shvets’s method [36] and 
Gobpradit’s method [19]

method Gobpradit’s 
method

Shvets’s method Proposed method without 
initialization

Proposed method

DS 86.17 84.98 87.92 91.67
IoU 76.64 75.35 87.03 84.62

Fig. 19  Accuracy of the pro-
posed method features subset 
number
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Fig. 20  Features scores (in order 
from highest to lowest score)

Fig. 21  Smoothed slope graph 
of scores
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Table 6  Evaluation of the proposed method with different Metrics on the fusion dataset

Class ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

AD (C1) 0.987 0.028 0.008 0.977 0.972 0.975 0.966
Blooding (C2) 0.998 0.004 0.002 0.992 0.996 0.994 0.993
LH (C3) 0.995 0.020 0.003 0.972 0.980 0.976 0.973
Normal (C4) 0.981 0.032 0.014 0.964 0.968 0.966 0.953
Polyp (C5) 0.999 0.051 0.001 0.969 0.949 0.959 0.959
Ulcer (C6) 0.998 0.011 0.001 0.994 0.989 0.992 0.990
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deep learning methods. The table showed the superiority of the present method over 
these two methods.

One experiment was considered to select the appropriate size of features subset ( � ) in 
the feature selection step. In this experiment, at first the best value for � was acquired by 
trial and error. Then, in the smoothed slop graph of scores, the corresponding value of 
� in the graph was selected as Threshold for all other experiments. In the trial-and-error 
step, the accuracy of the method versus the different values of � was calculated. These 
values were plotted in Fig. 19. From the figure, the max value was related to selecting a 
subset with 900 features. In Fig. 20, the scores of ranked features from the MRMR algo-
rithm for classifying the fusion dataset were plotted. The corresponding smoothed slope 
graph was also shown in Fig. 21. This graph has a value of 0.0005 at point 900. So, this 
value is chosen for threshold (T).

The abnormality detection system is tested on the fusion dataset and the results are 
given in Table 6 and the related confusion matrix is shown in Table 7. The results show 
the high performance of the proposed method in the detection of different abnormalities.

Table 7  The confusion matrix Class ↓ /Classified as → C1 C2 C3 C4 C5 C6

AD (C1) 1456 3 2 36 1 0
Bleeding (C2) 4 1042 0 0 0 0
LH (C3) 1 0 580 10 0 1
Normal (C4) 28 3 15 1548 2 4
Polyp (C5) 1 1 0 3 94 0
Ulcer (C6) 1 0 0 8 0 845

Table 8  The impact of different steps of proposed method on the fusion dataset

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

Proposed method 0.978 0.022 0.007 0.978 0.978 0.978 0.971
Proposed method without Deep features 0.935 0.065 0.018 0.935 0.935 0.935 0.916
Proposed method without Hand-crafted 

features
0.947 0.053 0.017 0.947 0.947 0.947 0.930

Proposed method without feature 
selection

0.976 0.024 0.008 0.976 0.976 0.976 0.968

Table 9  The effectiveness of different steps of Hand-crafted feature Extraction on the fusion dataset

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

Proposed method with Hand-crafted 
features

0.935 0.065 0.018 0.935 0.935 0.935 0.916

Proposed method with Hand-crafted 
features and without enhancement

0.904 0.105 0.027 0.904 0904 0.904 0.877

Proposed method with Hand-crafted 
features and without ROI Extraction

0.862 0.1380 0.041 0.863 0.862 0.862 0.823
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In the next experiment, we evaluated the impact of different steps of the proposed 
method containing Hand-crafted feature extraction, deep feature extraction, and feature 
selection. To investigate each step, it was removed from the proposed methods and the 
remained steps were tested on the fusion dataset. The results in Table  8 showed that 
removing each step decreased the performance of the proposed method in all evaluation 
criteria. Therefore, each step had a positive impact on the proposed method.

We also tested the effectiveness of different steps of Hand-crafted feature extrac-
tion similar to the previous experiment. For this purpose, we considered the proposed 
method without deep features, which contained Hand-crafted features. In this new struc-
ture, the impact of removing Image Enhancement and ROI extraction were tested. From 
the results reported in Table 9, it can be concluded that these steps also had a positive 
effect on the performance of the proposed method.

In the next experiment, the ResNet50 pre-trained structure is compared with other 
pre-trained structures. In order to perform this evaluation, the images in the hybrid 
database are given to the input and the deep features are extracted from the fully con-
nected layer of each considered structure. The results of the classification evaluation of 

Table 10  Investigating the performance of using different deep structures in the proposed method

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

ResNet50 0.978 0.022 0.007 0.978 0.978 0.978 0.971
VGG-19 0.950 0.107 0.035 0.894 0.893 0.893 0.860
AlexNet 0.956 0.096 0.030 0.905 0.904 0.904 0.875
Inception-V3 0.957 0.089 0.029 0.911 0.911 0.911 0.882
GoogleNet 0.947 0.116 0.036 0.884 0.884 0.884 0.848

Table 11  Structure of simple 
CNN

Layer Type Number of 
Neurons

Kernel Size Stride

1 convolutional 32 5 × 5 1
2 max pooling 32 3 × 3 3
3 convolutional 32 5 × 5 1
4 max pooling 32 3 × 3 3
5 convolutional 64 5 × 5 1
6 max pooling 64 3 × 3 3
7 fully-connected 3 - -

Table 12  Comparing proposed method with a simple CNN and deep CNN

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

Proposed method 0.978 0.022 0.007 0.978 0.978 0.978 0.971
Deep CNN 0.945 0.051 0.018 0.951 0.949 0.950 0.936
Simple CNN 0.807 0.131 0.031 0.900 0.869 0.871 0.850
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different structures are reported in Table 10. As can be seen, the Resnet50 deep network 
performed best in all metrics.

We also considered a simple CNN [49] and a deep CNN to compare them with our 
proposed method. The structure of simple CNN was shown in Table 11. This network 
was trained with the fusion dataset. The ResNet50 structure was also considered for 
deep structure. Transfer learning was used to retrain the ResNet50 model with the fusion 
dataset. To retrain the network, the last layers of the network were replaced to contain 
the same number of nodes as the number of our classes. Then, we froze the weights of 
earlier layers in the network by setting the learning rates in those layers to zero. The 
results in Table 12 convince the superiority of our proposed method.

Since the used fusion dataset was unbalanced, the effectiveness of the method was 
checked in the next experiment with a balanced dataset. For this purpose, 590 images 
were randomly selected for each class of normal, bleeding, ulcer, AD and LH. The 
method was evaluated on these images and the classification results were reported in \* 

Table 13  Evaluation of the proposed method on the balanced dataset

Class ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

AD 0.997 0.007 0.002 0.993 0.993 0.993 0.992
Blooding 0.996 0.008 0.003 0.990 0.992 0.991 0.988
LH 0.990 0.023 0.006 0.975 0.976 0.975 0.970
Normal 0.983 0.045 0.009 0.962 0.954 0.958 0.948
Ulcer 0.994 0.011 0.004 0.983 0.988 0.986 0.982

Table 14  Evaluation of the proposed method with different Metrics on the Kvasir dataset

Class ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure MCC

Angiectasia 0.995 0.0150 0.003 0.984 0.985 0.984 0.981
Blood Fresh 0.998 0.009 0.001 0.989 0.991 0.990 0.989
Hematin 1.000 0 0.000 1.000 1.000 1.000 1.000
Erosion 0.988 0.073 0.006 0.944 0.927 0.935 0.928
Erythematous 0.997 0.078 0.001 0.947 0.922 0.934 0.933
Foreign Bodies 0.997 0.013 0.001 0.992 0.987 0.990 0.988
Lymphoid Hyperplasia 0.998 0.007 0.002 0.985 0.993 0.989 0.988
Polyp 1.000 0 0.000 1.000 1.000 1.000 1.000
Ulcer 0.998 0.004 0.001 0.993 0.996 0.995 0.994
Normal Mucosa 0.984 0.039 0.011 0.955 0.961 0.958 0.948

Table 15  Comparing the proposed method with our recent work [6] on the Kvasir-dataset

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure

Proposed method 0.977 0.023 0.004 0.977 0.977 0.977
Our previous work [6] 0.896 0.104 0.018 0.895 0.896 0.895
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MERGEFORMAT Table 13. The results show that the proposed method performed well 
for the balanced dataset.

We also evaluated the method on all lesions existing in the Kvasir dataset. The results of 
classifying 10 existing classes in this dataset were shown in Table 14. The reported results 
showed that although the method was designed to identify specific lesions, it was not lim-
ited to the considered lesions and it was able to identify more lesions. We also compared 
our results on this dataset with our recent work [6] in Table 15. Our method in [6] was also 
evaluated on the Kvasir dataset. As can be seen, the proposed method had improved sig-
nificantly compared to our previous method.

In continue the proposed method were compared with other methods on different data-
sets. Firstly, our proposed method was compared with four other method including Dee-
ba’s method, Yuan’s method and our two recent works on the GIANA2017 dataset. The 
reported results in Table 16 showed that the Yuan’s method and Deeba’s method had poor 
performance but our recent works and the proposed method had high performance on this 
dataset. Of course, the best performance in all evaluation criteria belonged to the proposed 
method.

In the next experiment, the proposed method was compared with Caroppo et  al. 
[8] method on the Red-lesion endoscopy dataset. As mentioned in the related work 

Table 16  Comparing the proposed method with our two recent works [6, 7], the Yuan’s method [51] and 
the Deeba method [15] on the GIANA 2017

Method ↓ /Metric → Accuracy FNR FPR Precision Recall F-Measure

Proposed method 0.100 0.000 0.000 1.000 1.000 1.000
Our recent work [7] 0.949 0.410 0.070 0.965 0.959 0.962
Our recent work [6] 0.954 0.048 0.043 0.956 0.952 0.954
Yuan’s method [51] 0.690 0.226 0.477 0.765 0.774 0.769
Deeba’s method [15] 0.660 0.450 0.231 0.721 0.550 0.619

Table 17  Comparing the proposed method with the Caroppo et al. [8] and our previous works [6, 7] on the 
red lesion endoscopy

Method ↓ /Metric → Accuracy FNR FPR precision Recall F-measure

Proposed method 0.995 0.005 0.011 0.994 0.995 0.995
Our recent work [7] 0.988 0.012 0.048 0.975 0.988 0.982
Our recent work [6] 0.984 0.009 0.033 0.985 0.991 0.988
Caroppo et al. [8] 0.957 0.042 0.047 0.970 0.958 0.964

Table 18  Comparing the proposed method withour recent work [7] and the Hajabdollahi’s et  al. method 
[20] on the dataset was presented in [33]

Method ↓ /Metric → Accuracy FPR FNR Precision Recall F-Measure MCC

Proposed method 0.996 0.055 0.000 0.996 1.000 0.998 0.970
Our recent work [7] 0.983 0.182 0.000 0.984 1.000 0.991 0.890
Hajabdollahi’s et al. 

Method [20]
0.9527 0.402 0.000 0.950 1.000 0.980 0.753
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section, they proposed a deep transfer learning method for bleeding detection. They 
reported the result on the Red-lesion endoscopy dataset. Therefore, we also tested our 
proposed method on this dataset. From the results reported in Table 17 the superiority 
of our proposed method in all evaluation criteria was inferred.

The proposed method also was compared with Hajabdollahi et al. method [20]. The 
results of this method were reported on the fusion of two publicly available datasets. 
728 normal, five bleeding from KID dataset 1 and 50 bleeding frames from deeba’s 
dataset [13]. We also evaluated our methods on this dataset and the results were shown 
in Table 18. The results showed that our method had better performance compared to 
this method in all evaluation criteria.

We also compared our method with Fonseca et  al. [17] method. In this method, 
the author used Kvasir capsule dataset for classifying images into normal and abnor-
mal classes. The abnormal class was containing all existing images in polyp, AD and 
bleeding classes. We also used this dataset to validate and compare our method with 
the Fonseca et al. method. The results that were shown in Table 19 shows superiority 
of the proposed method.

Finally, the proposed method was compared with De Maissin et al. [12] method on 
the.

CrohnIPI dataset [43] contains several types of abnormality caused by Crohn’s dis-
ease. This dataset includes seven types of abnormalities and three of which are related 
to ulcer abnormalities. We evaluate our method on all existing abnormalities in this 
dataset. De Maissin et  al. have reported the confusion matrix resulting from their 
method. We have calculated the evaluation criteria from this matrix for their method. 
The results of these evaluations are reported in Table 20. As can be seen, the proposed 
method has performed better in all evaluation criteria except FPR which in abnormal-
ity detection in the medical images the most important metric is FNR. Indeed, the loss 
of an abnormal image is much more important than suggesting a frame without abnor-
mality as a suspicious frame. Table 21 summarized all comparisons done in this study. 
Indeed, the main research achievements in WCE image processing were shown.

Table 19  Comparing the proposed method with Fonseca et al. method on Kvasir capsule dataset

Method Class Precision Recall F-Measure

Fonseca et al. [17] Method Normal 0.97 0.99 0.98
Abnormal 0.99 0.69 0.81

Proposed Method Normal 0.99 0.99 0.99
Abnormal 0.99 0.98 0.98

Table 20  Comparing the proposed method with De maissin et al. method on CrohnIPI dataset

Method ↓ /Metric → Accuracy FPR FNR Precision Recall F-Measure MCC

Proposed method 0.937 0.095 0.148 0.846 0.853 0.848 0.779
De Maissin et al. [12] 0.936 0.084 0.167 0.830 0.833 0.828 0.763
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6  Conclusions

In this paper, a new computer aided method was proposed to detect different lesions in 
WCE images. The proposed method was based on the combination of deep and tradi-
tional learning methods. For this purpose, Deep features were extracted from ResNet50 
pre-trained model. Due to the lack of a public and large database of endoscopic capsule 
images, most existing methods have used the traditional learning method to abnormality 
detection. The Hand-crafted features also extracted in three main step containing image 
enhancement, ROI extraction and feature extraction from ROI and the ROI extraction is the 
most important step. But the most of existing methods are limited to extract abnormalities 
with a specific color or texture, so they could identify few abnormalities. But the results in 
this research showed that the proposed method has the ability to extract different types of 
abnormalities with no restrictions on color and texture. The results also showed that using 
the combination of traditional and deep features increased the performance of the proposed 
method. In fact, we cloud surpass the current WCE classification systems which focuses on 
one traditional or deep approaches.

In the Hand-crafted feature extraction steps, we proposed an EM based method to 
extract ROIs. The EM method was initialized with a new novel fast segmentation method. 
We also proposed a novel method to extracting sudden changes due to existing lesions with 
different color in the background. The proposed method was evaluated on our different 
datasets. The results show the ability of the proposed method on abnormalities detection 
in WCE images. Also, the proposed method is compared with several existing methods 
for lesion detection, and in all comparisons, the superiority of the proposed method is 
concluded.
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