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Abstract
Among the barriers to establishing effective human-machine interactions is the machines’
inability to properly distinguish emotions from the human voice. The Speech Emotion
Recognition (SER) systems have emerged to tackle this limitation. The accuracy of these
systems depends on different factors such as the quantity and the types of emotions
included in the database, feature extraction process including local and global features,
feature selection method, and the type of classifier. This study presents a methodology for
speech emotion recognition using an autoencoder neural network. It is shown that using a
digit-level stacked autoencoder can be suitable for digit classification. The speech
emotion recognition is done using the Persian emotional speech database (Persian
ESD), which includes six emotional states: Happiness, Sadness, Fear, Disgust, Anger,
and Neutral. Moreover, the popular, widely-used Berlin Emotional database (EMO-DB)
is used to evaluate the effectiveness of the proposed approach. The experimental results
show that the proposed method has significantly improved recognition accuracy.

Keywords Speech emotion recognition . Stacked autoencoder . Persian language .Deep learning

1 Introduction

Speech is the crucial yet easiest way of communication between humans. Contents transmitted
through speech encompass a wide range of information that cannot be comprehensively
written. For instance, the vocabulary content of the speech always comprises extra attributes
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such as tone, accent, emotional states, etc., which contain a large amount of information to be
transferred from one person to another. Since technological advancements and the growth of
human-machine interactions are undeniable, the requirement of comfortable and inerrant
communication between humans and machines is essential. Speech can be the best solution
to address this requirement. However, it is necessary or the machine to be able to recognize
emotions in speech. To this end, Speech Emotion Recognition (SER) systems have formed a
new branch in speech processing studies [1].

Numerous objects can be considered for recognizing emotions from speech, including
speech reconstruction, smartphones, dubbing, animation, computer games, text-to-speech,
speech therapy applications [5], online call centers, speech classification, and many other
applications.

Language and cultural differences are considered a challenge in these systems. In this study,
the Persian language is chosen to analyze the proposed method, an Indo-European language
spoken by more than 110 million people worldwide and is one of the most rhythmic languages
[19, 30]. Although, there are limited researches on the Persian language in speech emotion
recognition.

A speech emotion recognition system is generally defined as a set of methods that process
and classify speech signals to identify their emotions [11]. There are three critical issues in
recognizing emotion from the speech [15]. The first aspect is the existence of appropriate and
comprehensive emotional datasets that can be well used to train and test the designed system.
A major problem in designing an emotional database is labeling. Even humans cannot agree on
the exact emotion in the spoken utterance [31]. This problem has alighted by using several
judges to label each one of the utterances in the database. The second important aspect in
speech emotion recognition systems is the impact of the extracted speech features on the
classification efficiency of different emotions. Features are vital to a classification process.
They reduce the original data to its most valuable characteristics. The third important aspect is
choosing a classification system for recognizing speech emotions. Many articles and studies
have addressed these three critical aspects of speech emotion recognition design. The method
used in this research is developed based on deep learning regarding its application and
importance [3].

1.1 Motivation

Communication between man and machine should be accessible, two-way, and practical. In
order to achieve this goal, the machine needs to have the intelligence to recognize human
speech and its emotions. Recognizing the speaker’s emotion helps to understand the meaning
better and increases the efficiency of speech processing systems. The recognition of speech
emotions is done with almost suitable accuracies at present [55]. However, even though the
Persian language is one of the most widely used languages in the world, fewer studies have
been conducted on the recognition of emotions in the speech of this language [56]. In order to
be on the same level as the world’s living languages in this category, more studies must also
take place in the Persian language.

Another motivation in designing a speech emotion recognition system is extracting suitable
features that are effective for identifying different emotions. The purpose of extracting speech
signal features is to obtain helpful information from the speech signal suitable for automatic
speech processing [51]. In this case, the speech waveform becomes a parametric representation
where the data rate is much lower than the original signal. So far, many features have been
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used in the studies of emotion recognition from speech and have shown their effectiveness in
this category. Using a large number of features to design a pattern recognition system causes a
drop in the performance of the classification algorithm due to the increase in adjustment
parameters, computational complexity, and inefficient training due to the high dimensions of
the problem. Nevertheless, this problem can be significantly solved by using the autoencoder
neural network, which can encode features into a set of features with smaller dimensions.

The features extracted from the speech are generally divided into global and local groups.
Local features are obtained separately from each frame, while global features are obtained
using statistical functions on local features in a speech utterance. It is expected that emotions
have more opportunity to appear during an utterance than at the frame level. For this reason,
global features are likely to perform better than local ones [21]. Demonstrating the correctness
of this theory can be another motivation for this study.

1.2 Contribution

The contributions of this work are summarized below.

& Comparison of the efficiency of local and global features in speech emotion recognition
systems.

& Achieving high accuracy in speech emotion recognition using Persian Emotional Speech
Database (Persian ESD).

& Determining the accuracy of the proposed method using the Berlin emotional database
(EMO-DB) for evaluating and comparing it with other studies.

& Deployment of the Autoencoder Neural Network to exploit the benefits of large feature
sets by reducing their dimensions in two steps

1.3 Outline

The remainder of this paper is organized as follows: Section 2 discusses related works.
Section 3 briefly introduces the chosen emotional speech databases and acoustic features used
in this research. Also, the autoencoder-based method is presented in the same section. The
experiments and results of the proposed system are demonstrated in Section 4. Finally, the
conclusion is drawn in Section 6.

2 Related works

In previous works, various methods of production and use of emotional databases, feature
extraction, and classification were used to enhance the recognition accuracy in speech emotion
recognition systems. In general, there are helpful surveys to introduce the methods used in speech
emotion recognition. Ayadi et al. [15] have prepared a comprehensive survey of studies conducted
up to 2011 and examined the components used in common SERmethods. More recent works are
discussed in [46], where available literature on various databases, different features, and classifiers
have been used to contemplate SER from diverse languages. The latest review of recent SER
advancements has been published by Akçay et al. [1], an overview of emotional models,
databases, pre-processing, features, supporting modalities, and classification.
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There are very few studies on SER in Persian. Emotion recognition in Persian also requires
the presence of a suitable emotional database. Among the databases used in the Persian
language can be mentioned Persian Emotional Speech Database (Persian ESD) [20], which
is also used in [4, 45] in addition to this work. Savargiv and Bastanfard introduced Persian
Audio Visual Corpus in [39, 40], which has also shown 76% accuracy using Hidden Markov
Model (HMM). Moreover, Sharif Emotional Speech Database (ShEMO) is one of the large-
scale and newest Persian databases comparable with the databases used in this research work
[34]. Gharavian and Ahadi used a non-emotional database based on Farsi Speech Database
(FARSDAT) that categorized only two emotional states [16]. Furthermore, Harimi and
Esmaileyan introduced Persian Emotional Speech Database (PDREC) [17], and Sadeghi also
provided the Sahand Emotional Speech database (SES), which covers ten different speakers
[43]. The lack of studies on these databases makes comparing and evaluating their perfor-
mance difficult.

Features are the information extracted from speech. Many features have been used for SER
systems, but there is no agreement on which features are more efficient than others. Two types of
features are extracted from the speech: local and global. Local features are obtained separately
from each frame, while global features are obtained using statistical functions on local features in a
speech utterance. Because the expression of emotion during speech is more comprehensive than
one frame, global features give better information for speech emotion recognition [36, 38].
Features such as Energy, Pitch, Formants, and Mel Frequency Cepstral Coefficients (MFCCs)
have been widely used in previous studies in speech emotion recognition. Furthermore, Langari
et al. have achieved a very high recognition rate using modified feature extraction [22].

A wide range of classifiers is used for the classification task in SER. Several classifiers such
as Hidden Markov Models (HMM) in [39, 42], Gaussian Mixture Model (GMM) in [23, 27],
Support Vector Machine SVM in [18], and k Nearest Neighbours (kNN) in [23] have been
utilized in order to recognize the speech emotion. Deep learning and deep neural networks have
recently been ubiquitous in pattern recognition. SER classifications also have used some of
these methods. For instance, Multilayer Perceptron (MLP) in [41], Recurrent Neural Network
(RNN) in [25, 33, 53], and Convolutional Neural Network (CNN) in [57] have been used.

Furthermore, Autoencoder-based neural networks could be a suitable method in this field. In
2013 Cibau et al. used deep Autoencoder on the Berlin emotional database (EMO-DB), and the
classifier’s performance was over 70% [9]. Deng et al. [12] used a single sparse autoencoder to
find a standard structure in small target data and then apply such structure to reconstruct source
data to complete proper knowledge transfer from source data into a target task. In 2017, they
proposed a Semi-supervised Autoencoder (SS-AE) for SER [13]. The efforts in [14, 24] can
also be mentioned as more recent research works using Autoencoder in this field. It can be said
there has been little exploration of SER using an autoencoder architecture.

So, it seems research work on the Persian language using a comprehensive feature set and
deep learning methods is missing in the literature. Thus, the main contribution of this research
is to propose an autoencoder-based neural network to train and test the system and classifica-
tion in Persian speech emotion recognition.

3 Proposed methodology

Speech emotion recognition aims to automatically identify the emotional state of a human
being from his or her speech. It is based on an in-depth analysis of the generation mechanism
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of the speech signal, extracting some features that contain emotional information from the
speaker’s voice and employing suitable pattern recognition methods to identify emotional
states. Like typical pattern recognition systems, this work’s speech emotion recognition system
contains three main modules: speech input from an emotional database, pre-processing and
feature extraction, and finally, autoencoder-based classification (Fig. 1).

3.1 Emotional speech database

Undoubtedly, one of the main requirements of emotion recognition systems is the existence of
appropriate and comprehensive databases that can be used well to train and test the system. A
low-quality database may affect the results adversely. Speech emotion databases differ in terms
of the number of emotions, the number of speakers, the language and gender of speakers,
spontaneous or acted emotion expression, and audio recording quality. The lack of a compre-
hensive database in speech-based processing could be a significant problem that is the case in
Persian. However, one of the few databases available for emotional speech in the Persian
language is the Persian emotional speech database (Persian ESD) [20], which is used in this
research work. The corpus is created using two Persian actors (one man and one woman).
They have spoken in six emotional states Anger (62 utterances), Happiness (58 utterances),
Sadness (56 utterances), Fear (58 utterances), Disgust (58 utterances), and Neutral (180
utterances), under certain conditions in the three main categories of “congruent” (emotional
lexical content expressed in a congruent emotional voice), “incongruent” (neutral utterances
expressed in an emotional voice) and “baseline” (all emotional and neutral utterances
expressed in neutral voice) in a specialized sound recording studio under the supervision of
a linguist and an acoustic expert. In this research, only the audio file of these three groups is
used, regardless of the categorization. In other words, the label of speakers’ emotional
expression is considered regardless of the lexical content of their speech. Persian emotional
speech database (Persian ESD) is validated by a group of 1,126 native Persian speakers.

Since the mentioned Persian database is used in limited research works, another critical and
widely used emotional database is considered support. The Berlin emotional database (EMO-
DB) [8] is used to evaluate the performance of the designed system. The Berlin emotional
database (EMO-DB) is a publicly available German emotional-based database. Because of its
popularity and utility, this database is suitable for evaluating and comparing the results of the

Fig. 1 The framework of the proposed SER system
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proposed method with other studies. The Berlin emotional database consists of 5 male and five
female speakers who spoke utterances of 1.5 to 5 s. Each one of the speakers is asked to speak
ten different utterances in German. This database contains seven separate emotional classes,
with the number of utterances for each class as follows: Anger (127), Happiness (71),
Boredom (81), Sadness (62), Fear (69), Disgust (46), and Neutral state (79).

3.2 Features extraction

This study performs three pre-processing stages before feature extraction: Framing, Hamming
windowing, and pre-emphasis. For framing, the length of each frame is considered 20
milliseconds, and the overlap of adjacent frames is assumed to be ten milliseconds. After
the framing step, each frame is multiplied in the Hamming window to reduce the effect of
signal discontinuity at both the beginning and end of each frame. The last step of the pre-
processing is applying a low-pass filter to eliminate the effects of the sudden change of the
continuous-time signal. In other words, this filter smooths the signal and eliminates sudden
changes in the signal due to ambient noise and the speech production system. The conversion
function of this filter is defined as Eq. 1, and the α is assumed to equal 0.97.

H zð Þ ¼ 1� az�1 ð1Þ
Some studies have executed other pre-processing, such as voice activity detection, normali-
zation, noise reduction, and so forth [28, 35, 42]. Low-quality, the length of silence, and the
quality of speech are also effective in expressing emotions. For this reason, other pre-
processing steps are ignored in this study to prevent harming recognition accuracy.

Many features can be extracted from the speech signal, and given these features, informa-
tion is transmitted or processed from the speech signal. In this study, features such as Energy,
Pitch, the First to Fourth Formants (F1- F4), Jitter, Shimmer, 13 Linear Predictive Coefficients
(LPCs), 13 Mel Frequency Cepstral Coefficients (MFCCs), and Zero-Crossing Rate (ZCR) are
extracted from each frame. All of these extracted features were benchmarked in the studies
related to emotion recognition. The first and second derivatives of each of these features are
also obtained to provide 101 local (frame-level) features for each speech frame in aggregate.
After extracting these local features, we get global (utterance-level) features by applying
twenty statistical functions, including maximum, minimum, range, mean, variance, standard
deviation, median, 1st, 5th, 10th, 25th, 75th, 90th, 95th, 99th percentile, quadratic range, 10%
adorned average, 25% adorned average, skewness, and kurtosis. Thereby 2020 global features
are obtained. Table 1 shows the quantity of these features.

Table 1 Quantity of global and
local extracted features Features Number of local features Number of global features

Energy 3 60
Pitch 3 60
MFCCs 39 780
LPCs 39 780
Formants 12 240
Jitter 1 20
Shimmer 1 20
ZCR 3 60
Sum Total 101 2020
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Because of the capabilities of Autoencoder in dimensions reduction, we have selected this
vast number of features. Section IV shows that larger feature sets may appropriately train
Autoencoder in classification accuracy. Also, both types of feature sets, including global and
local, have been used in this study. However, there is no consensus on whether it is better to
use local or global features. However, this research work, like other studies, has shown that the
efficiency and accuracy of classification will increase with global features.

3.3 Stacked Autoencoder (SAE)

When a set contains so many features, the classification may be difficult and costly, and it is
better to have a smaller set of features dependent on the primitive set of features. The
autoencoder neural network can quickly implement this dimension reduction in feature
vectors. This section proposes the architecture of Stacked Autoencoder (SAE) for emotion
classification. A Stacked Autoencoder is a neural network consisting of multiple layers of
sparse Autoencoders wherein the outputs of every layer have linked to the inputs of the
subsequent layer [48]. The sparse Autoencoder is a three-layer neural network including an
encoder and a decoder that output units are directly connected back to input units [49]. Sparse
autoencoders use at least three layers:

& An input layer. For example, it could be the audio signal itself or its features.
& A few smaller hidden layers form the encryption.
& An output layer wherein every neuron has the same meaning as the input layer and is a

reconstruction of the input layer.

The general structure of an autoencoder with a hidden layer is shown in Fig. 2.

Fig. 2 Structure of a basic Autoencoder with a hidden layer
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Autoencoders aim to learn a compressed data representation with minimum reconstruction
loss [48]. The encoder in Autoencoder maps the input vector X n to the hidden layerHm with a
non-linear function:

Hm ¼ S
Xn

i¼0
Wi*Xið Þ þ bm

� �
ð2Þ

In this equation, n is the number of input or output neurons, m is the number of hidden neurons
and Wi denotes the parameters (or weights) related to the connection between the input and
hidden units. bm are biases in the hidden layer. S(α) is the Sigmoid function. The sigmoid
function is described as:

S �ð Þ ¼ 1

1þ e��
ð3Þ

The decoder maps the hidden layer Hm to the output layer Yn that has an equally wide variety
of units with the input layer:

Yn ¼ S
Xm

j¼0
Wj*Hj
� �þ bn

� �
ð4Þ

In Eq. (4)Wj denotes the parameters (or weights) related to the connection between the hidden
and output units. bn are biases in the output layer.

The error between X and Y must be minimized to train the Autoencoder and determine the
optimized parameters [48].

wi;wj; bn; bm
arg min error X ; Yð Þ½ �

ð5Þ
In this study, after pre-processing and extracting features from the database, two sparse
autoencoders are used to classify emotions. The first sparse Autoencoder contains the input
layer to learn the primary features of the raw input, illustrated in Fig. 3.

The first sparse Autoencoder produces the primary feature that contains 100 features
(Feature Vector 1). The primary feature feeds the input layer into the second trained sparse
Autoencoder that produces the secondary features that contain 50 features (Feature Vector 2).
Figure 4 shows the primary features used as the raw input to the next sparse Autoencoder to
learn secondary features.

The secondary feature is then handled as an input layer to a Softmax classifier to map
secondary features to emotion labels, as shown in Fig. 5.

Finally, the first and second sparse Autoencoder has been mixed with Softmax classifier to
provide three layers of stacked Autoencoder shown in Fig. 6. The proposed stacked
Autoencoder contains two hidden layers (primary and secondary features) and the output
layer (Softmax classifier) capable of classifying emotions from speech.

4 Experiments and results

The proposed method of this study is run on the Persian emotional speech database (Persian
ESD) and Berlin emotional database (EMO-DB), and its results are presented in this section.
After pre-processing and extracting the mentioned features from these databases, many feature
sets are formed to be used as the input of the autoencoder neural network. As shown in
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Fig. 4 Outline of the second sparse Autoencoder

Fig. 3 Outline of the first sparse Autoencoder
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Table 2, in Feature Set 1, all the extracted global features are used. Then, the experiments were
repeated by reducing a few extracted features, which decreased emotion recognition accuracy.
To show the importance of using this number of features, in Feature Set 2, some of these
features, including LPCs and ZCR, have been omitted, and in Feature Set 3, addition to them,
MFCCs have also been removed. Also, to show the priority and superiority of global features
over local features, Feature Set 4 is assigned to local features in SER.

Fig. 5 Softmax classifier

Fig. 6 Outline of the proposed stacked Autoencoder
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To further explain Table 2, it is necessary to mention that in the column “Used Features,“
the number of features extracted from each frame is written in front of it. The total of these
features in the feature sets 1 and 4, which have all the extracted features, is 101. Column
“Dimensions in Persian ESD” also shows the input dimensions of the system for each feature
set. Since in feature set 1, 101 features have been extracted for each frame, by applying the 20
statistical functions introduced in the paper, there will be a total of 2020 global features for 472
audio files in the Persian ESD. In feature sets 2 and 3, the input dimensions will be smaller due
to reduced features. In feature set 4, since the used features are local, the input dimensions were
101 features for the number of Persian ESD frames.

It is needed to be highlighted that the experiments are performed in the MATLAB
programming environment. The stacked Autoencoder consisted of an encoder with input
layers of the dimensions of the Feature Set. The first sparse Autoencoder is constructed
through an input layer of length 2020 in Feature Set 1, a hidden layer of length 100, and an
output layer of the same length as the input layer. The first sparse Autoencoder is trained to
generate 100 features. It should be noted that the maximum number of epochs is assumed to
equal 1000, and the sparsity proportion is 0.05 in the first sparse Autoencoder. The subsequent
sparse Autoencoder is designed with the aid of using an input layer of length 100, a hidden
layer of length 50, and an output layer of length 100. The second sparse Autoencoder is trained
to produce 50 features.

Moreover, in the next sparse Autoencoder, the maximum epochs and sparsity proportion
are 400 and 0.05, respectively. Finally, those 50 features feed the Softmax layer. The Softmax
layer is trained to generate the output class. Furthermore, cross-validation is used for validation
in this study [37]. According to this validation, the data set is divided into N equal parts, and
the classification is done with N. In each experiment, the N-1 part of each data set is used for
training and one part for classification testing. This method allows all data to participate in
training and testing. The final recognition accuracy will also be the average N accuracy of the
calculated experiment. In this research work, as in [29, 52], N is considered equal to 10,
meaning that 90% of the data are considered for training, and 10% are considered for testing in

Table 2 Properties of feature sets

Feature
Set

Type Used Features Dimensions in
Persian ESD

Feature
Set 1

Global Energy and its first and second derivatives (3), Pitch and its first and
second derivatives (3), ZCR and its first and second derivatives (3),
Jitter (1), Shimmer (1), First to Fourth Formants and Their first and
second derivatives (12), LPCs and their first and second derivatives
(39), MFCCs and their first and second derivatives (39)

2020×472

Feature
Set 2

Global Energy and its first and second derivatives (3), Pitch and its first and
second derivatives (3), Jitter (1), Shimmer (1), First to Fourth
Formants and Their first and second derivatives (12), MFCCs and
their first and second derivatives (39)

1180×472

Feature
Set 3

Global Energy and its first and second derivatives (3), Pitch and its first and
second derivatives (3), Jitter (1), Shimmer (1), First to Fourth
Formants and Their first and second derivatives (12)

400×472

Feature
Set 4

Local Energy and its first and second derivatives (3), Pitch and its first and
second derivatives (3), ZCR and its first and second derivatives (3),
Jitter (1), Shimmer (1), First to Fourth Formants and Their first and
second derivatives (12), LPCs and their first and second derivatives
(39), MFCCs and their first and second derivatives (39)

101×231,982
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each experiment. Simulations are performed based on the mentioned assumptions, and their
results are as follows.

Tables 3, 4, 5 and 6 summarize the confusion matrix by using mentioned Feature Sets for
the Persian emotional speech database (Persian ESD). As can be seen, for Feature Set 1, 95.6%
of the predictions are correct.

The first thing to notice from the results of the experiments is that the lowest recognition
accuracy usually occurs in Feature Set 4, where frame-based local features were used as
autoencoder input. The Feature Set 4 experiment always takes longer than the other experi-
ments, which leads to the conclusion that global features are far more efficient than local
features and reduce computational time and cost. In global features, it is also observed that the
best result is usually obtained in the Feature Set 1 experiment, where the feature vectors are
fully used. Furthermore, according to Tables 3, 4, 5 and 6, misclassifications often occur
between emotions with similar arousal. For example, in Tables 3 and 10% of Happiness
labeled data are misclassified as anger because both these emotions are considered high
arousal emotions.

The next point in Fig. 7 is that the general results of the Persian ESD are better than the
Berlin emotional database (EMO-DB). The justification is that the Persian ESD is produced in
6 emotional classes by two speakers (a man and a woman). This dependence on the speaker
can lead to higher recognition results and accuracy. Whereas in the Berlin emotional database
(EMO-DB), there are ten different speakers and seven different emotional classes, which
shows the higher quality of these data.

Table 7 compares classification and feature selection methods in other research works for
speech emotion recognition. It is noticeable that all of these methods are implemented on the
Berlin emotional database (EMO-DB). As it is shown, the proposed method has obtained a
suitable accuracy rate.

Table 3 The confusion matrix of the proposed method for Persian ESD by Feature Set 1

Sadness Happiness Neutral Disgust Fear Anger

Sadness 100% 0 0 0 0 0
Happiness 0 90% 0 0 0 10%
Neutral 2.7% 0 97.3% 0 0 0
Disgust 0 0 0 100% 0 0
Fear 0 0 0 0 100% 0
Anger 0 0 12.5% 0 12.5% 75.0%

95.6%

Table 4 The confusion matrix of the proposed method for Persian ESD by Feature Set 2

Sadness Happiness Neutral Disgust Fear Anger

Sadness 71.4% 28.6% 0 0 0 0
Happiness 0 83.3% 0 0 16.7% 0
Neutral 0 0 100% 0 0 0
Disgust 0 0 0 100% 0 0
Fear 0 23.1% 0 0 53.8% 23.1%
Anger 0 6.3% 0 12.5% 18.7% 62.5%

80.9%
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Figure 8 illustrates the recognition accuracy rate using Feature Set 1 for the Persian ESD
and Berlin emotional database (EMO-DB) for each emotion separately. As can be seen, the
average accuracy of the Persian emotional speech database (Persian ESD) is more than the
Berlin emotional database (EMO-DB). In addition to linguistic justifications, the number of
speakers in the Persian emotional speech database (Persian ESD) is limited, and the Berlin
emotional database (EMO-DB) is larger in dimensions. However, as seen in Fig. 8, more
misclassification can occur in high arousal emotions such as Happiness and anger.

Table 5 The confusion matrix of the proposed method for Persian ESD by Feature Set 3

Sadness Happiness Neutral Disgust Fear Anger

Sadness 66.7% 0 0 16.7% 0 16.7%
Happiness 0 100% 0 0 0 0
Neutral 0 0 100% 0 0 0
Disgust 14.3% 0 0 85.7% 0 0
Fear 0 0 6.2% 0 81.3% 12.5%
Anger 18.2% 0 0 0 9.1% 72.7%

89.4%

Table 6 The confusion matrix of the proposed method for Persian ESD by Feature Set 4

Sadness Happiness Neutral Disgust Fear Anger

Sadness 58.8% 9.4% 12.3% 8.5% 3.3% 7.7%
Happiness 9.4% 56.2% 2.5% 13.5% 6.9% 11.5%
Neutral 5.5% 2.6% 80.4% 4.1% 5.3% 2.1%
Disgust 16.6% 9.8% 4.3% 45.6% 8.4% 15.3%
Fear 8.0% 6.1% 5.7% 10.0% 59.7% 10.4%
Anger 2.4% 7.9% 37.2% 9.8% 4.5% 38.2%

45.6%

Fig. 7 Comparison of feature sets by the proposed method for Persian ESD and Berlin emotional database
(EMO-DB)
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5 Discussion

Persian emotional database (Persian ESD) has been used in this study, which has already been
used as a benchmark in other studies. Persian ESD is the most appropriate and available
emotional database in the Persian language. However, this database has problems such as
being small for use in deep neural networks. Nevertheless, using features globally causes
augmentation in the feature vector. However, producing an emotional speech database in
Persian can be one of the future works of this study.

In general, the proposed method in this study is presented on two emotional databases: the
Persian emotional speech database (Persian ESD) as the main database in the Persian language,
and the German database (EMO-DB) to evaluate the proposed method with other studies. The
reasons for choosing these two databases are given below.

& The Persian Emotional Speech Database (Persian ESD) is the most appropriate and
available Persian database and includes all six primary emotions.

& The Berlin database is also used to evaluate the method since it is prevalent, and we could
make an effective comparison between our method and others.

& Both databases have already been used in other studies as benchmarks [8, 20].
& The type and number of emotions used in both databases are close and comparable. Both

databases have six primary emotions.

Table 7 Comparative table of past works and proposed method on Berlin emotional database (EMO-DB).

Reference Year Classifier Features Recognition
Accuracy

Borchert et al. [7] 2005 SVM, J48 Formants, Energy, HNR, Jitter,
Shimmer.

70%

Yang et al. [54] 2010 Bayesian classifier Prosodic, Spectral, and Voice
Quality Features.

73.5%

Bitouk et al. [6] 2010 SVM Spectral Features 81.3%
Albornoz et al. [2] 2011 Hierarchical classifier

using HMM, GMM,
and MLP

Log Spectrum, MFCC, and
Prosodic Features.

71.5%

Shen et al. [44] 2011 SVM Energy, Pitch, LPCC, MFCC,
LPCMCC.

82.5%

Wu et al. [52] 2011 SVM Prosodic Features, Speaking Rate,
ZCR, TEO-based Features.

91.3%

Deng et al. [12] 2013 Denoising Autoencoder ZCR, RMS, Energy, Pitch, HNR,
MFCC.

57.9%

Li et al. [26] 2013 DNN-HMM MFCC 77.9%
Cibau et al. [9] 2013 Deep Autoencoder MFCC, MLS, Pitch, Energy. 70%
Mao et al. [32] 2014 CNN Automatically Learned by CNN 85.2%
Wang et al. [50] 2015 SVM Fourier Parameters, MFCC. 88.88%
Vasuki et al. [47] 2015 SVM MFCC, PLP, Prosodic. 74.7%
Lanjewar et al. [23] 2015 GMM

kNN
MFCC, Pitch, Wavelet. 66%

51%
Savargiv et al. [39] 2015 HMM Energy, Pitch, MFCC. 79.6%
Zhao et al. [57] 2019 CNN Local Feature Learning Blocks

(LFLB).
95.33%

Daneshfar et al. [10] 2020 pQPSO, GMM MFCC, PLPC, PMVDR, Pitch. 82.8%
Dissanayake et al. [14] 2020 CNN-LSTM MFCC 69.7%
Proposed method 2022 Stacked Autoencoder Feature Set 1 90.3%
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In Fig. 9, a graph has been prepared for the statistical comparison of the type and number of
different emotions in the databases used. As seen in Fig. 9, the Persian database is more
unbalanced than the German one regarding the number of labeled audio files.

Moreover, the findings of the studies presented in the paper suggest that the Autoencoder-
based methodology in two steps of feature reduction by sparse autoencoders has improved the
accuracy of the speech emotion recognition system. Autoencoder performs both feature
reduction and classification.

Generally, when an utterance is expressed in total, it is better to understand its emotions.
Hearing a frame or word in the middle of an utterance makes it very difficult to judge its
emotions. For this reason, it was expected from the beginning that global features extracted
from the sentence level would be more effective than local features. The results of the
experiments of this study also show the truth of this claim. Another advantage of global
features is that they can augment input vectors in limited data, especially in the Autoencoder
neural network where this augmentation is needed.

Fig. 8 Comparison of recognition accuracy of different classes in Berlin emotional database (EMO-DB) and
Persian ESD with proposed autoencoder classification

Fig. 9 Statistical comparison between used databases
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6 Conclusion

As mentioned, speech emotion recognition plays an essential role in human-machine interac-
tion development. This study discussed the impact and efficiency of using a stacked
autoencoder neural network in SER. A Stacked Autoencoder was formed with two sparse
autoencoders and a Softmax layer to reduce the dimension of features and classification. For
the input of this stacked Autoencoder, features including Energy, Pitch, LPCs, Mel-Frequency
Cepstral Coefficients (MFCCs), first to fourth Formants, Jitter, Shimmer, ZCR, and their first
and second derivatives that were extracted as global features and local features were used. The
performance of these features was also compared against each other, showing that global
features are more efficient in speech emotion recognition. It should also be noted that in this
study, a database in the Persian language (Persian ESD) was used on which the recognition
accuracy of the proposed method is 95.6%. The proposed method was also presented on the
popular Berlin emotional database (EMO-DB) and compared to other methods and studies,
resulting in an accuracy of 90.3%, which indicates the efficiency of the stacked autoencoder
neural network in speech emotion recognition.

Data availability Data sharing not applicable to this article as no datasets were generated during the current
study.
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