
https://doi.org/10.1007/s11042-023-15080-y

Extracting and structuring information
from the electronic medical text: state
of the art and trendy directions
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Abstract
In the medical field, doctors must have comprehensive knowledge by reading and writ-
ing narrative documents, and they are responsible for every decision they take for patients.
Unfortunately, reading all the necessary information about drugs, diseases, and patients
might be time-consuming due to the large number of documents that are increasing every
day. Consequently, potential medical errors could be hazardous. Likewise, information
extraction can handle this problem using several important tasks to structure the text and
extract the relevant and desired information from unstructured text written in natural lan-
guage. The main principle tasks are named entity recognition and relation extraction.
However, to treat the narrative text, we should use natural language processing techniques
to extract useful information and features. In our paper, we show and discuss several tech-
niques and useful data used for these tasks. Furthermore, we outline the challenges in
information extraction from medical documents. To our knowledge, this is the most com-
prehensive survey in the literature with a numerical comparison and a suggestion for some
uncovered directions.
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1 Introduction

For centuries, physicians play an important role in ensuring good health. Indeed, a physi-
cian must be well trained and must be able to manage the disease and patient information to
find the right treatment and make the right decision. In medicine, different types of informa-
tion are used for treatment and can be found in narrative documents written by humans. For
example, to make a medical prescription, the patient record and medication documents are
used [94]. Thanks to the development of information technologies and the Hospital Informa-
tion System (HIS), medical information is digitized into electronic records named Electronic
Medical Record (EMR) [121] or Electronic Health Record (EHR). Digital records could be
stored, managed, transmitted, and reproduced efficiently. The widespread adoption of HIS
has contributed to billions of records, and they are recognized as valuable resources for
large-scale analysis [92].

Nevertheless, the physicians find a big difficulty to manage the large amount of data and
read a lot of natural language text to select the important information. In fact, there is many
errors happened due to missing the right information and the drug prescription is a main
source of them. For the last 18 years, there is more than 237 million errors related to the
drug prescription and even some of them caused deaths or costs to the country [93, 94].
In addition, understanding a new disease is a big challenge since it requires a lot of time
and information studies to find the right treatment. For example, the coronavirus disease
(COVID-19), which is appeared in 2019, caused more than 234 million cases and 4 million
deaths in 2021 where there is no cure was discovered at that time [145].

All these facts make the use of the available electronic documents more than a necessity.
Hence, extracting useful information will be greatly helpful [150]. Generally, medical text
mining and Information Extraction (IE) help in medical decisions and disease risk predic-
tion [63, 88, 164]. Unfortunately, this process is not trivial mainly due to the huge number
of documents and consequently requires models able to deal with big data. This is ham-
pered by the unstructured (or semi-structured) nature of such documents [149]. To make
IE feasible and efficient, structuring these documents in a more abstract form that is eas-
ily readable by machines/algorithms becomes a fundamental step. The main technologies
of IE are Named Entity Recogntion (NER) and entity Relation Extraction (IE) [134]. Entity
recognition involves recognizing references to different types of entities such as medical
problems, tests, allergies, risks, adverse events, drugs, and treatments. In addition, detecting
different sections in a document can improve IE tasks by providing more context [110].

There are many real world applications of IE which can be summarized into 3 categories
[150]: disease study areas, drug-related study areas, and clinical workflow optimization.
Considering the disease study areas, a large portion of studies have focused on IE of dis-
eases and conditions [39, 150]. Mehrabi et al. [100] identify patients with a family history of
pancreatic cancer. Carrell et al [18] process clinical notes for women with early-stage breast
cancer to identify whether recurrences were diagnosed and the timing of the diagnoses. For
drug-related studies, Zheng et al. [166] extract mentions of aspirin use and dosage informa-
tion from clinical notes. Lupşe and Stoicu-Tivadar [94] check for drug incompatibility with
other drugs, diseases, or other characteristics. Wang et al. [148] use unstructured data in
EHR to identify an adverse drug reaction. Wei et al. [151] determine patient drug exposure
histories. For clinical workflow optimization areas, Rochefort et al. [119] detect adverse
events of hospital-acquired pneumonias, central venous catheter-associated bloodstream
infections, and in-hospital falls. Hsu et al. [55] conduct quality assessment of radiologic
interpretations. Popejoy et al. [111] identify and extract care coordination activities from
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nursing note and show how they can be quantified in order to support patient management.
Garvin et al. [41] extract left ventricular ejection fraction value, which is a heart failure
quality measure, from echocardiogram reports.

One of the main challenges in this field is the reasonable selection of processing tools,
where a designed method may have poor performance in the medical field due to the com-
plexity of its variable and ambiguous natural language text [134]. There is also the lack
of sufficient annotated public datasets, especially for languages other than English, where
English text studies are more mature and systematic [163]. Another challenge is the lack
of knowledge base dictionaries, where the quality of dictionaries requires increased evalu-
ation and certification of specialized institutions [134]. Also, the patient privacy protection
in medical documents by automatically and precisely de-identifying personal and sensitive
information is required since the transmission of EMR records is becoming more impor-
tant and should be in legal way [101]. Finally, a larger scale and more complex structure
of medical documents make information extraction harder to process but more beneficial
[134].

Several reviews related to IE in the medical field have been published. Meystre
et al. [102] have focused on research about IE from clinical narrative from 1995 to 2008.
However, they have not discussed the research on IE from biomedical literature. Liu
et al. [86] have introduced a novel IE paradigm Open IE (OpenIE) which begins to attract
great attention in Biomedical IE (BioIE). Their review focuses mainly on recent advances
in learning-based approaches such as Convolutional Neural Network (CNN) [22, 124] and
Recurrent Neural Network (RNN) [128]. However, they have focused only on the main
deep learning techniques in Bio-OpenIE. Wang et al. [150] have presented research on clin-
ical IE applications from 2009 to 2016 for a discussion in terms of publication venues, data
sources, clinical IE tools, methods, applications in different areas. Also, they have gained
a more concrete understanding of the underlying reasons for the gap between clinical stud-
ies using EHR and studies using clinical IE. However, their research is made before deep
learning was adopted as mainstream in the informatics community. Sun et al. [134] have
focused on the process of medical document processing and analyzes the key techniques
involved including NER and RE for IE. They make an in-depth study on the text mining
applications, the open challenges, and research issues for future work. Pomares-Quimbaya
et al. [110] have reported the results of a systematic review concerning section identification
in narrative medical documents. It was the first understanding review that focuses on this
concept, its existing methods, and its growing contribution to the IE tasks. Koleck et al. [65]
have summarized the use of natural language processing to analyze symptom information
in EHR to indicate diseases. They have found little coverage of deep learning approaches
in this application area. Hahn and Oleynik [47] have discussed the contributions of recent
publications from 2017 to 2020 in medical IE and foreshadow future directions of research.
They have focused on the methodological paradigm shift from standard machine learning
techniques to deep learning. Also, they have selected only two of the diseases and drugs’
semantic classes and the relation between them. Nasar et al. [105] have focused specifically
on NER and RE with a major focus on advances via deep learning approaches. They have
presented recent trends in the domain of IE along with open research areas.

The main objective of this paper is to give an up-to-date survey about IE in the medical
field which can support disease and drug studies and optimize clinical workflow. In particu-
lar, we will make a comprehensive review of recent models for section identification, NER,
and RE. Thus, we will focus on both semantic and syntactical structuring by highlighting
the importance of section detection to the medical IE. Likewise, we will make a numerical
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comparison between existing approaches based on the published results. The main goal of
this numerical study is to get a high-level comparison between existing approaches and to
see the directions in which they succeed (eventually fail). We will cover different types of
methods and highlight some ideas which may lead to new and promising ways to develop
this field. We will review and discuss the different difficulties of the information nature and
solutions used to handle them. In addition, we will discuss the useful resources and datasets
used in many published studies since they are a reliable basis for the models’ efficiency. We
find that recent studies focus on the use of advanced deep learning models and propose solu-
tions to better exploit the context during the analysis. Recently, the graph-based technique
appeared to be more suitable especially to deal with the named entities. There are many
directions that can be taken such as: further explore the graph based techniques, exploit
some information in the document such as the formatting style, easily adapt to new data and
provide sufficient high-quality resources, use the syntactical structure of the document, etc.

The rest of this paper is structured as follows. Our paper is organized as follows:
Section 2 represents the method used to collect and select papers for our survey; Section 3
is a discussion about the medical data and its nature and problems; Section 4 presents useful
data and benchmark datasets in IE; Section 5 represents important metrics used for the IE
task; Section 6 classifies and discusses the methods of IE tasks according to the techniques
they use and it includes a numerical comparison for each task; Section 7 represents prob-
lems related to the nature of named entities and discusses the existing solutions; Section 8
represents the important limitations and challenges in the medical information extraction;
and in the Conclusion, we suggest some research directions be further developed.

2 Method

In our survey, we have collected and selected medical information extraction papers to be
analyzed and compared. We cover 3 sub-fields of the medical information extraction field:
Named Entity Recognition (NER), Relation Extraction (RE), and Section Detection (SD).
For that, we have used some search engines such as Google Scholar, PubMed, and Scopus
in order to search for a collection of interesting papers for each topic in addition to papers
that cover the general field. The queries used to perform this search are generally chosen
based on combinations of 3 types of keywords: medical data type, task name, and method.

• Data type: we have used keywords such as “medical”, “clinical”, “biomedical”,
“healthcare” and “medical” which are combined with the object name such as “text”,
“data”, “EMR”, “EHR”, “corpus”, “information”, “unstructured data”, “document”,
“narrative”, “record”, “report”, “tweet”, and “notes”. For example, we can obtain
“medical text”, “clinical record”, etc.

• Task name: these keywords are divided into two parts: the verb and the object. For the
verb, we have used words like “recognition”, “extraction”, “identifying”, “detection”,
“annotation”, “linking”, “mining”, “processing” and “analysis”. For the object, we have
used “named entity”, “entity”, “section”, “subsection”, “heading”, “title”, “relation”,
“terms”, “concept”, “data” and “natural language”. For example, we can obtain a com-
bination like “natural language processing”, “named entity recognition”, “identifying
heading”, etc.

• Method: for some queries, we add keywords to target a specific technology or feature
such as “machine learning”, “deep learning”, “unsupervised”, “automatic”, “online”,
“ontology”, “rules”, “formatting style”, “dictionary”, “boundary detection”, “part of
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Fig. 1 Statistics about the selected papers for our survey

speech”, “fuzzy matching”, “contextual embedding”, “document layout”, “font size”,
etc.

Thus, we can obtain queries like “medical text natural language processing”, “clinical
document unsupervised identifying section”, “medical document named entity recognition
contextual embedding”, “healthcare tweet entity linking rules”, and “unsupervised medical
entity recognition linking online medical text”, etc. We have executed queries with different
combinations of keywords to search for relevant papers which cover many aspects of this
field. After executing multiple queries, we have selected papers that are considered to be
important, different, or recent in order to take diversified papers covering all the important
aspects of the field and recent work in it. As a result, we have obtained 53 methods and 7
survey or review papers which are published between 2008 and 2022. Figure 1 and Table 1
represent statistics about the number of the selected publications for each topic per year. All
the selected methods are discussed in our survey according to different criteria.

3 Problem setting

There are different sources of medical information, such as daily activities and clinical staff
[22]. Indeed, the rapid development of hospital information technology has resulted in a
rapid accumulation of medical data. There a significant amount of this data is in the form
of free text written by the author [161]. Note that it is very likely to have long and maybe
useless parts in narrative content that are not relevant to the information searched by the
reader. A clinical narrative is a report-style free text that is found in the medical document
and used for clinical documentation. It is a rich source of information for medical research
and analysis, and this source of data is needed to make health care decisions. There are
several examples of clinical narratives that vary between full-fledged documents or clinical
notes: Discharge Summaries, Emergency Reports, Urology Reports, Letters of Communi-
cation, History or Family History, Physical Exam, Medical Dictation, Admission Notes,
Nursing Notes, Progress Notes, Operative or Procedure Notes, and Clinic Visit Notes. Thus,
there are several sources for these narratives: analytical repositories [83, 90], EMR/EHR
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Table 1 Statistics about the
selected papers for our survey year NER RE SD Survey/review

2008 0 0 1 1

2009 0 0 1 0

2010 0 0 1 0

2011 1 0 0 0

2013 2 1 0 0

2014 1 0 2 0

2015 0 0 2 0

2016 1 0 0 1

2017 1 1 1 1

2018 4 1 7 2

2019 3 2 1 2

2020 4 2 0 1

2021 6 6 1 1

2022 1 2 1 0

Total 24 15 18 8

systems [78, 139], speech recognition or dictation systems [58, 122], external sources pro-
vided by competitions [26, 139], or other open data sources [17]. EMR or EHR records are
digital representations of medical information which are popularized thanks to the develop-
ment of information technologies and the HIS. They allow medical staff to record digital
information, such as texts, symbols, diagrams, graphs, data, etc. Thus, they allow medi-
cal institutions to record the patient’s condition, such as diagnostic information, procedures
performed, and treatment results. They are therefore sources of clinical information such as
demographic data, diagnostic history, medications, laboratory test results, and vital signs.
Also, these digital records could be stored, managed, transmitted, and reproduced effi-
ciently. The widespread adoption of HIS has contributed to billions of records [92], and they
are recognized as valuable resources for large-scale analysis. It is difficult to discover the
hidden knowledge lies in the massive amount of medical texts [161]. Indeed, these unstruc-
tured data lack common structural frameworks [135]. The processing complexity of this data
is increased by grammatical misuse, misspellings, local dialects, and semantic ambiguities.

Electronic drug prescription helps to control the prescription and monitors the con-
sumption of drugs. To make the appropriate treatment decision, the patient’s EHR and
information provided by the drug manufacturer are used [94]. The medical prospectus
has information to avoid interactions with other medications, diseases, allergies, or the
patient’s conditions [22]. For example, SmPC is a legal document approved by the European
Medicines Agency, used to represent the package insert, and it is also available in electronic
form. According to physicians, the most preferred SmPC section titles are: “4.3 Contraindi-
cations”, “4.1 Therapeutic indications”, “4.2 Posology and method of administration”, “4.8
Undesirable effects”, “5.3 Preclinical safety data”, “4.5 Interaction with other medicinal
products and other interactions”, “5.2 Pharmacokinetic properties”, “4.4 Special warnings
and precautions of use” and “5.1 Pharmacodynamic properties”. Sorted from most to least
preferred [48]. Also, the most important sections of the medical prospectus for establishing
the appropriate treatment are: Contraindications, Therapeutic indications, and Dosage [94].
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Indeed, one of the main sources of errors in medicine is related to the prescription of
drugs, where the number of diseases and drugs is gradually increasing, and the doctor must
know all the indications and contraindications to prescribing a drug [94]. For this reason,
there are several problems especially for new doctors, as it needs a lot of time to read all
the unstructured instructions [22, 93, 94]. It is necessary to find out about new diseases
that require effective treatments. Also, have to find out what new treatments or drugs the
doctors need to access. So, doctors may prescribe the wrong treatments or drugs. In 2006,
there were 3900 prescribing errors in Germany [94]. For the last 18 years, the U.S. Institute
of Medicine has reported that there are 237 million medication errors per year in England
with costs to the country [93]. Also, it reported that there were between 1700 and 22303
deaths per year due to adverse drug reactions. Also, understanding new diseases is a very
critical problem in medicine. For example, there are more than 234 million cases and 4 mil-
lion deaths caused by coronavirus disease (COVID-19) in 2021, as no effective drug for
this virus had been discovered at that time [145]. Likewise, the information about symp-
toms of new diseases needs to be analyzed by efficient tools to inform risk assessment,
prevention and treatment strategy development and outcome estimation [145]. Current solu-
tions to avoid these problems are the creation of written procedures, improving training
for health care professionals, automation of support or research operations, quality control
in medicine, improving communication between physicians, and encouraging cooperation
between medical departments [93]. It is a great challenge to effectively use text in medical
documents [161]. Automatic document analysis is affected by ambiguity, format diver-
sity, brevity, sloppy writing, redundancy, and complex longitudinal information [153]. Also,
obstacles to data mining are diversity, incompleteness, redundancy, and privacy [134].

4 Benchmark datasets and supplemental resources

In this section, we cite the most important benchmark datasets used in the IE field which
are manually annotated and considered a gold standard. Most of these datasets are used
in shared tasks and used to train and evaluate IE state-of-the-art methods. Table 2 shows
some details about these datasets. Generally, the annotation focus on information related
to diseases, medicament, and chemical entities. Other datasets are obtained from discharge
summaries and clinical reports which are de-identified to hide personal information. Infor-
matics for Integrating Biology & the Bedside (i2b2) or National NLP Clinical Challenges
(n2c2) [130, 131, 143] is an open-source clinical data warehousing and analytics research
platform, which enables sharing, integration, standardization, and analysis of heterogeneous
data from health-care and research. It has an important role in supporting the development
of methods for several clinical NLP tasks such as named entity recognition, relation extrac-
tion, and so many other tasks. It provides datasets with gold-standard annotations which are
used for medical NLP challenges and it has big popularity in the medical IE field. However,
most of the available datasets are only aimed at the English language and there is a lack of
some other languages [10]. Also, there is a lack of benchmark datasets for section detec-
tion tasks where most methods collect and annotate data by themselves [110]. This lack of
data is due to the multiplicity of tasks and languages [10, 43], and the sensitive information
about the patient’s privacy contained in the medical documents [134]. Most of the available
annotated datasets are in textual form, especially for the NER and RE tasks. Thus, useful
information such as formatting style is not available, which is useful to enrich some tasks
with information about the document structure [9, 26, 110]. Many datasets are made from

21235Multimedia Tools and Applications (2024) 83:21229–21280



Ta
bl
e
2

B
en

ch
m

ar
k

da
ta

se
ts

us
ed

in
IE

D
at

as
et

Si
ze

D
at

a
ty

pe
In

fo
rm

at
io

n
St

at
is

tic
s

D
at

a
so

ur
ce

A
nn

ot
at

io
n

m
et

ho
d

i2
b2

20
09

[1
42

]
(S

ha
re

d
ta

sk
)

17
0

tr
ai

n,
25

1
te

st
,

67
9

un
-a

nn
ot

at
ed

D
is

ch
ar

ge
su

m
m

ar
y

M
ed

ic
at

io
n-

re
la

te
d

in
fo

rm
at

io
n:

m
ed

ic
at

io
ns

,d
os

ag
es

,m
od

es
,f

re
-

qu
en

ci
es

,
du

ra
tio

ns
,

re
as

on
fo

r
ad

m
in

is
tr

at
io

n.

27
58

9
m

en
tio

ns
:

–1
27

73
m

ed
ic

at
io

ns
–4

79
1

do
sa

ge
s

–3
55

2
m

od
es

-4
34

2
fr

eq
ue

nc
ie

s
–5

97
du

ra
tio

n
–1

53
4

re
as

on
s

Pa
rt

ne
rs

H
ea

lth
ca

re
an

no
ta

tio
n

by
ph

ys
i-

ci
an

an
d

re
vi

si
on

by
re

se
ar

ch
er

i2
b2

20
10

[1
43

]
(S

ha
re

d
ta

sk
)

39
4

tr
ai

n,
47

7
te

st
,

87
7

un
-a

nn
ot

at
ed

D
is

ch
ar

ge
su

m
m

ar
ie

s
–E

nt
ity

ty
pe

s:
M

ed
ic

al
pr

ob
-

le
m

,
T

re
at

m
en

t
an

d
Te

st
.

–A
ss

er
tio

ns
:

Pr
es

en
t,

A
bs

en
t,

Po
ss

ib
le

,
C

on
di

tio
na

l,
H

yp
ot

he
tic

al
an

d
N

ot
as

so
-

ci
at

ed
w

ith
th

e
pa

tie
nt

.
–R

el
at

io
ns

(1
1)

:
T

re
at

m
en

t
im

pr
ov

es
m

ed
ic

al
pr

ob
le

m
,T

re
at

-
m

en
t

ca
us

es
m

ed
ic

al
pr

ob
le

m
,

Te
st

re
ve

al
s

m
ed

ic
al

pr
ob

le
m

,e
tc

.

–3
05

18
te

st
s

–2
02

68
pr

ob
le

m
s

–2
20

60
tr

ea
tm

en
ts

–1
43

33
re

la
tio

ns

Pa
rt

ne
rs

H
ea

lth
-

ca
re

,
B

et
h

Is
ra

el
D

ea
co

ne
ss

M
ed

ic
al

C
en

te
r

an
d

U
ni

ve
r-

si
ty

of
Pi

tts
bu

rg
h

M
ed

ic
al

C
en

te
r.

pa
rt

ne
re

d
w

ith
V

A
Sa

lt
L

ak
e

C
ity

H
ea

lth
C

ar
e

Sy
st

em
.

i2
b2

20
14

[1
30

,
13

1]
(S

ha
re

d
ta

sk
)

29
6

pa
tie

nt
s:

79
0

tr
ai

n,
51

4
te

st
re

co
rd

s

lo
ng

itu
di

na
l

re
co

rd
s

fo
r

pa
tie

nt
s

Pr
ot

ec
te

d
he

al
th

in
fo

rm
at

io
ns

(1
8)

:
na

m
e,

ge
og

ra
ph

ic
,

da
te

,
ph

on
e,

e-
m

ai
l,

et
c.

28
87

2
m

en
tio

ns
Pa

rt
ne

rs
H

ea
lth

ca
re

6
an

no
ta

to
rs

:
do

ub
le

an
no

ta
tio

n
pe

r
pa

tie
nt

fo
llo

w
ed

by
ad

ju
di

ca
-

tio
n.

n2
c2

20
18

[5
2]

(S
ha

re
d

ta
sk

)
30

3
tr

ai
n,

20
2

te
st

D
is

ch
ar

ge
su

m
m

ar
ie

s
–E

nt
ity

ty
pe

s:
C

on
ce

pt
s

re
la

te
d

to
m

ed
ic

at
io

ns
,

th
ei

r
si

gn
at

ur
e

in
fo

r-
m

at
io

n,
an

d
A

dv
er

se
dr

ug
ev

en
ts

(a
lle

rg
ic

re
ac

tio
ns

,
dr

ug
in

te
ra

c-
tio

ns
,

ov
er

do
se

s,
an

d
m

ed
ic

at
io

n
er

ro
rs

).
–

R
el

a-
tio

n
ty

pe
s:

L
in

ki
ng

co
nc

ep
ts

to
th

ei
r

m
ed

ic
at

io
n.

–8
38

69
co

nc
ep

ts
.

–5
98

10
re

la
tio

ns
M

IM
IC

-I
II

cl
in

i-
ca

lc
ar

e
da

ta
ba

se
.

2
in

de
pe

nd
en

t
an

no
ta

-
to

rs
w

hi
le

a
th

ir
d

an
no

-
ta

to
r

re
so

lv
ed

co
nf

lic
ts

.

21236 Multimedia Tools and Applications (2024) 83:21229–21280



Ta
bl
e
2

(c
on

tin
ue

d)

D
at

as
et

Si
ze

D
at

a
ty

pe
In

fo
rm

at
io

n
St

at
is

tic
s

D
at

a
so

ur
ce

A
nn

ot
at

io
n

m
et

ho
d

n2
c2

20
19

[1
46

]
(S

ha
re

d
ta

sk
)

11
30

00
no

te
s:

16
42

tr
ai

n,
41

2
te

st
se

n-
te

nc
e

pa
ir

s

C
lin

ic
al

no
te

s
C

lin
ic

al
se

m
an

tic
te

xt
ua

l
si

m
ila

ri
ty

20
54

se
nt

en
ce

pa
ir

s
n2

c2
20

18
+

2
el

ec
tr

on
ic

he
al

th
re

co
rd

sy
st

em
s,

G
E

an
d

E
pi

c

2
cl

in
ic

al
ex

pe
rt

s
fo

r
in

de
pe

nd
en

t
an

no
ta

tio
n

Se
m

E
va

l
20

14
ta

sk
7

[1
13

]
(S

ha
re

d
ta

sk
)

19
9

tr
ai

n,
99

va
lid

,
13

3
te

st
C

lin
ic

al
re

po
rt

s:
D

is
ch

ar
ge

su
m

m
ar

ie
s,

ec
ho

-c
ar

di
og

ra
m

re
po

rt
s,

el
ec

tr
oc

ar
-

di
og

ra
ph

re
po

rt
s

an
d

ra
di

ol
og

y
re

po
rt

s.

E
nt

ity
ty

pe
:D

is
ea

se
/D

is
or

de
r

19
16

5
m

en
tio

ns
Sh

A
R

e
(c

lin
ic

al
no

te
s

fr
om

M
IM

IC
II

)

21
pa

rt
ic

ip
an

ts
.

Se
m

E
va

l
20

15
ta

sk
14

[3
6]

(S
ha

re
d

ta
sk

)

29
8

tr
ai

n,
13

3
va

lid
,1

00
te

st
D

is
ch

ar
ge

su
m

m
ar

ie
s

an
d

ra
di

ol
og

y
re

po
rt

s
D

is
or

de
r

at
tr

ib
ut

es
:m

en
tio

ns
,

no
rm

al
iz

at
io

n,
ne

ga
tio

n,
su

bj
ec

t,
un

ce
rt

ai
nt

y,
co

ur
se

,s
ev

er
ity

,
co

nd
iti

on
al

,g
en

er
ic

,b
od

y
lo

ca
tio

n19
11

1
m

en
tio

ns
Sh

A
R

e
do

ub
le

an
no

ta
tio

n
an

d
ad

ju
di

ca
tio

n
by

pr
of

es
si

on
al

tr
ai

ne
d

co
de

rs
.

Se
m

E
va

l
20

16
ta

sk
12

[1
2]

(S
ha

re
d

ta
sk

)

29
3

tr
ai

n,
14

7
va

lid
,1

51
te

st
C

lin
ic

al
no

te
s

an
d

pa
th

ol
og

y
re

po
rt

s
–T

im
e

ex
pr

es
si

on
id

en
tif

ic
at

io
n

–E
ve

nt
ex

pr
es

si
on

id
en

tif
ic

at
io

n
–T

em
po

ra
lr

el
at

io
n

id
en

tif
ic

at
io

n

–7
86

3
tim

e
ex

pr
es

si
on

s
–7

88
54

ev
en

t
ex

pr
es

si
on

s
–2

32
43

te
m

po
ra

lr
el

at
io

ns

M
ay

o
C

lin
ic

ca
n-

ce
r

pa
tie

nt
s

m
an

ua
lly

an
no

ta
te

d
an

d
re

vi
se

d
by

th
e

T
H

Y
M

E
pr

oj
ec

t

Se
m

E
va

l2
01

7
Ta

sk
12

[1
3]

(S
ha

re
d

ta
sk

62
1

tr
ai

n,
29

6
va

lid
,2

99
te

st
C

lin
ic

al
no

te
s

an
d

pa
th

ol
og

y
re

po
rt

s
–T

im
e

ex
pr

es
si

on
id

en
tif

ic
at

io
n

–E
ve

nt
ex

pr
es

si
on

id
en

tif
ic

at
io

n
–T

em
po

ra
lr

el
at

io
n

id
en

tif
ic

at
io

n

–1
86

23
tim

e
ex

pr
es

si
on

s
–1

30
29

3
ev

en
te

xp
re

ss
io

ns
–3

11
69

te
m

po
ra

lr
el

at
io

ns

M
ay

o
C

lin
ic

ca
nc

er
pa

tie
nt

s
m

an
ua

lly
an

no
ta

te
d

an
d

re
vi

se
d

by
th

e
T

H
Y

M
E

pr
oj

ec
t

Se
m

E
va

l2
01

8
Ta

sk
6

[7
7]

(S
ha

re
d

ta
sk

)
23

2
tr

ai
n,

35
va

lid
,

14
1

te
st

C
lin

ic
al

no
te

s
Pa

rs
in

g
tim

e
no

rm
al

iz
a-

tio
n

27
36

2
tim

e
en

tit
ie

s
T

H
Y

M
E

lin
gu

is
tic

st
ud

en
ts

Se
m

ev
al

20
21

ta
sk

10
A

[7
6]

(S
ha

re
d

ta
sk

)

10
25

9
tr

ai
n,

55
45

va
lid

,9
58

0
te

st
,

62
27

03
un

-a
nn

ot
at

ed
in

st
an

ce
s

C
lin

ic
al

no
te

s
N

eg
at

io
n

de
te

ct
io

n
22

40
9

as
se

rt
ed

,
29

75
ne

ga
te

d
SH

A
R

P
Se

ed
,i

2b
2

20
10

,M
IM

IC
II

m
an

ua
la

nn
ot

at
io

n

Se
m

ev
al

20
21

ta
sk

10
B

[7
6]

(S
ha

re
d

ta
sk

)

27
8

tr
ai

n,
99

va
lid

,
17

te
st

,4
7

un
-a

nn
ot

at
ed

C
lin

ic
al

no
te

s
T

im
e

ex
pr

es
si

on
re

co
gn

i-
tio

n
22

15
1

tim
e

en
tit

ie
s

T
H

Y
M

E
,T

im
eB

an
k

tw
o

in
de

pe
nd

en
t

an
no

-
ta

to
rs

an
d

an
ad

ju
di

ca
-

to
r

21237Multimedia Tools and Applications (2024) 83:21229–21280



Ta
bl
e
2

(c
on

tin
ue

d)

D
at

as
et

Si
ze

D
at

a
ty

pe
In

fo
rm

at
io

n
St

at
is

tic
s

D
at

a
so

ur
ce

A
nn

ot
at

io
n

m
et

ho
d

N
C

B
I-

di
se

as
e

20
14

[3
3]

59
3

tr
ai

n,
10

0
va

lid
,1

00
te

st
Pu

bM
ed

ab
st

ra
ct

s
E

nt
ity

ty
pe

:D
is

ea
se

68
92

m
en

tio
ns

M
eS

H
,O

M
IM

14
an

no
ta

to
rs

,
2

pe
r

do
cu

m
en

t:
an

no
ta

-
tio

n
in

3
ph

as
es

w
ith

ch
ec

ki
ng

fo
r

co
rp

us
-

w
id

e
co

ns
is

te
nc

y
of

an
no

ta
tio

ns
.

B
C

5C
D

R
20

15
[8

5]
(S

ha
re

d
ta

sk
)

50
0

tr
ai

n,
50

0
va

lid
,5

00
te

st
Pu

bM
ed

ab
st

ra
ct

s
–E

nt
ity

ty
pe

s:
D

is
-

ea
se

an
d

C
he

m
ic

al
.

–R
el

at
io

n
ty

pe
s:

ch
em

ic
al

-i
nd

uc
ed

di
se

as
e.

–4
40

9
di

se
as

e
–5

81
8

ch
em

ic
al

–3
11

6
ch

em
ic

al
–i

nd
uc

ed
di

se
as

e
re

la
tio

ns

M
os

t
w

er
e

se
le

ct
ed

fr
om

an
ex

is
t-

in
g

C
T

D
-P

fi
ze

r
co

lla
bo

ra
tio

n-
re

la
te

d
da

ta
se

t.

M
eS

H
an

no
ta

to
rs

w
er

e
re

cr
ui

te
d

fo
r

m
an

ua
la

nn
ot

at
io

n.

C
R

A
FT

20
17

[2
3]

97
Pu

bM
ed

fu
ll-

te
xt

ar
tic

le
s

–E
nt

ity
ty

pe
s:

G
en

e,
C

he
m

ic
al

,
Pr

ot
ei

n,
O

rg
an

is
m

,C
el

la
nd

Ta
xo

no
m

y.
–S

tr
uc

tu
ra

la
nn

ot
at

io
n

:
sy

nt
ax

an
d

do
cu

m
en

t
st

ru
ct

ur
e.

–C
o-

re
fe

re
nc

e
an

no
ta

tio
n.

≈
14

00
00

co
nc

ep
t

m
en

tio
ns

PM
C

O
pe

n
A

cc
es

s
su

bs
et

M
an

ua
l

an
no

ta
tio

n
us

in
g

an
an

no
ta

tio
n

m
od

el
an

d
gu

id
el

in
es

by
th

e
he

lp
of

a
re

al
is

to
nt

ol
og

ie
s.

N
L

M
C

he
m

20
21

[5
6]

(S
ha

re
d

ta
sk

)
80

tr
ai

n,
20

va
lid

,
50

te
st

Pu
bM

ed
fu

ll-
te

xt
jo

ur
na

la
rt

ic
le

s
–E

nt
ity

ty
pe

:
C

he
m

ic
al

.
–S

eg
m

en
ts

:
se

ct
io

ns
,

pa
ra

-
gr

ap
hs

,f
ig

ur
e

ca
pt

io
n,

tit
le

s,
et

c.

38
34

2
m

en
tio

ns
PM

C
O

pe
n

A
cc

es
s

da
ta

se
t

D
ou

bl
y

an
no

ta
te

d
by

te
n

ex
pe

rt
N

L
M

in
de

xe
rs

.

21238 Multimedia Tools and Applications (2024) 83:21229–21280



the abstract of PubMed articles. Indeed, there are some datasets [24, 56] obtained from
full-text articles which can provide richer information rather than just an abstract.

Also, many methods use supplemental resources such as dictionaries and ontologies.
The most popular resources that used in IE are UMLS [15] meta-thesaurus and Sys-
tematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT) [32] ontology. The
UMLS meta-thesaurus in its 2021 update can cover 16543671 terms in different languages
(11755677 in English) which are associated with 4536653 medical concepts. This large
biomedical thesaurus is collected from different sources such as SNOMED-CT, MED-
LINE, MeSH, NCBI, etc. Also, it provides 127 semantic types of the concepts such as
Disease/Syndrome, Clinical drug, Therapeutic or preventive procedure, laboratory or test
result, etc. Furthermore, it provides 54 semantic relations between these semantic types,
such as Process of, Result of, Property of, Part of, Associated with, Complicates, Affects,
Causes, etc. The SNOMED-CT ontology covers more than 1314668 clinical terms with their
description and they are associated with different concepts. There are 19 top-level concepts
which are body structure, finding, event, environment/location, linkage concept, observable
entity, organism, product, physical force, physical object, procedure, qualifier value, record
artifact, situation, social context, special concept, specimen, staging scale and substance. In
addition, it provides more than 3092749 relation mentions of 122 types of relations such as
“is a”, “finding site”, “associated morphology”, “method”, “causative agent”, etc.

5 Evaluationmetrics

The frequently used metrics for the information extraction tasks are accuracy, precision,
recall, and f1-score. The accuracy reflects the guilt of a model to return the correct tag.
However, the accuracy is not enough for multi-class problems where the precision and the
recall should be taken into account to reflect the exactness and coverage, respectively. Addi-
tionally, the f1-score is the harmonic mean of precision and recall and balances both their
concerns of them in one value. After calculating the scores from all the samples in the test-
ing set, their average can be calculated to get the overall score for each metric which is
between 0 and 1, where a higher value means higher performance. For the task of NER,
each token is annotated according to the Inside-Outside-Beginning (IOB) [116] style that
can be adapted to precise the beginning and the ending of each entity. For example, the tag
“B-DIS” indicates that the token defines the beginning of a named entity of type DIS (Dis-
ease) while the tag “O” indicates that the token is outside all named entities. To perform this
type of evaluation, we have applied the different metrics using the following formulas:

Accuracy = T P + T N

T P + T N + FP + FN
(1)

Precision = T P

T P + FP
(2)

Recall = T P

T P + FN
(3)

F1measure = 2 ∗ Precision ∗ Recall

P recision + Recall
(4)

with TP (True Positive) is the number of well-annotated tokens by a specific tag, FN (False
Negative) is the number of badly annotated tokens by a specific tag, TN (True Negative)
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Table 3 The components of the confusion matrix

True condition

Total population Condition positive Condition negative

Predicted Condition Predicted condition positive True positive False positive, error I

Predicted condition negative False negative, error II True negative

is the number of well-tagged tokens of other tags, and FP (False Positive) is the number
of badly tagged tokens of other tags. Table 3 clarifies their meaning by representing the
components of the confusion matrix.

For the entity-level evaluation, there are different methods to apply these metrics by tak-
ing only the named entities, instead of all the tokens, and analyzing them as samples. Thus,
there are the exact matching and the partially methods [8]. The exact method is based on
strict or exact matching while the partial method is based on type or partial matching. For
strict matching, the exact named entity boundary and the type should be matched. For exact
matching, the exact boundary must be matched even if it’s not the same type. For partial
matching, partial boundary detection is allowed, regardless of the type. For type matching,
the type must be correctly matched even with a partially detected boundary. Indeed, the cal-
culation of the precision and recall is slightly different with these matching ways. Before
calculating the measurements, we need to calculate the number of correct, incorrect, par-
tial, missing, and spurious samples which varies from one matching way to another. The
formulas used to calculate the precision and the recall of all entity-level measures are the
following:

Precision = COR + (0.5 ∗ PAR)

COR + INC + PAR + SPU
(5)

Recall = COR + (0.5 ∗ PAR)

COR + INC + PAR + MIS
(6)

With COR, INC, PAR, MIS and SPU are the number of correct, incorrect, partial, missing
and spurius samples, respectively. Note that PAR is available only for the partial method
(i.e. partial or type matching), otherwise it is counted as 0. Also, PAR is only used for the
partial matching while INC is counted as 0 for this matching.

6 Information extraction

Information extraction is a step in text mining that is similar to pre-processing in the clas-
sical data processing procedure. This step is mainly based on automatic Natural Language
Processing (NLP) and machine learning [150]. The main technologies of EMR Informa-
tion Extraction (IE) are Named Entity Recognition (NER) and Relation Extraction (RE).
Indeed, there are three main steps for the clinical IE that start with the extraction of medi-
cal problems, tests, and treatments from discharge summaries and progress notes. Then, the
classification of relationships between medical concepts [27]. In addition, the main tasks
in the recognition of named entities are the identification of clinical events and temporal
expressions. In addition, the main task in the biomedical literature is the recognition of bio-
entity names [158]. In fact, the Section Detection (SD) has proven to be an important task
for the medical information extraction and it is able to enhance the different other tasks in
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this field [110]. In this section, we discuss some state-of-the-art methods of each task such
as NER, RE, and SD. For that, we have categorized these methods according to their used
techniques and we have discussed them all with a numerical comparison for each task in
order to make a comprehensive review.

6.1 Named entity recognition

NER was introduced in 1995, its general role is to identify types of names and symbols
[44], but its role in the medical domain is to identify medical entities that are important for
treatment, such as disease names, symptoms, and drug names. It is a task of IE and it con-
sists of recognizing references to different types of entities such as medical problems, tests,
allergies, risks, adverse events, drugs, and treatments. Indeed, the complexity of natural lan-
guage increases with misspellings [73, 115], different language structures [136], detection
of acronyms or abbreviations, expansion and disambiguation [69], anaphoric relations [20],
etc. There are two main steps for this task which are the identification of the entity bound-
ary followed by the determination of the entity class. The metrics used for evaluating NER
methods are precision, recall, and f1-score, which can be computed based on token level
or entity level. For entity level, there are two methods, partial matching and exact match-
ing [8]. These methods are affected by the physician’s writing style, different writing forms
of medical terms, ambiguity in term abbreviations, and compound or modified medical
terms, especially in Chinese. NER methods are classified into two main classes: classi-
cal approaches and deep learning based approaches. Hereafter, we review state-of-the-art
approaches within each category.

6.1.1 Classical approaches

Classical methods use hand-coded rules to exploit supplemental resources where they use
fuzzy matching to find entities. These methods can identify entities by satisfying the rule’s
conditions which are based on text features and maybe a knowledge base. In addition, many
methods use classical machine learning models such as Conditional Random Field (CRF)
or Support Vector Machine (SVM) to perform a sequence-labeling or a classification task
by training them on an annotated training set. These models are usually based on traditional
features where the Part of Speech (PoS) is the most used one.

Lei et al. [80] have tested multiple features such as bag-of-characters, word segmentation,
PoS, and section information by training multiple machine learning models on manually
annotated Chinese clinical documents to predict named entities such as clinical problems,
procedures, laboratory tests, and medications. They conclude that Structural SVM (SSVM)
and CRF sequence-labeling models outperform others, where SSVM is the highest. In
addition, most features are gainful for the Chinese NER systems even with limited improve-
ments. Moreover, the fusion of word segmentation and section information leads to the
highest performance, and they complement each other. Also, they found that domain knowl-
edge is important for Chinese word segmentation. However, the NER on English clinical
text is more difficult than the Chinese because it contains many more entity mentions and
the boundaries of its entities are harder to detect. Furthermore, most errors occur in long
entities where they are not often completely detected. In addition, the training set can’t cover
all concepts, and some errors are caused by unseen samples.

Quimbaya et al. [115] have proposed a combined approach by preprocessing the text
of electronic health records to apply exact and fuzzy NER techniques with the help of a
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knowledge base. In addition, a lemmatized recognition is applied after lemmatizing the tar-
get text and the knowledge base. Then, the overlapping entities recognized by these three
techniques are combined to decide the final result. As an advantage, the use of the Fuzzy
Gazetteer match approach can find more instances of the dictionary concepts and even
mistyped instances. Furthermore, the combination of these techniques improves the recall
results. However, this method does not take into consideration the context and surrounding
words that appear near a candidate named entity.

Ghiasvand and Kate [42] use the Decision Forest classifier to find named entities and
their boundaries, while seed terms from UMLS are used for an unsupervised annotation.
They have used 3 words before and after the target named entity which is presented by
PoS, lemmatize and stemming forms, and UMLS semantic types as features. Initially, train-
ing samples are collected using exact matched unambiguous terms from UMLS. Then, new
samples are gathered by applying back the trained method to the corpus for self-training. To
select samples for the model, they extract noun phrases that have at least one medical word
which is included in any UMLS term. Then, another step is added to learn if a word can
expand the boundary of its named entity using the same classifier and features as UMLS.
As an advantage, this method does not require any manual annotations. In addition, this
method can determine the correct boundaries for the detected named entities. Moreover, it
performs better than other unsupervised methods and is competitive with supervised meth-
ods. However, using data from different sources may reduce the performance. Furthermore,
the automatically obtained noun phrases are not always perfect and can lead to errors.

The work of Song et al. [128] consists in evaluating learning models for NER in the
biomedical domain. For this, the authors use a model based on CRF, and another one
based on RNN. Also, different word representations are tested with these models, such
as Word2vec, Global Vector (Glove), and Canonical Correlation Analysis (CCA). In addi-
tion, these models have been compared with other state-of-the-art methods. In this work, a
dataset is annotated by biomedical categories such as protein, DNA, RNA, cell type, and
cell line. Thus, the models trained on the annotations to predict the correct categories for
the named entities. Indeed, the results show that the CRF model with Word2vec features
outperforms all other models. As an advantage, word features are automatically built thanks
to unsupervised learning by Word2vec which exploits the juxtaposition of words to extract
their context. Thus, feature construction does not require manual annotation, dictionaries,
domain knowledge, or other external resources. In addition, CRF can consider the context
and neighbors of the entered word. However, CRF still needs manual annotation for training.
Moreover, the models proposed in this work are not optimized enough.

Xu et al. [155] have proposed an unsupervised rule-based method to detect boundaries
and classify medical entities mentioned in a medical Chinese text, and link mentions to their
entities. It is based on Word2Vec, string similarity, lexical resources, PoS, and dependency
parsing. Initially, the method exploits the PoS and dependency relations and maps the text
to concepts in offline and online lexical resources to detect mentions of medical entities.
Then, it classifies these mentions and gives a Word2vec representation for each category.
Next, the approach selects candidate entities from a knowledge base that are most similar to
medical entity mentions based on the characters. In addition, candidates that are not similar
to the category representation will be removed. Finally, the method calculates the similarity
between the mention and its candidates according to the common characters, the popularity
of the entity, and the similarity between the words in the context that have a dependency
relationship with the mention and the words in the description of each candidate. In addition,
semantic correlation knowledge is added by computing the character similarity between the
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linking entity descriptions of the context’s mentions and the description of each candidate.
Thus, the target entity is the candidate with the best similarity. As an advantage, the method
is unsupervised and generalizable. Also, it can recognize nested entities and better cover
the medical entities. In addition, it outperforms the state-of-the-art methods in terms of
performance. Furthermore, the efficiency of online detection to solve the limitation problem
of the dictionaries is well proven. However, the linking approach lacks semantic analysis.
In addition, the detection may obtain inexact entities in the boundary detection step, and the
filtering of non-medical terms may lose medical entities.

Alex et al. [2] have used hand-crafted rules and lexicons made by experts for NER from
tokenized and POS-tagged medical text. These rules are based on segmentation with syntac-
tic analysis, PoS, lemmatizing and lexical lookup. This method can recognize named entities
reliably and accurately using brain imaging reports from Edinburgh Stroke Study (ESS)
data and perform very well on new data. ESS was the first set to be annotated by experts
in this domain. Furthermore, this method creates a useful data structure to deal with nested
entities. Also, it can outperform machine learning approaches. However, hand-crafted rules
are costly and time-consuming, especially when adapted to new and different data.

The method of Chirila et al. [21] consists in extracting the most important information,
which are named entities, from the sections of a semi-structured drug package insert. For
this purpose, the authors trained the CRF-based Stanford NER Tagger model on leaflets to
predict word entities using distributional similarity-based features in addition to other word
features. According to the results, the accuracy with drugs of the same type is the highest.
But, the method is tested only for the “Therapeutic indications” section and for the Roman
language.

Discussion These rule-based techniques are more precise to find entities especially when
they are properly hand-crafted and matched correctly to the data. This approach usually
aimed to parse sentences and use the PoS feature which is beneficial for NER [162]. Also,
these methods focus on entity name variation problem solving by performing a preprocess-
ing step and a fuzzy matching. Additionally, they can apply a post-processing step to filter
candidate entities to reduce ambiguity. The machine learning methods, especially based on
the CRF model, can better detect the entity boundary based on sequential labeling or bound-
ary expanding techniques. Usually, the used models don’t need a manual effort to generate
features. However, this approach is valid only for specific datasets [117] and require man-
ual construction of rules, training set, or dictionaries with the assistance of a medical expert
where there is a lack of data. Also, it is difficult to cover several variants of medical ter-
minology with a single dictionary. Indeed, the used machine learning models need more
improvement and other features need to be exploited.

6.1.2 Deep learning-based approaches

Recently, these are the most used methods for the NER task. They use deep learning models
to annotate words in sentences in order to define which words belong to a specific type
of entity after training on a big training set. Usually, they segment text into sentences and
generate various features for their words to perform a sequential annotation based on a deep
learning model such as LSTM which can be combined with other models. Also, they use a
special annotation style to determine the beginning and the end of the entity along with its
type during the recognition.

Li et al. [84] have improved a deep learning model based on the Deep Belief Network
(DBN) to predict if a word belongs to a named entity using its PoS with its Word2vec
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feature vector. Indeed, using the PoS of the word leads to the best performance. Thus,
this method is beneficial for NER. Moreover, Word2vec vectors capture useful semantic
information. Moreover, with the improvement, DBN outperforms state-of-the-art methods.
But, this requires manual annotation of the training data. Also, the content of the corpus
knowledge is not rich enough.

The work of Nayel and ShashrekhaH [106] consists in exploiting dictionary information
with the representation vector of the word and its characters to predict the named entity by
a Bidirectional Long Short-Term Memory (BiLSTM) model. For this purpose, the authors
used a Skip-gram model to build the word representation. Also, they gave an initial rep-
resentation vector for each character to train a BiLSTM to generate orthographic features
from the characters of a word. Noting that all numbers are replaced by “NUM” and char-
acters are changed to lower case. In addition, the method adds dictionary information by
using a merged disease vocabulary (MEDIC) as a dictionary. Thus, it represents dictionary
information for each word in a binary vector to indicate whether a word is an abbreviation
or synonym of a disease or is part of a multi-word disease name. Then, all these 3 types
of features were passed to a BiLSTM model to do the learning. Thus, the contextual repre-
sentation generated by this model is passed to a Conditional Random Field (CRF) layer to
classify and select the most appropriate feature to annotate the input word from a sequence
of words. As an advantage, Skip-gram learning improves the semantic and syntactic rep-
resentation of words, especially with a huge biomedical and generic text corpus. Also, the
character representation significantly increases the performance. Moreover, the addition of
dictionary information improves the result according to f1-score.

Sun and Bhatia [133] is based on sequence tagging by fine-tuning RoBERTa model [87]
on Medical Information Mart for Intensive Care III (MIMIC-III) dataset [61] as a NER
tagger, and train a gazetteer tagger (w/NER tagger) on clinical datasets. They have pre-
pared a knowledge base for the gazetteer containing medical conditions and drugs from the
Unified Medical Language System (UMLS) [15] meta-thesaurus. Thus, the NER tagger is
trained using word and character BERT embedding, while the gazetteer tagger is trained
separately using gazetteer embedding. The output of these models before their Softmax lay-
ers are merged to return the entity type of the word such as medication, treatment, etc. As
an advantage, the fusion of the separate taggers leads to better interpretability and flexibil-
ity. Also, it’s worth noting that even without the gazetteer tagger during inference, the NER
tagger can preserve the gains. Furthermore, the fusion model is data-efficient, interpretable,
and able to improve NER systems and easily adapt to new entity mentions in gazetteers.
In addition, this model can benefit from different clinical NER datasets. Also, the use of
name knowledge from the gazetteer leads to an improvement. Furthermore, this method is
effective in handling non-stationary gazetteers and limited data. However, this method can
be improved by extending to structured knowledge to further improve NER systems and for
more interpretability.

Zhao et al. [165] propose a weakly supervised method where they manually prepare
some seeding rules and automatically extract all possible rules from the unlabeled text for
each of the six rule types, and connect them in a graph using cosine similarity. Note that
the rule is represented by the average contextual embedding of its matched candidate enti-
ties. Then, propagate the labeling confidence from seeding rules in the graph to obtain new
rules. These new rules are applied to the text to obtain a label matrix in order to estimate
noisy labels using Linked Hidden Markov Model (LinkedHMM) generative model. Finally,
Bidirectional Long Short-Term Memory-Conditional Random Field (BiLSTM-CRF) dis-
criminative model is trained with noisy labels using Bidirectional Encoder Representations
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from Transformers (BERT) [31] as token embedding to label tokens by their entity types.
As an advantage, high-quality new labeling rules can be automatically learned from only a
few manually constructed rules and an unlabeled text. In addition, with a limited number of
manual rules, substantially better performance can be achieved. Furthermore, they defined
six useful types of rules for entity recognition. Moreover, the performance is improved using
a graph neural network with a new class distance-based loss function to maximize the dis-
tance between positive and negative rules. However, some rules are overlapping and are not
helpful to improve the recognition. Also, some rules learned from training data can’t be
applied to the testing set due to the mismatch between these datasets.

Deng et al. [30] combine BiLSTM with CRF to be trained on crawled and manually anno-
tated Chinese TCM patents’ abstract texts using character embedding, in order to recognize
entity types such as herb names, disease names, symptoms, and therapeutic effects. Firstly,
each character embedding vector is an input of a BiLSTM time step. A pre-trained embed-
ding matrix is used to represent each character’s one-hot vector and is fine-tuned during the
back-propagation, in order to extract sentence features. Finally, the CRF layer learns the
potential relationship between sequences and returns the optimal labeling sequence. As an
advantage, this method can learn semantic information in the context without feature engi-
neering. Mainly, the use of characters instead of words leads to better performance, while
the characters contain a lot of linguistic information and are able to mostly avoid errors
caused by poor segmentation. Furthermore, BiLSTM can easily learn about contextual rela-
tionships in the text to provide more comprehensive contextual information. Likewise, the
CRF layer complements the BiLSTM by optimizing the recognition comprehensively from
the sentence level. However, the used data scale affects the learning model and cannot well
support its requirements. Also, this method is restricted by the entity labeling granularity
where some entities are nested within other entities.

Zhou et al. [168] have pre-trained two deep contextualized language models on the clin-
ical corpus from the PubMed Central (PMC): Clinical Embeddings from Language Model
(C-ELMo) for word-level features and C-FLAIR clinical contextual string embeddings for
character-level features. Then, each of the two embeddings is concatenated with Glove
embedding and passed to the BiLSTM-CRF model to extract entity types. As an advan-
tage, the models gain dramatic improvements compared to domain-generic language models
and static word embeddings. In addition, these models can support different applications.
Results show that C-Flair can handle entities that do not appear in word-level vocabulary.
As well, C-ELMo can better capture the relationship between the word-level contextual
features. Also, word-level models may be more robust than purely character-level models.
However, it is hard for the two models to correctly recognize complex phrase-level entities.

Li et al. [82] have proposed a span-based method that exploits BERT, BiLSTM, and
attention-guided GCN (AGGCN) to recognize entity fragments from text spans and pre-
dict the relations between them which can be “Succession”, “Overlapping” or “Other”. For
a given sentence, the words are represented by BERT embedding followed by a BiLSTM
layer. Hence, this representation is enhanced by an AGGCN after transforming the sentence
into a graph using dependency parsing which provides syntax information. Then, text spans
are generated [91] and represented by the original and the enhanced representations. Two
Multi-Layer Perceptrons (MLP) are used to recognize entity fragments from these spans
and to predict the relations between them. As an advantage, this graph-based method is able
to enumerate and represent well the text spans to recognize the discontinuous and over-
lapping entities which can’t be done by sequential methods. Also, it is more suitable for
modern end-to-end learning since it doesn’t need feature engineering or manually-designed
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transitions for parsing [25]. The authors show that BERT is the most effective word embed-
ding which effectively captures the contextual information. In addition, BiLSTM is able
to enhance any word embedding and especially the non-contextualized ones by helping
them capture the context. Moreover, word embedding such as Word2vec or BERT is more
effective than ELMo character-level embedding by capturing the whole meanings of words.
Indeed, AAGCN gives higher precision results compared to the BiLSTM sequence labeling
method. However, the BiLSTM sequence tagger is more accurate and gives higher precision
in entity boundary detection where it uses label dependence.

The method of Sui et al. [132] is based on the GCN model to consider the problem as
a node classification after transforming the sentence into a graph. Thus, the interactions
among the words, entity triggers, and the whole sentence semantics are used to recognize
the entity. For that, a dictionary of entity triggers is prepared manually. As an advantage,
by using the entity triggers, the model is able to recognize the entity by its context to treat
the ambiguity and variation problems. Also, this method is cost-effective and efficient and
is able to cast the problem into a graph node classification by using a trigger-based graph
neural network rather than a sequence tagging to well recognize nested and discontinuous
entities. However, this method requires a manual effort by experts to annotate a lot of words
in order to prepare the entity triggers.

Discussion Various features can be well used by these methods and can be deeply exploited
in a sequential way which is very appropriate for the NER task. The most used models espe-
cially in the recent methods are BiLSTM and CRF which are usually combined. BiLSTM
is able to extract high-quality features considering the contextual dependency in double
directions where CRF performs an optimized sequence tagging by these features. The IOB
annotation style is the most appropriate to identify the boundary of the entities. The con-
textual word embedding is highly used and it performs better when it is trained on medical
text. Few recent methods [82, 132] have been based on graph tagging which is better to han-
dle nested and discontinuous entities. However, a big high-quality training set is required to
cover all cases in new data which is the problem of most methods. Indeed, by the IOB anno-
tation style and in a sequential manner, the models are unable to handle the nested entities.
In fact, the use of GCN to treat sentences transformed into graphs [132] is not well explored
while it should be more suitable for this task.

6.1.3 Numerical Comparison

Tables 4 and 5 show the available results of classical and deep learning-based named entity
recognition methods, respectively. The A, P, R, and F symbols refer to Precision, Recall, and
F1-score, respectively. Many types of features have been exploited which can be categorized
into 4 types [137]: word-level information (e.g. word embedding and orthographic informa-
tion), syntactical information (e.g. PoS), lexical and semantic information (e.g. UMLS) and
discourse information (e.g. section). For classical approaches, the word-level information is
not well exploited where only TF-IDF and Bag of Word (BoW) were used by some work. In
contrast, the most used feature for deep learning based approaches is the word embedding
and especially the domain specific and contextualized ones such as BERT. The semantic
information is the most used feature for classical methods which is usually generated by
UMLS. However, the supplemental resources can’t be useful for all types of data. For exam-
ple, the F1-score result of the method of Ghiasvand and Kate [42] is decreased by ≈ 18%
when it is applied on another dataset. In addition, the PoS information is widely used and
it is relevant to this task since the named entities are mostly overlapping with noun phrases
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[162]. Indeed, some classical approaches [42, 162] are based on unsupervised techniques to
prepare the training set, but they give lower results which explains the difficulty of automat-
ically constructing a high-quality training data. The method of Popovski et al. [112] based
on rules gives the highest results, but it should be not suitable for other data types. Most
of deep learning methods are based on LSTM, CRF and BERT. However, there is a recent
method based on GCN [132] which gives higher results compared to BiLSTM-CRF on the
same dataset. Thus, the GCN models could be more suitable for this task since it can handle
all forms of entities such as discontinuous and nested entities.

6.2 Relation extraction

In RE technology, the relationship represents the semantic relation between two named enti-
ties appearing in the same sentences. Indeed, understanding the semantic relations between
entities is required for many applications in IE such as semantic knowledge base construc-
tion to infer the relationships between entities, and the development of question answering
systems for text summarization or concepts taxonomy construction. Semantic relations can
be classified into two families according to their types, paradigmatic relations and syntag-
matic relations [11]. Mainly, paradigmatic relations are operating on concepts of the same
class. Usually, concepts are organized as a tree, where these relations are represented hierar-
chically by vertical links. These relations include the relation of synonymy, antonymy, and
hypernymy while the syntagmatic relations link two or more medical entities. They repre-
sent semantic links in an expression and link multiple linguistic units. They can be found by
analyzing the syntactic forms in text and by a predicate. According to Uzuner et al. [143],
we can also categorize these relations depending on the type of relationships, such as disease
relationships, disease-medical examination relationships, and disease-treatment relation-
ships. Generally, the cause-effect or causal RE has received ongoing attention in many
medical fields [157] which can assist doctors, by supporting the construction of a knowledge
graph, to quickly find causality and customize treatment plans. There are many exam-
ples of causal relations such as diseases-cause-symptoms, diseases-bring-complications,
and treatments-improve-conditions. The most commonly used techniques in this task are
rule-based methods and machine learning-based methods [159]. In our work, we have cat-
egorized relation extraction methods into classical approaches and deep learning based
methods.

6.2.1 Classical approaches

Recently, most of the recent classical methods are based on machine learning models such
as SVM usually by using different types of word embedding and high-level features gen-
erated by supplemental NLP tools [54, 98, 114]. These methods aim to train models to
classify the relationship between two entities that appear in the same sentence or consecu-
tive sentences. Commonly rule-based strategies include dependency parsing [40], concept
co-occurrence detection [60] and pattern matching [81]. Usually, rules are defined man-
ually by domain experts [74] or even automatically generated by using machine learning
techniques [129] on annotated data and they rely on a set of patterns, procedures, or heuris-
tic algorithms to directly identify candidate relations. Additionally, this technique can use
supplemental knowledge resources and apply some matching and mapping techniques. The
co-occurrence-based methods are the most straightforward techniques. The key idea is when
there are 2 entities mentioned together with higher frequency, there is a stronger chance to
be related together.
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Eriksson et al. [37] have proposed a rule-based method to extract Adverse Drug Event
(ADE) relations. They have built a dictionary of ADE based on the “Undesirable effects”
sections in drug Summary of Product Characteristics (SPC) documents. They have used
NER tagger for matching and post-coordination rules for ADE compound terms construc-
tion. Then, they have applied some post-processing rules and filters. As advantage, the
synonym and anatomical location collapse enhance the method. The sections are exploited
to reduce the manual effort of dictionary constructing. However, the absence of the lex-
eme from the dictionary causes missed annotations. Also, this method requires temporal
knowledge of administered drugs for some relation types.

The method of Zhou and Fu [167] is based on rules to extract gene-disease association
relationships. They have calculated co-occurence frequency weights for entities using tex-
tual resources and key words dictionary. Thus, each entity is represented by a vector based
on weighted IDF. Then, the cosine similarity is calculated between each pair of entities to
get the strength of the relation. As advantage, this method is easy to be conducted exploits
the combination of text mining and graphic model. However, it targets only the gene-disease
association.

Ben Abdessalem Karaa et al. [10] extract relations between drug and disease entities
such as “cure”, “no cure”, “prevent”, “side effect”, and “other relations”. This method uses a
combination of features for each sentence with the help of UMLS meta-thesaurus to provide
semantic annotations by configuring the MetaMap system to extract concepts and seman-
tic types. By combining the NLP technique and UMLS knowledge, many features can be
extracted such as frequency, lexical, morphological, syntactic, and semantic features. Thus,
these features are passed to an SVM model to predict the relation associated with the sen-
tence using MEDLINE 2001 [120] as a standard training set. As an advantage, this method
can extract correct and adequate features while they are relevant to discover interesting
relationships between concepts. Furthermore, it outperforms other methods for all types of
relations especially in terms of f1-score and the “cure” relation. Note that this performs bet-
ter in a multidimensional context and is suitable for semantic relations in natural language
texts. However, the lack of training data for the “no cure” relation leads to low performance
for all comparison methods. In addition, this method requires an annotated training set.

The work of Tran et al. [141] is aimed at acquiring knowledge from COVID-19 scien-
tific papers. For that, an enormous number of relations between entities are extracted by
combining several methods. ReVerb [38] is based on verb-based relation phrases. OLLIE
[99] extracts relations mediated by the verbs, nouns, adjectives, and more. ClausIE [28] is a
clause-based approach. Relink [127] extracts relations from connected phrases. OpenIE [3]
finds the maximally simple relations after breaking a long sentence into short and coherent
clauses. Thus, the extracted relations are tagged by biomedical entities recognized by SciS-
pacy models [107] trained on a different corpus. Finally, the extracted relations are clustered
and scored for their informativeness over the corpus to construct the retrieval system. As an
advantage, higher extraction coverage could be obtained by combining several methods. In
addition, various specialized entity information can be obtained by covering different sets
of biomedical entities. Also, acquiring knowledge can be rapid and efficient across a large
number of scientific papers. However, some wrong results are caused by the complexity of
the biomedical text where there are long sentences, and conjunctions and nested clauses are
commonly used.

The method of Mahendran and McInnes [96] is based on rules and exploits the co-
location information to extract ADE relations. It uses a breadth-first search algorithm to
find the closest occurrence of a drug entity to the referring non-drug entity. As advantage,
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co-location information is sufficient to identify most drug relationships. In fact, left traver-
sal mechanism to find drug entities gives better results for some entity types. However, it is
not suitable for other types where the drug entity is not on the left side.

Discussion Indeed, sentence structure analysis can be used to explore patterns where it
improves the performance and the extraction of implicit causal relations. Also, useful fea-
tures can be extracted for the RE task which can be well incorporated with machine learning
models. However, there is a big lack of training sets for this task and most machine learning-
based methods can’t provide sufficient data for the relationship types and this greatly affects
the classical machine learning models. Furthermore, preparing the rules and the supplemen-
tal resources is labor-intensive and needs a domain expert for manual effort. Moreover, this
approach severely restricts the generalizability and portability of RE for other types of data.
Also, some difficult cases can be found in sentences and phrases which prevent rules to be
correctly applied.

6.2.2 Deep learning-based approaches

The principle of these methods is to use advanced models based on deep learning such
as Long Short-Term Memory (LSTM) and Graph Convolutional Network (GCN). By this
approach, useful information from syntactic structures could be extracted rather than apply-
ing manually constructed patterns for that [45]. Thus, different types of features can be
generated with the help of language models, dictionaries, or rules by which a model deeply
learns how to identify the relations in sentences after training on a huge amount of train-
ing examples. Usually, these methods perform a sequential analysis of words based on the
LSTM model combined with other models.

Tran and Kavuluru [140] propose a novel distant supervision approach to extract medi-
cal treatment predication relations in PubMed abstracts by training a BiLSTM model after
leveraging MeSH sub-headings and preparing training sentences with entities using NLM’s
MetaMap [6] and UMLS Semantic Network. Indeed, this method uses a variant of BiL-
STM with a modified noise-resistant loss function, where the input is word embeddings
and learnable position vectors. As an advantage, the position vectors can enhance the RE
performance. Furthermore, the automatically generated training data is of reasonable qual-
ity without the costs of human involvement. In addition, MeSH sub-headings are precisely
utilized which leads to better filtering of treatment and drug entities. However, this method
focuses only on treatment predictions. Furthermore, this method may have difficulties deal-
ing with trivially negative cases as it is not trained on them. Also, linguistic phrasing is
understandably difficult when there is a weak connecting word. Moreover, false negatives
may occur when a unique concept entity is mentioned several times in the same sentence.

The work of Yang et al. [159] consists of developing a series of RE models based on 3
transformer architectures, namely BERT [31], RoBERTa [87], and XLNet [156] to identify
relation like “drug-Adverse events” and “Drug-Reason”. This method uses already anno-
tated entities to select candidate entity pairs for classification. Some rules are used as a
strategy to generate these candidates, where the 2 entities must be a valid combination
according to the annotation guidelines. Thus, the strategy selects only 2 entities in the same
sentence or 2 consecutive sentences as a candidate entity pair. Another strategy is to use
the same rules but by using cross-sentence distance to select the number of consecutive
sentences. Hence, it applies a separate model for each group of candidates which have dif-
ferent distance values. The results show that clinical pre-trained transformers consistently
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achieved better performance. In addition, XLNet and RoBERTa achieved the best perfor-
mance for 2 different datasets. Furthermore, the binary classification strategy consistently
outperformed the multi-class classification strategy. Moreover, adding positional informa-
tion to entities as features is critical to learning useful representations. However, there is no
significant difference between the 2 generating candidates’ strategies, but there is still a lack
of an efficient method to solve both missing samples and sample distribution bias issues.
Furthermore, there is a quite small number of training examples for some relation’s cate-
gories which significantly lead to a training difficulty and decent performance. Indeed, this
work only focused on the RE task, while this task is highly dependent on the NER result.

Shi et al. [126] train an end-to-end deep learning method to identify people’s pandemic
concerns, and extract “co-occurrence” and “cause-effect” relations between them in tweets.
The authors consider 8 types of concerns which are finance, government, disease, medicine,
person, location, food, and date and time. This method uses BiLSTM-CRF to detect concern
entities combined with the Bidirectional GCN (BiGCN) model to extract relations, where a
hidden state of BiLSTM is shared with BiGCN. Accordingly, each tweet is represented by
sequential features using BERT embeddings and regional features using the Concern Graph
(CG) module. In the CG, each node represents a concern associated with its score and type.
The concern score is calculated by sentiment polarity and retweet count of the tweet. To
represent the regional features, 3 vectors merge for each concern word to represent PoS and
syntactic dependency relation, concern score and type, and relation features. For that, an
automated deep learning-based framework [125] was used to detect and construct a con-
cern knowledge graph to get the concern types and relations. Likewise, the same framework
is used to annotate the training set. As an advantage, state sharing enhances the influences
from concerns to improve the performance of the RE. Note that this relation can reveal
people’s thoughts behind the expressed concerns or identify the cause of public concerns.
Furthermore, the regional features from CG improve the concern identification effectiveness
and lead to a high noise tolerance. In addition to contextual information, this method cap-
tures specific features of entities by a designated CG to perform better on tweets. However,
this method is not the best for high-quality and manually annotated datasets.

Kim et al. [64] propose a sequence labeling hybrid method to recognize family members
and observation entities in EHR text notes and extract relations between them in addition
to living status. A rule-based system is used to select family member entities by matching
relevant noun terms with the help of PoS. Then, a number of BiLSTM models trained on
dependency-based embeddings [67] as static embedding and Embeddings from Language
Models (ELMo) [109] as context-dependent embedding. In addition, MetaMap [6] maps
semantic types from UMLS and aligns them with entities to choose relevant ones. the fam-
ily members and observations recognized by these BiLSTM models are ranked and have
been voted based on the models’ f1-scores. The heuristic rules are used to normalize the
family member entities by a simple dictionary-based mapping, and determine the family
side by looking at cue words considering the degree of relatives. Thus, two Online Gradient
Descent (OGD) [16] models are trained on lexical features based on the identified entities to
determine living status and observations associated with family members. Hence, alive and
healthy scores are assigned for living status phrases using cue words. Likewise, the negation
attribute is assigned to observations using ConText algorithm [19] with customized trigger
terms. As an advantage, the voting ensemble of BiLSTM models contributes in terms of
diversity to achieve better performance and provides efficient and convenient integration of
individual LSTM models which are not deterministic. In addition, this method substantially
benefited from a combination of 2 datasets. Integrating heuristics and advanced IE models
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lead to a high level of performance. The performance is improved especially on RE and
benefited by the large training set and the pre-trained embeddings. However, choosing the
voting ensemble threshold can achieve the best performance for one task but not the highest
accuracy for other tasks. Also, some positive relations which rely on 2 entities in different
sentences can be missed by using a carriage return character to filter examples.

Mahendran et al. [97] have trained a BERT model to predict the chemical relations in
each sentence by combining the point-wise mutual information which is represented by a
GCN model. Each time, a pair of candidate entities is selected from the sentence to predict
a relation between them, while the other entities are masked. As advantage, a global asso-
ciation information is used with the local contextual information. However, BERT model
is not trained separately and can’t use a pre-trained model to make embeddings. Moreover,
there is no features to represent word nodes for GCN.

drissiya El-allaly et al. [34] have used a GCN model to extract Adverse Drug Events
(ADR) relations by jointly learning N-level sequence labelling, i.e. without treating each
candidate relation independently. These authors combine the BERT representation with
weighted GCN, where the dependency tree of the target sentence is used as input for GCN
where each edge is scored. Furthermore, this method applies a multi-head attention to
exchange boundary knowledge across levels. As advantage, the weighted dependency tree
is able to capture rich syntactic features and determine the most influential edges. Also,
this method leverages the contextual and structural information by combining BERT with
GCN. In addition, it can deal with complex relations that include discontinuous, overlap-
ping and nested entities. It is able to deal with complex relations by jointly learn N-level
sequence labelling to capture greater interaction between relations. However, there is other
important features which are not exploited such as PoS, relevant side information and global
information. Also, the recognized named entities are not exploited.

Discussion This approach is widely used and can deal with the feature sparsity problem by
transforming features into low-dimensional dense vectors. Deep learning techniques have
exhibited superior performances compared to the traditional methods [7, 72] and they can
better handle the input features. Recently, the GCN models [34, 97] are explored which
are more suitable for this task to exploit relations between words, such as the dependency
relations. However, the quality and the quantity of data, which is usually manually annotated
by medical experts, have a big impact on these methods since they need sufficient examples
to cover all cases. Also, it is hard to adapt the model to another type of data where it should
be specified on the target type.

6.2.3 Numerical comparison

Tables 6 and 7 show the results of classical and deep learning-based RE methods, respec-
tively. The P, R, and F symbols refer to Precision, Recall, and f1-score, respectively. For
the classical approaches, most of the methods are based on SVM and CRF models while
others are based on rules which consider the co-occurrence, statistical and other informa-
tion. However, Usually, these methods use supplemental resources to get knowledge about
the relations. Recently, this type of methods is rarely used since most of the methods are
deep learning oriented. Generally, these deep learning based methods give higher results
and they are usually based on LSTM, CRF and BERT. In fact, these models give high-
est results when they are enhanced by rules. For example, Kim et al. [64] outperform the
method of Yang et al. [160] on the same dataset by +7% in terms of F1-score. Likewise,
Yang et al. [159] generate candidate by rules for a BERT model and their method outperform
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the BERT model proposed by Mahendran and McInnes [96] which does not use rules. Thus,
hybrid methods can perform better for this task. It is worth noting that syntactical infor-
mation, such as dependency tree and PoS, is useful and contributes to reach higher results
[49, 64]. Recently, some methods [34] are based on GCN by transforming sentence into
tree, or graph, based on dependency relations. These methods give promising results and
should be further explored.

6.3 Section detection

The purpose of this task is to structure medical documents by identifying their sections
which is useful for many medical IE tasks [110]. For example, the most relevant con-
tent of EHR can be found in the core medical content which makes filtering the headers
and footers suitable for many tasks [29]. Also, identifying sections in discharge sum-
maries such as “history of illness” and other sections is beneficial to extracting information
about clinical problems, procedures, laboratory tests, and medications [80]. Furthermore,
the “Therapeutic indications” section which can be found in medical prospectuses is use-
ful to extract information such as drug-treated condition, a medicine name, a drug type, etc
[21]. Also, the most important sections of these documents which contain relevant infor-
mation for a drug prescription are: Contraindications, Therapeutic indications, and Dosage
[94]. Generally, section detection aims to improve the performance of medical information
extraction tasks that deal with natural language such as entity recognition [80], abbrevi-
ation resolution [169], cohort retrieval [35] and temporal RE [71]. This task was used to
provide more context for other tasks, support cohort selection by information retrieval,
and identify patients with risk factors [110]. In addition, some tasks can be improved
such as co-NER and reference resolution by adding the section as a feature, distinguishing
sensitive terms in de-identification, considering the order of events by identifying tempo-
ral sections, document quality assessment, and selecting supporting educational resources
by extracting relevant concepts [110]. By definition, a section is a segment of text that
groups together consecutive clauses, sentences, or phrases. It can share the description
of a patient dimension, patient interaction or clinical outcome, etc. The unstructured text
has sections that are explicitly or implicitly defined by the author. The explicit sections
are defined by titles whereas the implicit ones are defined without titles [83]. In addi-
tion, the section has a granularity level where it can be a section or a sub-section. Indeed,
all methods are limited to a low level of granularity and most of them detect only the
top sections [110]. For some types of documents, the author is free and even a precisely
defined template may be ignored during writing, which leads to less uniform titles and
even sections without titles [138]. Also, section titles and orders in a document may dif-
fer from one source to another. Indeed, the lack of benchmark annotated data for training
and evaluation represents a major obstacle to this task compared to others. The methods
of section detection can be classified into classical approaches and deep learning based
approaches.

6.3.1 Classical approaches

For this type of method, there are two used techniques: machine learning-based and rule-
based methods. Some methods use classical machine learning models such as CRF and
SVM to categorize the text into sections. Usually, these methods use syntactic and lexical
features and perform a sequence labeling or classification after segmenting the text mostly
into sentences. Most methods are based on rules which depend on supplemental resources
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where they usually match titles to define the beginning and the ending of sections. Also,
some methods use rules to enhance machine learning models usually for the training set
construction.

Jancsary et al. [58] have trained CRF to recognize (sub)sections in report dictations giv-
ing lexical, syntactic categories, BoW, semantic type, and relative position features for each
word. The training data is constructed by aligning the corrected and formatted medical
reports with the text from automatic speech recognition while the annotations are gener-
ated by mapping (sub)headings to the (sub)section labels using regular heading grammar.
As an advantage, this method can detect various structural elements even without explicitly
dictated clues. Furthermore, it can automatically assign meaningful types for (sub)sections
even in the absence of headings. In addition, it is still effective under ideal conditions and
can deal with the errors of real-life dictation. However, manual correction is required to
solve the errors of the automatically generated annotations which impact the segmentation
results.

Apostolova et al. [4] have constructed a training set by hand-crafted rules to train SVM to
classify each medical report sentence into a semantic section using multiples features such
as orthography, boundary, cosine vector distance to sections, and exact header matching. As
an advantage, a high-confidence training set is created automatically. Also, the classification
of semantically related sections is significantly improved by boundary and formatting fea-
tures. Furthermore, the segmentation problem could be solved when the NLP techniques are
applied. Moreover, using an SVM classifier outperforms a rules-based approach. However,
it is hard to classify a section when its sentences are often interleaved with other sections.

Beel et al. [9] have proved that style information, specifically font size, is very useful
for detecting titles in scientific PDF documents in many cases. The authors used a tool to
extract formatting style information from a PDF file such as font size and text position.
Then, they used a simple heuristic rule to select the three largest font sizes on the first
page. Thus, identifying the texts that have these sizes as titles. This method outperformed an
approach based on SVM, which uses only text, in accuracy and even in runtime. Moreover,
this technique is independent of the text language because it only considers the font size.
However, this method depends on the font size and requires the existence of formatting
information.

The method of Haug et al. [50] consists in annotating each section in a medical document
by its main concept. This approach is based on Tree Augmented Naive Bayesian Networks
(TAN BN) to associate topics with sections as their semantic features. For this purpose,
this method was trained using features generated by extracting N-grams from the text of
section titles, in combination with the document type. The identification of the section
topic improves the accuracy and avoids errors when extracting specific information. Thus,
this task can reduce the natural language processing effort and prepares the document for
more targeted IE. However, n-grams have limitations with complex and large documents. In
addition, this Bayesian model does not consider the consistent sequencing of section topics.

The method of Deléger and Névéol [29] classifies each line in French clinical documents
into its specific high-level sections such as header, content, and footer. Thus, a statistical
CRF model is trained based on some information about the line taking into account the
first token in surrounding lines, the first two tokens in the current line, the first token is
in uppercase, the relative position of the line, the number of tokens, presence of preceding
empty lines, digits and e-mail addresses. As an advantage, the performance is very high,
especially for content and header lines. It is well noted that the headers and footers are
very present in the document and should be identified to focus on the core medical content.
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However, the granularity level of sections is very high while there are more useful sections
within the content that are not identified.

Ni et al. [108] have classified medical document sections into pre-defined section types.
These authors applied two advanced machine learning techniques: One is based on super-
vised learning and the other on unsupervised learning. For the supervised technique, a
heuristic model pre-trained on old annotated documents is used to select some new can-
didate documents that will be annotated by people and will be used for learning. For the
unsupervised technique, a mapping method was used to find and annotate sequences of
words, which represent section titles, by their corresponding section types using a knowl-
edge base. A maximum entropy Markov model was used for section classification. The
chosen model is faster in learning and allows richer features. The techniques used can reduce
the cost of annotation and allow a quick adaptation of new documents for section classi-
fication. In addition, both techniques can achieve high accuracy. However, the supervised
technique requires more annotation costs than the other technique. In addition, the perfor-
mance of the unsupervised technique is highly dependent on the quality of the knowledge
base.

Dai et al. [26] have proposed a token-based sequential labeling method with the CRF
model for the section heading recognition using a set of word features such as affix, ortho-
graphic, lexicon, semantic, and especially the layout features. To construct training data,
they have employed section heading strings from terminology to make candidate annota-
tions. Then, three experts are used to manually correct the annotations of the top most
section headings. As an advantage, this was the first work that treats section detection as
a token-based sequential labeling task and outperforms sentence-based formulation and
dictionary-based approaches. This method has an integrated solution that avoids the devel-
opment of heuristics rules to isolate heading from content. Also, layout features improve the
results and can recognize section headings that are not appearing in the training set. How-
ever, it is difficult to recognize rare or nonstandard topmost section headings. In addition,
subsections are not taken into consideration. Furthermore, some section headings are not the
topmost in some records. Also, the absence of layout information can decrease the recall.

The approach of Edinger et al. [35] is to identify sections in medical documents and use
them in queries for information retrieval. To do this, the authors prepared a list of variations
of all section titles for each document type. Variations in terminology, punctuation, and
spelling were selected to identify the most common section titles using a set of documents
for each type. To identify titles in a document, a simple exact search is applied to find
them by their variations. Then, the headings are annotated and the document text has been
segmented according to these headings. As an advantage, the use of sections in the query
instead of searching the whole document increased the accuracy of the search. Thus, this
method can avoid the retrieval of irrelevant documents. However, it has a smaller recall than
the other method that can retrieve more relevant documents. In addition, the exact search is
accurate enough for section detection.

Lupşe and Stoicu-Tivadar [94] have proposed a method that supports prescribing by
extracting and structuring information from medical records. The principle of this approach
is to detect sections of the text and unify their titles using regular expressions and a set of
section titles. Then, it removes empty words and applies the Stemming algorithm to the
sections to root the words without touching medical terms. Thus, this method can suggest
drugs that match the patient’s disease, are not contraindicated and do not conflict with other
diseases, treatments, or allergies of the patient. Indeed, this approach reduces medical errors
in drug prescriptions and structures the necessary drug information. However, some medical
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terms are still modified by Stemming. Also, this method is tested only with the Roman
language.

Zhang et al. [161] have tried to effectively use temporal information in the text of elec-
tronic medical documents to structure them and help medical researchers to examine clinical
knowledge and to facilitate computer-aided analysis. This method is based on rules to per-
form a few successive steps. These steps consist of correcting pronunciation errors, dividing
texts according to grammatical rules, describing medical facts and events, and finalizing by
processing temporal expressions. However, these texts have little temporal information. In
addition, the method gives the same weighting to different words.

Lohr et al. [89] have trained a logistic regression model on manually annotated German
clinical discharge summaries, short summaries, and transfer letters to automatically identify
sections using BoW statistics as features for each sentence. As an advantage, this method
achieves promising results in terms of f1-score. Furthermore, these authors have chosen a
set of feasible and relevant categories for annotation. In addition, a sentence was chosen as
an annotation unit while it has an appropriate granularity. However, the method does not
perform well for categories that barely appear in the corpus.

Lupşe and Stoicu-Tivadar [93] have made a method that consists of homogenizing the
sections of drug package inserts by standardizing the section names. At first, the method
collects all section names from all drug package inserts and prepares unique and common
reference names that represent different kinds of sections. Then, machine learning is used to
find the appropriate reference for each section name. Through this method, access to drug
information has been improved for better processing. Moreover, this technique can be used
in clinical decision applications to provide the necessary data to physicians. Thus, it helps
especially new young doctors or those who start a new specialty. Neural network leads to the
highest results in the extraction of relevant information and outperforms cosine similarity
according to the f1-score metric. Moreover, this model can be generalized to any language
or domain. However, this model is appropriate only for records where sections are defined
by headings.

Discussion These methods can identify sections using rules which are aimed to precisely
detect titles and are appropriately made for the target type of documents. These rules usu-
ally take into account the title variation or the context of words to detect the title variants.
Also, few rule-based methods use interesting information such as the font size which is very
important to detect titles where it is not dependent on the language. The use of the machine
learning technique improves well the results by incorporating different features. This tech-
nique can detect implicit sections since it usually does not depend on headings. However, the
used machine learning models are not optimized enough for this task, where most methods
just apply pre-built models and use traditional word embedding. Also, the lack of train-
ing data for some types of sections is a big drawback for these models. The rules depend
a lot on supplemental resources which contain pre-defined titles to be matched. Also, they
lose their value when they do not find the format they target, especially in the absence
of titles.

6.3.2 Deep learning-based approaches

This category uses deep learning models such as LSTM and CNN coupled with different
word embeddings techniques to annotate words by their sections. Almost all these methods
apply a sequence tagging task to annotate sequences of words. A set of annotated training
data is needed to train these models where rules can be used to prepare them.
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Sadoughi et al. [122] have applied section detection on clinical dictations in real-time.
They used automatic speech recognition to transform the speech into plain text. Also, a
unidirectional LSTM model, which tracks short and long-term dependencies, is run on the
text to annotate its section boundaries using Word2vec vectors to represent the input words.
To do this, regular expressions were applied to a set of reports to annotate the headings. Each
time, a post-processing task is applied to each section to transform the text into a written
report. As an advantage, the post-processing task can become faster with the processing of
a complete section each time, instead of re-executing after each dictated word. Thus, the
post-processing of the previous section happens in parallel with the dictation of the current
section without disturbing the user. Moreover, the post-processor can benefit from the full
context of the section during the transformation. Thus, real-time section detection ensures
that the medical report is directly usable for other processes after dictation. However, the
detection of a section depends only on the words dictated so far without seeing the whole
document. This prevents it from exploiting all the information in the document to provide a
better quality result.

The method of Chirila et al. [22] consists in supporting the prescription of drugs by
structuring and categorizing the text into sections. For this, a machine learning model was
trained to associate each part of the text with its appropriate section. According to the results
of this method, the accuracy of the CNN-based model is superior especially with uniform
name sections. Moreover, this method was applied to the Roman language where there is
no dataset in this language with fully structured information. However, the execution time
of CNN increases significantly when compared with a model based on Naive Bayesian
classification. Moreover, this method is applied only to the Roman language.

Goenaga et al. [43] have tested rules and machine learning-based methods for section
identification on Spanish Electronic Discharge Summaries. They have found that the
machine learning-based method gives the best results. This method is based on transfer
learning using the FLAIR model [1] and generates character embeddings for a sequence of
tokens to annotate them by a BiLSTM-CRF model. Indeed, the rules have lower results,
especially when an incorrectly marked section affects the surrounding sections even by care-
fully designing rules which is a time-consuming process. In contrast, the FLAIR method
can identify sections even with variations or where headings are absent while it can learn
from the headings and the vocabulary inside the sections. Also, training the method on data
with more variability is useful to keep obtaining higher efficiency on different types of
data. However, the results degrade when testing the trained model on different data and the
degradation may be drastically in some cases. Furthermore, errors can be caused by high
variability with the lack of training. In addition, implicit and mixed sections are the cause
of several errors.

Nair et al. [104] have proposed a method to classify the sentences of i2b2 2010 clinical
notes into different major SOAP sections using the BiLSTM model with the fusion of Glove,
Cui2Vec, and ClinicalBERT embeddings. As an advantage, the contextual embeddings and
the transfer learning provide an efficient solution to this task. Also, the authors have found
that 500 sentences per section are a sufficient starting point to achieve high performance.
However, they have considered only 4 sections and ignored other sections and sub-sections.
Moreover, they have not considered the context sensitivity of clinical sentences.

Discussion Deep learning models can learn well from a training set even with a lower
amount of data. Different word embeddings are well used with these models to identify the
sections based on the semantic information. Recently, most models tend to use BiLSTM
which can deeply sequentially exploit the features in double directions, this is useful to
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find the sequences which define the beginning and the end of sections. Thus, they can well
identify the implicit and explicit sections and are not dependent on the titles. However, these
methods are usually targeted for a few types of sections and usually, the granularity level
is too limited. Also, it is tiring to adapt these methods to another type of data and the high
variability of data negatively affects the effectiveness of the model. Also, these models need
to be further developed while many types of features are not explored which provide more
useful information instead of just words.

6.3.3 Numerical comparison

Tables 8 and 9 show the results of classical and deep learning-based section detection meth-
ods, respectively. The A, P, R, and F symbols refer to Accuracy, Precision, Recall, and
F1-score, respectively. This task have no benchmark datasets that can be used for better
evaluation and comparison. Also, most of methods use only accuracy metric and not aimed
at the same type of sections or granularity level. However, we make an approximate compar-
ison based on the available information. Most of methods are based on manually prepared
list of titles as a supplemental resource to match them by rules. Usually, they are useful
only for specific pre-defined types of sections and data. For example, the method accuracy
of Lupşe and Stoicu-Tivadar [94] is significantly decreased by ≈ 22% when the source of
data is changed. In fact, the methods which depend on titles can’t detect implicit sections.
Some methods based on machine learning [43, 104] are able to categorize the text into sec-
tions without the need of section titles. Most of them use static embedding while others use
contextual embedding. The best approaches in terms of F1-score are based on deep learning
models such as BiLSTM and CRF [26, 43]. Thus, treating this task as sequence labeling is
able to detect implicit sections with higher performance. However, these methods predict
only some pre-defined sections and they require a big training set. Furthermore, all these
section identification methods are aimed to detect only the top-most sections where the
granularity-level does not exceed 2 and not all sections are covered. A higher granularity
level can be useful to provide more specific context.

7 Issues related to the entity nature

In this section, we highlight some solutions proposed by state-of-the-art methods to solve
problems related to the nature of the medical NER. Thus, we have cited and classified some
methods into four categories based on the main problems: Ambiguity, Boundary detection,
Name variation, and Composed entities. In the following, we have described each of these
4 various problems and highlighted proposed solutions of some cited methods used to deal
with each problem including their limits. Finally, we conclude with a general discussion
about these solutions. Table 10 shows a summary of these methods.

7.1 Ambiguity

The ambiguity is when a medical named entity can belong to more than one class depend-
ing on the context. For example, the entity “distress” may be a disease or a physiological
process according to its context. Thus, we need to recognize the entity by exploring its con-
text. As a special case, the abbreviations are likely to be ambiguous, for example, “EGFR”
can be the abbreviation of “Epidermal Growth Factor Receptor” or “Estimated Glomerular
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Filtration Rate”. Thus, an abbreviation mostly may have different meanings depending on
the context. As common solutions, the studies try to enrich context information by word
or character embedding, knowledge base, and word position in the text such as section,
surrounding words, PoS, etc. Also, they try to capture the contextual dependency and rela-
tion. Lei et al. [80] have reached a higher performance by merging the word segmentation
and the section information. Ghiasvand and Kate [42] have benefited from UMLS which
provides a lot of entity terms that are declared as unambiguous. Thus, they do an exact
matching for these terms to annotate a maximum number of unambiguous entities to par-
tially solve the ambiguity. Xu et al. [155] have benefited from more context to solve the
ambiguity problem by using categories representation by Word2vec, PoS, dependency rela-
tion, and semantic correlation knowledge. However, the method may miss some medical
entities in the non-medical terms filtering step. The method of Zhou et al. [168] can solve
the ambiguity problem by making two types of embeddings for more context, which are
C-ELMo for word-level features and C-Flair for character-level. Likewise, the relationship
between word-level contextual features can be captured by the C-ELMo model. However,
this method fails to detect the boundary of complex phrase-level entities. Deng et al. [30]
have used character embedding with BiLSTM-CRF to avoid feature engineering by learning
the semantic information in the context. Thus, BiLSTM can provide more comprehensive
contextual information and easily learn about contextual dependencies. Moreover, the CRF
optimizes the result from the sentence level. However, this method is restricted by the entity
labeling granularity where we can find some nested entities. The method of Zhao et al. [165]
avoids the ambiguity as it automatically propagates some seed rules based on lexical or
contextual clues which are strong indicators of entity recognition. In addition, the authors
have fine-tuned a pre-trained contextual embedding model BERT in the biomedical domain.
Also, they used a pre-trained contextual embedding model ELMO to give an average embed-
ding for each rule to estimate the semantic relatedness between rules. Li et al. [82] have
tested Word2vec with the help of BiLSTM to improve the results by capturing the con-
textual information. Indeed, BERT embedding alone is more effective than Word2vec and
ELMo and even it does not need BiLSTM since it has already captured the contextual infor-
mation. The method of Sui et al. [132] is based on the interactions among the words, entity
triggers, and the whole sentence semantics to recognize the entity from its context.

7.2 Boundary detection

A method can recognize a part of a named entity and fail to determine its exact words. Thus,
it can miss some words from the full named entity, or may add some surrounding words.
For example, the entity “congenital heart disease” may be recognized partially by detecting
only “heart disease”. Thus, the beginning and ending positions of the entity are named by
the named entity boundary, where boundary detection is known as an important challenge.
The most popular solution to this problem is the extraction of noun phrases while the most
of named entities are noun phrases or overlapping with them [162]. Also, the sequence tag-
ging with the IOB annotation format enables learning of the boundaries. Lei et al. [80] use
a Chinese medical dictionary as a knowledge source for word segmentation. Indeed, most
errors appear in long entities. Xu et al. [155] have extracted medical native noun phrases
in a boundary detection step. In addition, they have exploited a knowledge-driven method
to detect boundaries, by mapping text to concepts in offline and online lexical resources.
Thus, the recognition performance is significantly improved. However, this method may
still obtain inexact entities which show some decline in precision and recall. Ghiasvand and
Kate [42] have trained a classifier by the medical terms found in UMLS to learn how to
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expand the boundary of words. Thus, the classifier is applied to all noun phrases in which
the detected entity occurs to select the entity with the highest score. However, automatically
obtaining noun phrases can make mistakes. Also, sometimes we may find named entities
that are not noun phrases. To avoid incorrect identification for the entity boundary, Deng
et al. [30] has ensured the integrity and accuracy of the named entity by the bidirectional
storage of text information while the IOB labeling method is used. Also, they have used
character-level embedding which can avoid poor segmentation. However, the phenomenon
of nesting entities leads to an unclear definition of boundary and results in poor accuracy.
Zhao et al. [165] have extracted all noun phrases from each sentence as candidate entity
mentions based on a set of PoS patterns. Also, they are based on the BiLSTM-CRF model
for an IOB labeling. The method of Li et al. [82] applies a relation classification on each
pair of candidate entity fragments to determine if it is a discontinuous entity or not. How-
ever, BiLSTM-CRF detects entity boundaries more accurately than AAGCN by using label
dependence.

7.3 Name Variation

A named entity can be written in different forms by adding and deleting some characters,
changing the order of its component words, or changing some words by synonyms. Also,
we may have typos in a narrative text written by humans. For example, the entity “left
atrium dilation” can be written in another form such as “left atrium dilated”, where it even
changed from a noun phrase to a verbal phrase. Another example, the entity “Lung Diseases,
Obstructive” can be written as “Obstructive Lung Disease”, where there is a word order and
syntactical variation in the entity. Thus, an exact search for named entities can not cover
all the forms of named entities. As a common solution, the preprocessing step is often used
to transform similar words into a unified form. Also, considering the surrounding words or
characters may be useful to determine the named entity. Another solution is to use character
embedding. The method of Quimbaya et al. [115] can solve the variation of named entities
using exact, fuzzy, and lemmatized matching by a knowledge base. However, it can not take
into consideration the context and the words surrounding the named entity, which could
cause more ambiguity. In the work of Ghiasvand and Kate [42], the lemmatize and stemming
form of the words surrounding the entity in addition to other features are fed to a decision
tree-based classifier. Thus, that can tackle the variability problem. The method of Deng
et al. [30] is based on the character embedding which can avoid the variability problem
while it is not restricted by a vocabulary of words. Zhou et al. [168] can solve the variabil-
ity by using character embedding to handle out-of-vocabulary words. Zhou et al. [165] can
avoid the name variation problem where they define different types of rules which consider
the lexical, contextual, and syntax information based on the clues to find entities. However,
some rules may not be applicable due to the mismatch between the training set and a dif-
ferent dataset. Li et al. [82] have tested the ELMo character-level embedding which can
represent out-of-vocabulary words. However, the characters can’t capture the whole mean-
ing of words and should be merged with word-level embedding. Sui et al. [132] have added
entity triggers to help the model recognize the entity by the surrounding cue words. How-
ever, this method requires manual effort by annotators to annotate a large group of words to
prepare entity triggers.
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7.4 Composed entity

The named entity can be composed of multiple words and even can be a long phrase. Con-
sequently, we may find a nested named entity. For example, “excision of ulcer of stomach”
is an entity of type procedure which contains “ulcer” as a nested entity of type disorder.
Thus, the granularity level should be considered to recognize all the named entities that can
be found in one longer named entity. To solve this problem, some work extract all possi-
ble noun phrases. Xu et al. [155] can handle nested entities by identifying entity candidates
based on the dependency relationships between words. Thus, medical native noun phrases,
such as single nouns and maximum noun phrases, are extracted. The method of Ghiasvand
and Kate [42] can detect nested entities by obtaining all noun phrases, with nested ones,
using a full parsing. The method of Li et al. [82] enumerates and represents all possible text
spans [91] to recognize the overlapping entities. Thus, a relation classification is applied
to judge whether a pair of entity fragments is overlapping or succession. Sui et al. [132]
have proposed a cost-effective and efficient trigger-based graph neural network to cast the
problem into a graph node classification task.

7.5 Discussion

Generally, to reduce the ambiguity, most methods [82, 132, 165] have included the context
during the recognition and enriched the features by using domain-specific embedding and
some other information. For the boundary detection, some methods [42, 155] have consid-
ered it as a separate step to correct the boundary of the recognized entities. Most methods
[30, 82, 165] have used the combination of BiLSTM-CRF to perform a sequence tagging
task by following the IOB annotation style to learn the entity boundary sequentially and take
the context well into account. However, this solution is not appropriate for discontinuous
and nested entities. Some recent methods [82] have proposed a new technique to transform
the sentence into a graph of spans where a span can be a part of an entity. The variation is
usually solved by using the context [132, 165], by preprocessing [42, 155] the text or by
a character-level annotation [30, 168]. The character-level annotation can ignore the whole
meaning of the word while preprocessing can cause ambiguity. Thus, the best solution is to
use the context to recognize the entities. The detection of nested entities is mostly ignored,
and sequence tagging-based methods with the IOB annotation are not appropriate for them.
To detect these entities, Most methods [42, 155] are based on sentence parsing to extract all
possible noun phrases. But automatic parsing remains not perfect. Also, few named entities
are not overlapping with noun phrases. Some recent methods have proposed an interesting
technique to deal with them by performing a spans graph tagging [82] rather than tokens
sequence tagging. Thus, transforming a sentence into a graph instead of a sequence is an
interesting direction to solve boundary detection and nested entity recognition. While using
well the context and the entity triggers can solve the ambiguity and the name variation
problems.

8 Limitations and challenges in the field

In this section, we summarize the general limitations and challenges in the medical field by
focusing on some different axes such as the used techniques, deep learning models, training
and supplemental resources, used features, languages, and social media.
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8.1 Techniques

Recently, the studies have focused on deep learning and especially on the use of the
sequence tagging models and the capture of the contextual dependency [43, 97, 104, 159].
Indeed, some recent methods turned to the use of graph techniques based on deep learn-
ing to better analyse the text in a more suitable manner [34, 132]. Although rule-based and
dictionary-based approaches are more precise in some specific cases, they are limited and
usually aimed to specific type of data and predefined cases [10, 21, 89]. Also, they need
more manual effort to be prepared. Some solutions are proposed to make easily adaptable
methods, but deep learning is still needed for better performance. Generally, different ways
are proposed to exploit sufficient context during the analysis since the context is needed to
handle with the difficulties of the medical terminology such as variability and ambiguity.
Thus, deep learning based approaches represent the best direction and different techniques
could be explored, especially the graph based models which can better exploit different
type of useful relations. Thus, rule-based and dictionary-based techniques can be further
enhanced to support the deep learning models.

8.2 Deep learning

Recently, we can see that the machine learning methods are well studied and especially
which are based on deep learning [53, 97] where different models are tested with several
types of features. Generally, CRF is the most popular model which is a sequence tagging
model while the problems are mostly defined as token labeling, especially in the named
recognition task. Recent work have shown that the fusion between BiLSTM and CRF gives
better results [30, 126, 165], because BiLSTM can consider the order from double directions
which makes it able to well understand a sequence of features. Hence, CRF can perform
accurate labeling using the features provided by BiLSTM. However, the sequence tagging
models are not able to handle the nested and the discontinuous entities. Li et al. [82] have
adapted the GCN model by transformed the sentence into graph and performed a node
(i.e. word) classification in order to fill this gap. Thus, the named entity recognition can
be performed in a clearer and more appropriate way even if the sequential order is not
well exploited. Also, by using GCN, the relation extraction task is able to exploit well the
relations between words, especially the dependency relations [97].

8.3 Training data

The lack of data is one of the most important problems in this field. There is many languages
and types of data, and the medical terminology is evolving day after day. Also, there is
many type of information to be extracted. All these facts make the training data and supple-
mental resources not permanently useful. This problem is a big obstacle since the methods
can’t be easily adaptable to other type of data. Usually the required data is prepared man-
ually by medical expert. In fact, the most used supplemental resources are UMLS [15] and
SNOMED-CT [32] that can cover a lot of concepts, languages, semantic types, and much
information about terms, which make it possible to extract more information using some
matching techniques or even partially annotate a raw text. However, they can’t cover every-
thing especially with this constantly evolving field. However, some methods tried to reduce
the manual effort to prepare high-quality data [42, 70, 165]. For example, Xu et al. [155]
update supplemental resources by using a search engine online. Some methods expand or
propagate few manually prepared data [26, 42, 108, 165] or fuzzily exploit them [5, 51, 133].
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However, all these methods give lower results compared to others which use manually pre-
pared data. Thus, providing high-quality data with the minimum of manual effort remains to
be a big challenge. Furthermore, most datasets which contain medical articles are available
only with annotated titles and abstracts. Recently, some researchers [56, 70] are trying to
construct new annotated datasets with full-text articles, especially for NER, to provide more
detailed information. These articles are usually collected from PMC [118]. Also, providing
data in other format than raw text would be useful for many tasks to exploit other attributes
such as formatting style [9].

8.4 Features

Most recent studies focus on distributed representation for words or characters such as
BERT, Flair, and Word2vec, which can well extract semantic information for the machine
learning methods. Furthermore, the models which generate these embeddings can be used
in different manners, where they can be pre-trained from other sources, trained from scratch
during the whole model training, or fine-tuned. Especially the pre-trained and fine-tuned
contextual language models such as BERT have achieved state-of-the-art performance on
many natural language processing tasks. For example, the work of Yang et al. [159] has
shown that clinical pre-trained transformers achieve better performance for RE. In addition,
other types of features can be beneficial such as knowledge and syntactic features. Indeed,
there is some information that is not well exploited although they have shown a good poten-
tial to improve the IE tasks. Generally, these tasks can be improved by giving more context.
Indeed, the study of Lei et al. [80] has proved that section information can improve the
entity recognition task, but it is not well exploited in this field. In addition, Tran and Kavu-
luru [140] have used sub-headings to improve the RE. Furthermore, the formatting style of
the document can be very important, while it has proved its ability to detect section titles in
the study of Beel et al. [9] using only font-size information. A medical document is gener-
ally created in PDF format which provides more useful information than raw text. However,
all available benchmark datasets are provided only as annotated raw text.

8.5 Languages

A lot of studies in the medical IE are destined for the Chinese language. Although the
English language is easier for many tasks, the Chinese researchers are trying to improve
the medical IE for them while they are very interested in the evolution of the medical field
generally. However, the Chinese language in the medical field is more difficult compared
to English especially in the segmentation while it has complicated syntax rules and a lack
of Chinese data. Hence, many studies are destined to deal with this language problem [30,
51, 155]. The segmentation is generally used to provide samples and extract features from
them. It can be performed on word, phrase, sentence, or section level. Indeed, Deng et
al. [30] found that making features for a sequence of characters is more suitable, especially
for the Chinese language. However, character embedding can’t capture the whole meaning
of words [30, 168].

8.6 Social media

The social media can be a very critical area for the medical information extraction, where
the data is noisier and may contain many grammatical mistakes and especially false infor-
mation by which people can be influenced. Some recent work are aimed at social media [66,
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126], for example, Shi et al. [126] have used machine learning models with the help of Con-
cern Graph to apply entity recognition on pandemic concern entities in Twitter. Recently,
social media have played an important role during the COVID-19 pandemic period and it
is crucial to automatically understand and supervise a lot of people’s interactions. Indeed,
social media is a rich source of information that mostly contains unstructured and confus-
ing textual and other multimedia data. Thus, some studies are applied to extract information
from that data to perform some tasks such as associating tags to posts [75], identifying rel-
evant information [95], etc. It is worth noting that the graph of users’ relations such as the
following relations can be exploited too to enhance the medical IE. Thus, some important
tasks such as community detection and influence identification [46, 59, 68, 103] can be
combined with medical IE tasks in social media.

9 Conclusion and future research directions

In this paper, we have introduced an up-to-date survey about the medical information extrac-
tion field. We have made a comprehensive review of methods that are aimed at different
tasks which are: section detection, entity recognition, and relation extraction. In addition,
we have shown the impact of the data on these methods and we have discussed the nature
of medical data and information about useful resources and datasets for this field. Also, we
have compared numerically some interesting existing approaches based on their published
results to get a high level of comparison. Thus, we have shown the directions in which they
succeed and eventually fail.

The IE in the medical field is very interesting especially to find information about dis-
eases. Generally, the tasks of this field are aimed to explore knowledge, support persons to
find relevant information, and help doctors to release the best decision, for example, choos-
ing the right treatment, making the appropriate drug prescription, or discovering the causes
and effects of some diseases. Also, extracting information from EHR have a positive impact
on medical clinical practice and investigation in many fields such as the cardiology field
[62]. A large amount of unstructured medical textual information is terrible to be manually
analyzed by doctors while is considered a heavy treasure of information. In our survey, we
conclude that the rule-based and hybrid methods are generally the promising techniques for
IE where they have shown the best results. However, the rules depend highly on a specific
domain. Thus, it is difficult to adapt these methods to a new type of data since a manual
effort by domain experts is needed. Thus, generating rules that dynamically adapt to a new
data type is a promising direction. For the deep learning approach, most methods focus on
the combination of CRF and BiLSTM models which is very beneficial for sequence-tagging
tasks. However, the CRF model is usually used for flat NER, which is not appropriate for
nested and discontinuous named entities. Recently, to solve this problem, another technique
is adopted which is based on transforming the sentence into a graph to annotate its nodes
by a GCN model. Domain-specific embeddings, especially the ones provided by the BERT
model, are used by many methods and give better results. There is a lack of medical data
where these data contain more privacy compared to other fields. It is a challenging issue to
find an easier way to provide high-quality data for training and other additional data which
can cover the new medical terms, several types of data, all possible cases, multiple lan-
guages, different types of labels, etc. Also, all datasets are available in the textual format
while the formatting style is very important and should be more exploited. Indeed, it adds
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very useful information to the text which is especially used to understand the structure of
the document and even the meaning of words.

Indeed, section detection is a challenging issue and showed a positive impact on the
performance of several IE tasks. Mainly, the position of a concept in a document can pro-
vide more contextual information. However, this task is not well covered by the research
work and methods. Thus, benchmark datasets should be constructed for it. Another issue
is combining rule-based, dictionary-based, and deep-learning approaches to well benefit
from them in one hybrid method. Many ideas have been proposed and can be exploited
further. Indeed, we can use rules to prepare data for machine learning or we can use
machine learning to generate rules. Besides, we can ameliorate the dictionary matching
by machine learning or we can annotate a lot of data with a dictionary to train a machine
learning model. Also, we can use the rules by constructing regular expressions to per-
form a dictionary matching or we can use a dictionary as a supplemental resource to
support the rules. In addition, we can make features by using a dictionary and rule-based
techniques.

Document summarization is another very challenging task. This task consists in mak-
ing a text summarization that contains only the most important information. It can depend
on the NER where this idea is already used by Sandhya and Kantesaria [123] in a non-
medical field. For that, as a first step, they have identified ordinary entities such as persons,
organizations, places, time and measurement, etc. Then, they have used them to select the
most important words which would be useful to make a document summary. In the medical
field, medical entities can be used too to support the medical document summarization task.
Hence, we can easily recognize a relevant and a very reduced readable part of the text in a
document instead of reading a whole text. Thus, the useless part of the text can be elimi-
nated even for other tasks of IE. Due to the diversity and the growing quantity of medical
information, people need to quickly assimilate and determine the content of a medical doc-
ument. Thus, document summarization helps persons to quickly determine the main points
of a document. However, this research field has not yet reached maturity, since a variety of
challenges still need to be overcome such as handling large-scale data, providing sufficient
annotated data, etc.

Another important issue and possible research direction, which has been discovered
especially during the COVID-19 pandemic, is about analyzing the propagated medical infor-
mation on social media. The content on social media is very different from documents
especially when the information is written by normal users and not medical experts. Thus,
natural language processing will be much more difficult while we can find unstructured
texts and many typos. As well, we can easily find a big number of users influenced by
false medical information which represents a critical problem. Likewise, the social media
environment is rich in useful information more than just a document. Therefore, we can
easily benefit from the reactions to the post, the owner profile, contacts, etc. Thus, IE
in social media is very challenging than in medical documents and is needed to detect
the spread of false information and understand the people’s interactions with medical
information.
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29. Deléger L, Névéol A (2014) Automatic identification of document sections for designing a french clin-
ical corpus (identification automatique de zones dans des documents pour la constitution d’un corpus
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