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Abstract
Recently, online social networks, such as Twitter, Facebook, LinkedIn, etc., have grown
exponentially with a large amount of information. These social networks have huge vol-
umes of data, especially in textual form, which are unstructured and anonymous. This type
of data usually leads to cybercrimes like cyberbullying, cyberterrorism, etc. and their anal-
ysis has nowadays become a serious challenge. From this perspective and to remedy this
topical issue, various techniques have been proposed in the literature. Among the pro-
posed solutions, author profiling represents the newest and most adopted technique by most
researchers to discover hidden textual information. The objective of this technique is to
identify the demographic or psychological aspects (age, sex, personality, mother tongue,
etc.) of an author by examining the text that he has published. In recent years, this area
of research has attracted many researchers who seek solutions for potential applications
in various fields like marketing, computer forensics, security, etc. Within the scope of this
article, we describe the author profiling task. Then, we present a brief thematic taxonomy
and an illustration of some profiling solutions from the literature. In particular, different
machine and deep learning techniques are detailed and discussed. This work also provides
an overview of the main approaches, which we have studied in the literature, highlights the
weak points and the strong points of each of these approaches. At the end of this study, a
discussion of some research questions is presented and some future directions to circum-
vent the weaknesses detected in the approaches studied are presented in order to motivate
academics and practitioners, who are interested in this problem that we assume essential, to
advance solutions for profiling perpetrators on social networks.
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1 Introduction

1.1 Context and issues

In recent years, social media networks have grown in popularity thanks to rapid services
that help to easily exchange information among people from different geographical areas,
ages, gender, and socioeconomic level. The information shared on these online platforms
are unstructured and informal. With the increasing amount of this kind of data, that we
see every day on the internet, it becomes difficult to know the real identity of the different
social network users. For example, in marketing, it is important for a manager to find the
demographic aspects (like gender and age group) of the various users who like or dislike
their products, with the intention of directing the advertising for exploiting in a better way
[12]. In addition, internet has been used to perform fraudulent or illegal acts such as sexual
harassment and extortion [20] and other illicit and erroneous acts. Furthermore, fake social
media profiles can be seen as a serious threat to user security and the integrity of these
platforms. Therefore, designing and implementing effective tools as a solution for this chal-
lenging process becomes an unavoidable emergency. The Author Profiling (AP) task is a
text classification technique and a subtask of authorship analysis, its goal is to predict demo-
graphic and psychological attributes of authors such as age [57], gender [58], personality
traits [61], native language [21], political orientation [48], etc. of an author by examining
his/her written text. Over the past decade, the AP task has attracted a lot of active research
due to its different applications in several fields such as forensics purpose [35], security
[29], marketing [61], psychology and terrorism prevention.

Several approaches have been proposed in the literature in an attempt to predict certain
personality traits of the authors. Traditionally, there are two types of approaches that have
proven to be effective in addressing this identified task: style-based approaches and content-
based approaches. The approaches based on style aim to capture an author’s writing style using
various statistical features including structural, syntactic, and lexical features [6, 23, 70].
On the other hand, content-based methods intend to identify authors’ attributes based on the
content of their texts. This type of approach is based on topic and semantic structures [3, 51, 73].
We should also mention approaches that combine features of the content-based and style-
based methods to enhance their performance [21]. These methods are known as hybrid
approaches. The first contribution of the different methods proposed in the literature is based
on the extraction and selection of features that can measure the content and the writing style
of the author [59]. These approaches aims to construct a features space selected from the text
to feed a classification algorithm to determine the author’s profile. Many learning algorithms
for constructing the classification model have been proposed in the literature, including machine
learning algorithms such as support vectors machines [21], random forests [53], decision
trees [13], k-nearest neighbors [70], etc., and deep learning algorithms like: convolutional
neural network [69], recurrent neural network [32], artificial neural network [65], etc.

1.2 Goals and contributions

The study that we propose in this article positions the problem of AP in social networks,
considered large-scale environments in relation to the rapid and diverse evolution of the
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quantities of information in their resources. The first and main goal of this research study is
to carry out an in-depth review of the AP task, its principle, and its characteristics (with a
particular focus on data sources used, features extracted, methodologies and evaluation met-
rics employed for each method). This article also provides a discussion on some challenges
and problems of existing AP approaches and suggests some future research directions for
academics and practitioners to advance AP in social media networks.

The main contributions of this work are outlined below:

❑ Describe the AP task by presenting its methodology.
❑ Propose a new taxonomy of different approaches to author profiling in social networks,

and highlights the weaknesses and strengths of each method;
❑ Carry out a study of the most recent approaches focused on the problem addressed

by drawing up a synthetic assessment according to a certain number of important
characteristics to be identified.

❑ Provide an overview of the challenges that face the researchers working on this task.
❑ Finally, this research work suggests some future directions to address some of those

challenges.

1.3 Paper organization

The rest of this article is organized as follows. After introducing the work, in Section 2, we
describe the methodology adopted for the collection and selection of the articles studied.
Section 3 describes the author profiling task and presents its methodology. Section 4 intro-
duces the proposed taxonomy for author profiling approaches in social media networks. In
Section 5, we present and discuss the main techniques used for the AP task. We present
and discuss the main techniques used for the AP task. We summarize these methods based
on a set of proposed evaluation criteria. Section 6 describe and illustrates the results of the
most relevant works. In Section 7, we present a literature synthesis. Section 8 presents the
research challenges while Section 9 concludes this work and offers some suggestions for
future research.

2 Reviewmethodology

This section presents the methodology we adopted to carry out the following study. In order
to succeed in this study, we have structured it around three axes: (i) we provide the different
sources of information, (ii) we identify the main search criteria for sources of information
allowing us to select the final set. of articles, and (iii) we searched for the relevant questions
that we need to answer throughout this study.

2.1 Source of information

We broadly searched for journal and conference research articles as a source of data to
extract relevant articles. We used the following databases in our search: Google Scholar,1

1https://scholar.google.co.in
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Fig. 1 Percentage of articles from different types of sources

IEEE Xplore,2 Springer,3 ScienceDirect,4 ACM Digital Library 5. Also, we screened most
of the related high-profile conferences such as ICML, SIGKDD, SKIMA, SIGMOD, ICNC-
FSKD, LREC, CLEF, and so on to find out the recent work. In Fig. 1, the percentage of
papers reviewed from different types of resources is provided.

2.2 Search criteria

This study was conducted between August 2019 to August 2021. We restricted our research
to a period of 12 years. Additionally, we defined two sets of keywords to search the
above-mentioned databases since we concentrated on surveying the current state of the
art in addition to the challenges and the future direction. In this context, we performed
two search iterations. In the first one, we used the following keywords: author profiling in
social networks, machine learning for author profiling, text classification, authors classifi-
cation, features extraction, and features selection. In the second iteration, we tried to look
at the related research areas and we used the following keywords: authorship attribution,
authorship analysis, authors identification, and user security in social networks.

2.3 Study selection

Based on the used source of information and search criteria, we discovered 1020 articles.
On searched articles, we applied a set of selection criteria presented in Table 1 to choose the
appropriate research papers. As a first step, we filtered non-ranked articles. After reading the
abstract, we excluded some articles that did not meet our criteria. We kept 650 papers. 200
of them are related to the authorship analysis task. However, we chose the most important
ones to help us understand our research field. We reviewed the articles completely and only
found 50 search papers that represent the studied approaches according to the proposed
taxonomy. We used the remaining papers to understand the field, reveal the taxonomy, and
propose future directions.

2https://ieeexplore.ieee.org
3https://link.springer.com
4https://www.scopus.com
5https://www.acm.org/digital-library
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Table 1 Inclusion and exclusion criteria

Inclusion criterion Exclusion criterion

- Clearly describes author profiling. - Does not focus on author profiling.

- Peer-reviewed and written in the English language. - Has common challenges and references.

- Published in reputable journals, conferences,
and magazines.

- Articles in a different language than English.

- Written by academic or industrial researchers. - Short papers, posters, or other kinds of small
contribution articles.

- Have a high number of citations in case it is not
published in reputable journals, conferences, and
magazines.

- Clearly describes high dimensional data and the
different aspects related to it.

- Latest articles only (last 12 years).

- In the case of equivalent studies, only the one pub-
lished in the highest-rated journal or conference is
selected to sustain only a high-quality set of articles
on which the review is conducted.

- Articles that propose methodologies, methods, or
approaches for author profiling in social networks.

- Articles that supply methodologies, methods, or
approaches for author profiling in social networks.

2.4 Research questions

The research carried out within the framework of this article aims to answer certain research
questions. To reach our objective, we intend to rigorously answer these questions by carrying
out a review of existing studies. These questions are summarized in the following points:

– Q1: What are the main reasons and motivations for profiling authors in social networks?
– Q2: What is the methodology used to address the AP task?
– Q3: What methods have been adopted in the profiling of authors?

This last question can be broken down into five sub-questions which are as follows:

• q3-1: What types of approaches have been used to solve the AP task?
• q3-2: What resources and measures were taken into account in the profiling

process?
• q3-3: What classification algorithms were used?
• q3-4: What are the evaluation metrics used to compare the existing methods?

And the fourth and final question to explore is:
– Q4: What are the current challenges faced by researchers that should be addressed in

the future?

3 Author profilingmethodology

AP can be defined as the analysis of human writing in order to find out which classes they
belong to, such as gender, age group, occupation, or personality traits. In this section, we

36657Multimedia Tools and Applications (2023) 82:36653–36686



describe the different phases involved in the AP methodology. The AP task consists of four
major steps: data collection, pre-processing, feature extraction and selection, and the classi-
fication step. The following subsections provide a review of the aforementioned steps.

3.1 Data collection

To address the AP task in social media, the first step to do is “data collection”. The data can
be collected from many sources such as Twitter, Blogs, Facebook, Instagram, etc. These
data collections include texts or documents in English, Arabic, or any other language. In
previous works on AP, many researchers [28, 38, 43, 53] have used the PAN dataset (http://
pan.webis.de/.); it is a labeled dataset which is provided by the competition organizers.
PAN organizers provide participants with training data (texts for which the age, gender,
occupation, etc., of the authors, are known) and then evaluate the submitted software on
a new unseen dataset. In addition, FIRE (Forum of Information Retrieval Evaluation) has
received several methodologies for AP in different languages [56, 63, 68]. Other researchers
have manually developed corpora for AP [21, 47, 66, 74].

3.2 Pre-processing

The preprocessing is an essential step for any text classification task, in particular for AP
task. Most of the profiles data collected from social networks contain many noisy and
missing data, because of the unstructured and informal texts shared on these platforms.
Therefore, there is a need to clean the obtained datasets so that the set of features that will
be extracted for profiling the authors would produce a good performance result. The goal of
the pre-processing phase is to clean data by removing noisy and unwanted data like images,
stop words, links, and unnecessary symbols like semicolons, parenthesis, colons, exclama-
tion marks, hashtags, etc. In fact, the presence of this noisy and meaningless data could
affect and reduce the results of any analysis [38]. In certain works, this type of features can
be useful for the classification step. For example, in [10] the authors use punctuation marks
in their study in order to predict the author’s profile. Several researchers employed other
automatic pre-processing techniques in their studies in order to prepare their data for the
analysis phase. Some important pre-processing techniques are: tokenization [28], stemming
[15], normalization [40, 53]. Tokenization is the process of dividing the text into small units
such as characters, words, phrases, or symbols called tokens. Stemming is the process of
transforming terms to their radicals or stems.

3.3 Features extraction

Feature extraction is one of the crucial aspects that is required in solving the AP problem.
The features extraction step is aims to extract the needed and significant characteristics from
the processed data that will improve the classification performance accuracy. In the AP task,
the most used features are based on the style and the content of the text [42]. It is difficult
for humans to go through all such text data and find the information of interest and organize
a large amount of data. So, various researchers in this domain employed different automatic
techniques in order to extract these features. Among these techniques, we mention:

- Bag of words (BoW): It is a text representation approach that describes the occurrence
of words in a document. As its name suggests, this method does not care about the
order of words, it is only concerned with whether known words occur in the text, and
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not wherein the document. In [28], Joo and Hwang describe their participation in the
PAN 2019 shared task for AP. For each tweet, they extracted n-grams (1 to 3) from the
BoW representation. Authors in [42] investigated the role of personal phrases to solve
the AP problem and based on all features used in their work, they build a standard BOW
representation.

- Term Frequency – Inverse Document Frequency(TF-IDF): Many frequently used
words can dominate the data, these words can be useless for the model. TF-IDF con-
sists to rescale the frequency of words by how often they appear in all the text. Term
Frequency (TF) means the number of times that a word occurs in the document. Inverse
Document Frequency (IDF) measures the importance of words in the document. In [9],
Basile et al. employed the TF-IDF weighting to extract word n-gram (1 to 2 grams)
and character n-grams (3 to 5 grams). For the age classification problem in [11], using
the TF-IDF model showed better results than using word2vec representation in the fea-
tures extraction step. Mabrouk et al. [36] proposed a new approach based on TF-IDF
for profiles categorization on Twitter.

- Word embeddings: Word embedding is a type of word representation that allows
words with similar meanings to have a similar representation. It is capable of capturing
the context of a word in a document, semantic and syntactic similarity, relation with
other words, etc. Word2Vec representation is the best-known word embedding tech-
nique developed by Tomas Mikolov’s team at Google [39]. Word2Vec has two neural
architectures, called CBOW and Skip-Gram. CBOW receives as input the context of a
word (i.e. the terms surrounding it in a sentence) and tries to predict the word corre-
sponding to the context. Skip-Gram does exactly the opposite: it takes a word as input
and tries to predict its context. Another popular algorithm is GloVe, developed at Stan-
ford University [49]. Many researchers employed word embeddings techniques to solve
the AP task. To address the AP task at PAN 2016, Bayot and Gonçalves [11] used word
embeddings and TF-IDF scores. Their results showed that word2vec worked better than
TF-IDF for the gender classification task. In [16], the authors presented a combination
of stylistic models with word embeddings and used a neural network with GRU acti-
vation to predict the gender of the authors. This study was applied to two corpora of
two social media varieties: twitter texts and Facebook corpus. For the Twitter dataset,
they reached an accuracy of 79%. For the second corpus extracted from Facebook, this
method did not show the same performance and obtained an accuracy of 62.1%.

3.4 Features selection and reduction

Sometimes, from one document we extract a lot of features, this can increase the dimension-
ality of the features space. In this case, many classification algorithms are not able to work
with such large features space. So, it is necessary to reduce the features space. Different
features selection methods can be used in this step to select the most discriminative features
and to remove the redundant or less informative ones. Chi-square metric [24, 52], Informa-
tion Gain (IG) [43] and Gain Ratio (GR) [21] are commonly used for features selection.
The goal of this step is to remove unwanted features from the feature set to give a reduced
features vector, and therefore, to predict the author’s traits with high accuracy.

3.5 Learningmodel generation

Once the reduced features vector space is obtained, at this stage, these vectors are inputted
to the classifier (a probabilistic model which has the capability to learn and make predictions
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on the given data) to obtain the learning model and identify the author of the unknown text.
In AP, most researchers used machine learning algorithms and deep learning algorithms
as classifiers to generate models for the author’s profile prediction. To evaluate the per-
formance of the final model, many techniques are used. Cross-validation is generally the
preferred method. The data is randomly divided into “k” equal parts; one of these parts is
used for testing and the remaining k-1 part for training. Another technique for evaluating the
performance is “Split Validation”, where the dataset is usually split into two sets: training
data and test data. For example 80% of data for the training phase and 20% for testing, or
50% for training and 50% for the test phase. When the model predicts the output, there are
many measures of performance used to evaluate this prediction: accuracy, precision, recall,
F1-score, G-mean, etc.

4 Author profilingmain approaches

During the last years, various works have been proposed in the literature for author profil-
ing on social media. Based on the type of features extracted from the processed data, we
proposed a new taxonomy of the existing AP approaches. We classified these approaches
into three main types: style-based approach, content-based approach, and hybrid approach.
The approaches based on style aim to predict authors’ attributes based on their writing
styles. Using this type of approach, researchers employed various statistical features includ-
ing structural, syntactic, and lexical features. On the other hand, content-based approaches
intend to identify authors’ aspects based on the content of their texts. This kind of approach
is based on topic-based features, semantic structures, BoW representation, etc. The hybrid
approach combines features of the content-based and style-based methods. The proposed
taxonomy, shown in Fig. 2, will help researchers and academics understand the AP problem
and allow them to choose approaches that meet their needs.

Fig. 2 Proposed author profiling approaches taxonomy
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4.1 Style-based approach

Generally speaking, each person has his/her own writing style which can vary depending
on gender, age, occupation, geographic localization, etc. The style-based approach uses
the personal style to construct the features space to identify the author. These features are
namely stylometric features and can be classified into three types: syntactic, lexical and
structural features. As an example for syntactic features we can cite: punctuation [10], func-
tion words [42], part-of-speech (POS) [1], verbal phrases [16], POS trigrams [14], words
per phrase type, etc. Lexical features include content words, frequent words [45], letter fre-
quency, special characters [6], words bigrams, character n-grams [18], word length [23],
emoticons [42], etc. The structural features are font color, font size [62], word length dis-
tribution and vocabulary richness [6], sentence length [22], URLs, punctuation distribution
and word distribution [7], etc.

Various recent works have focused on style-based approaches to predict the demographic
characteristics of the authors (such as age, gender, language, personality, etc). For exam-
ple, in [54] the authors performed experiments for AP on gender and age. They used the
PAN-AP-13 corpus in the Spanish language. They considered the stylistic features and the
impacts of emotions on gender and age identification. Their approach achieved an accuracy
of 63.65% for the gender identification task and 66.24% for the age classification. In 2015,
the authors of [50] tackled the AP task at PAN 2015. They used syntactic n-grams as fea-
tures to predict the author’s aspects such as gender, age, and personal traits. This method
showed good performance for the Dutch language with an accuracy of 67,98%. Mendoza
et al. [42] demonstrated the usefulness of stylistic features in identifying the author of a
document. They studied the role of personal phrases for the AP problem on social media.
They used words, function words, and POS as features. In their experiments, they examined
the PAN-AP-2014 corpus (which contains datasets from blogs, hotel reviews, social media,
and Twitter). Their experiments showed that personal phrases reveal more information to
identify the gender and age of users on social media. Sandoval et al. [40] examined the
PAN 2019 corpus, which consists of English tweets (48335 user profiles with 2181 tweets
on average), to predict some demographic traits of celebrities (gender, birth date, degree of
fame, occupation) using features based on words, hashtags, mentions, URLs, and emojis. In
another study, style-based features were used to predict the age and income of authors. In
this context, Flekova et al. [23] built two corpora of tweets (containing 5000 tweets each) to
analyze the importance of writing style features in a regression problem. They used a vari-
ety of features to capture the language behavior of a user (length of tweets in words and
characters, length of words, POS, and number of syllables per sentence, etc.). In their study,
they found that stylistic features not only give significant correlations with both age and
income but were also predictive of income beyond age. In [53], the authors described their
multilingual classification model submitted for the PAN 2019 that is able to recognize bots
from humans and women from men on Twitter. They used some style-based features such
as words, counts of hashtags, mentions, URLs, and emojis. According to their experiments,
they concluded that style-based features demonstrated are very important in distinguishing
bots from humans, and the different genders. In [60], Rangel and Rosso proposed a new
method to automatically identify the gender and emotions of the authors on Facebook. They
chose Facebook comments in the Spanish language as the source of data for their experi-
ments. This method based on stylistic features showed an accuracy of 59% for the gender
classification and a recall of 73.7% for the emotions identification task. Recently, in [46],
the authors have focused on the AP challenge to know the gender and the age of the authors.
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They proposed a new feature selection algorithm based on the weights of some stylistic fea-
tures. For documents vector representation, a BOW model was employed. Using machine
learning as a classification technique, the obtained accuracies were promising. In the same
year 2021, Ouni et al. [44] described their method proposed to solve the task of bot and gen-
der profiling at PAN 2019. This method based on the extraction of stylistic features, such
as number of URLs, number of words, number of emojis, etc., obtained very encouraging
performances.

4.2 Content-based approach

The text consists of words; a word is a sequence of characters; so the order of word or
character sequences could provide useful information about the content of the text and the
writing style of a particular author. Many researchers have used content-based features to
differentiate males, females, different age groups, the country or religion of authors. For
example, based on the individual’s interests or topics they like to talk about, men mostly
used to talk about politics or current events, and sports is the other thing men talk about
more. Whereas, women like to talk about shopping, cooking, make up and fashion, also
about women’s rights. Teenagers like to talk about school and mobile games. Persons in
’20-’30s are almost certain to talk about women, love and marriage, or work. Old people
prefer to talk about nutrition, pension, and sometimes childhood memories. So, the content
of the text is very important to predict the author. Several works have shown the importance
of content approaches for the AP task. For example, Cui et al. [17] proposed a new method
to classify accounts on Twitter (tweets in April, May, and June 2014: 132.6 million tweets
by 23.2 million accounts). They used 11 tweet content features including terms (proportion
of tweets with self-reference terms), URLUnique (proportion of unique URLs), etc. Their
experiments showed a good classification accuracy. In [43], the authors confirmed that per-
sonal phrases presented the essence of texts for the AP task. They considered that the terms
located in personal sentences have a particular value and give more information to discrim-
inate the profile of the author. Their approach based on content features showed average
improvements of 7.34% and 5.76% for age and gender classification, respectively, when
compared to the best results from state-of-the-art (such as the LSA model, LIWC model,
SOA model, etc.). Authors in [5] showed the role of the content-based features for the iden-
tification of authors personality traits. Anjum and Cheema converted the text into word
vectors and counted the frequency of each word. They obtained the best results with this
new approach. In [41], Najib et al. described their new proposal to solve the AP task at PAN
2015. They used unigrams with the highest frequencies and the difference in frequencies.
The results they achieved are encouraging showing the usefulness of content-based features
used. For Spanish gender identification, and accuracy of 84% was obtained. For English age
classification, their system achieved an accuracy of 66.9%. And for Dutch personality, they
obtained a root mean squared error of 0.124. Kudugunta and Ferrara [34] proposed a new
approach to detect whether a given tweet was posted by a human or a bot. They used both
content-based features and tweet metadata. The system uses a deep neural network based
on a contextual long short-term memory (LSTM) architecture and exhibits the promising
performance of over 96% of AUC (area under the curve) to bot detection at the tweet level.

4.3 Hybrid approach

In hybrid approaches, the combination of style and content-based features is used to obtain
maximum accuracy of prediction. Many researchers used this type of approach in the
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literature. According to the PAN evaluation forums, the most successful work for AP in
social media uses a combination of content-based features and style-based features. In 2017,
Mehwish et al. [21] have focused on the AP problem on Facebook. They used a set of
content-based features (word and character N-grams) and 64 various stylistic-based fea-
tures (including 11 lexical word based-features, 47 lexical character based-features, and 6
vocabulary richness measures) to predict the age and gender of users. For gender identifi-
cation, they obtained an accuracy of 87.5%, and for the age identification task an accuracy
of 75% was achieved. In [38], Mechti et al. used the English PAN@CLEF 2013 corpus to
show the role of stylistic and content-based features in identifying the age of authors. Fea-
tures used include prepositions, pronouns, determiners, adverbs, verbs, etc. A classification
rate of 0.6175 was obtained using advanced bayesian networks. In the research presented
by Safara et al. [64] for the author’s gender detection of an email author, the features used
were divided into four categories: character-based features (like total number of letters, the
total number of lower cases, the total number of capital letters, number of characters in a
word), syntax-based features (like total number of single quotes, the total number of colons,
the total number of periods, total number of commas), word-based features (as total number
of words, average length per word, words longer than 6 characters, vocabulary richness),
and structure-based features (as total number of phrases, the average number of phrases per
paragraph, the total number of lines, the total number of paragraphs). Their model achieved
an accuracy of 98%. In previous studies, Joo and Hwang [28] described their participation in
the PAN 2019 shared task on AP. They investigated the complementarities of both stylom-
etry and content-based methods to determine whether a tweet’s author is a bot or a human,
and in the case of humans, identify the author’s gender for Spanish and English datasets.
Their experimental results demonstrated that the combination of these methods can more
precisely capture the author profiles than traditional methods. Kovács et al. [33] also tack-
led this challenge by extracting semantic and syntactic features from Twitter profiles. They
achieved an accuracy of 89.17% for English language tweets in the bot detection task with
the AdaBoost technique.

Table 2 shows the difference between the three main approaches based on a set of
proposed criteria.

5 Methods of author profiling

For the classification phase and to generate their learned models, researchers used different
techniques and methods to solve the AP problem in social media networks. Several proba-
bilistic machine learning and deep learning algorithms were introduced as profiling methods
to address the identified task. Some of the most commonly used methods are described and
discussed in the subsections below.

5.1 Support vector machine algorithm

Support vector machine (SVM) is a supervised learning technique, it can be used to solve
classification and regression problems using data analysis. In AP, SVM is used to predict
the different demographic features of authors (classification task). For example, in [73],
Yang et al. proposed a Topic Drift Model (TDM) that can monitor the dynamicity of the
writing styles and learn the interests of authors simultaneously. They evaluated and com-
pared their approach with the SVM method. According to the experimental results, their
model gave the best performance compared with that of SVM. In [21], the authors showed
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their system working on the AP task for multilingual text composed of English and Roman
Urdu, in order to identify gender and age. They focused on AP on Facebook. Their extensive
empirical evaluation showed that content-based methods (using word and character n-grams
features) outperformed stylistic-based methods (using 11 lexical word-based features, 47
lexical character-based features, and 6 vocabulary richness measures) for both gender and
age identification tasks by using the SVM algorithm. In [42], the authors examined the role
of personal phrases for the AP task to predict the age and gender of authors on social media.
To classify documents, they used the SVM algorithm and they obtained encouraging per-
formances. In [4], the authors focused on both age and gender identification on Twitter by
using the visual modality. The authors of this paper aimed to evaluate the pertinence of
using visual information to solve the AP task. To classify the tweets, they used the SVM
technique using LibLinear. In [50], the authors addressed the AP task at PAN 2015. The
method used a supervised machine learning approach (SVM), where a classifier is trained
independently for each label (gender and age). Mabrouk et al. [37] proposed a new approach
based on TF-IDF for microblog profile categorization. They employed SVM as a machine
learning method, and they obtained encouraging results in terms of performance.

5.2 Random forest algorithm

Random forest (RF) is a supervised learning model which is used for classification prob-
lems. A forest is made up of trees and more trees mean a more robust forest. RF uses
the prediction of each tree to get a more accurate prediction. Various studies related to the
AP problem employed RF as a classifier for documents. For example, in [53] the authors
presented an analysis of different sociolinguistic features to show how different linguistic
characteristics can determine whether the author of a Twitter account is a bot or a human
and, in the case of humans, identify the gender of the author. For the classification, the
authors analyzed different algorithms. They showed that for the English dataset, RF offered
the best performance for bots and gender prediction tasks (macro-F1 score of 91% and 84%
for the bot and the gender classification, respectively). Using the Spanish tweets, RF has
also achieved better accuracy for the bot classification task (macro-F1 score= 84%). Ashraf
et al. [6] presented a stylometry-based approach to identify two author traits (gender and
age). The proposed system was trained using different machine learning algorithms includ-
ing RF. Promising results were obtained on the training dataset (an accuracy of 98.3% for
age, 78.7% for gender). In [27], the authors presented their submission to the PAN 2019
bots and gender profiling task. In this work, they proposed a supervised approach using the
RF algorithm. They obtained highly competitive bot and gender classification accuracies
on English data (96% and 84%, respectively). For the Spanish dataset, they also achieved
acceptable performance for the bot and gender identification (88% and 73%, respectively).
However, in [45] the authors addressed the AP problem at PAN 2015. The methodology
used the RF technique for classification and regression. Their approach presented some
failures with the classification of the gender class which affected performance.

5.3 Naive Bayes algorithm

The naive Bayesian (NB) classification method is a supervised machine learning technique
that aims to classify a set of data according to some of its properties. This algorithm must
first be trained on a training dataset that shows the desired output according to the inputs.
During the training phase, the algorithm develops its classification rules using this dataset.
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Therefore, these rules will be applied for classifying the data set (test phase). The NB classi-
fier indicates that the classes of the training dataset are known, hence the supervised nature
of the tool. There are several categories of this type of machine learning such as Gaussian
Naı̈ve Bayes, Multinomial Naı̈ve Bayes and Bernoulli Naı̈ve Bayes. For the AP problem,
various studies based on NB were presented in the literature. In [38], the authors proposed a
new method for the AP of anonymous English texts (blog posts). This method used the NB
algorithm for age prediction. A good classification rate of 0.6175 was obtained. Recently,
Gamallo and Almatarneh [25] presented a classification method for bot detection on Twitter.
They used the NB technique with features including specific content of tweets and auto-
matically built lexicons. They reached an accuracy of 81% using the English test dataset.
However, in the work described in [72], using NB as a classifier, the authors did not achieve
high accuracy: 39% accuracy for blogs, 31% for hotel reviews, and 35% for social media.
This result was poor and showed that this classifier is ineffective to solve the identified task.

The strengths and weaknesses of each machine learning technique mentioned above are
presented in Table 3.

5.4 Deep learning-based author profiling

In the last few years, deep learning methods have also dominated the state of the art and
gained tremendous popularity because of their results across the board, natural language
processing inclusive, was employed for the first time in 2016 for AP problems. Deep learn-
ing (DL) is a subset of machine learning methods, it uses deep neural networks to identify
structures in huge volumes of data.

DL models make use of several algorithms such as Multilayer Perceptron Neural Net-
work (MLPNN), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN),
Long Short-Term Memory (LSTM), etc. Recently, several works have made efforts to solve
the AP task with DL approaches. In [69], the authors described their submission to the
PAN 2017 AP shared task (the corpus contains tweets in four different languages: English,
Spanish, Portuguese and Arabic). They trained two models for gender and language variety
using a CNN architecture, and achieved encouraging performance results. In the same year
2017, Kodiyan et al. [32] presented a new method to predict the gender and language vari-
ety of Twitter profiles. Their approach consists of a bidirectional RNN implemented with a
Gated Recurrent Unit (GRU) combined with an attention mechanism [8]. Word embeddings
were used as features. They obtained an average accuracy over all languages of 75,31% for
the gender identification task and 85,22% for the language variety classification task. In
2018, in [31] the authors focused on the Lithuanian AP task for both age and gender iden-
tification. They used two DL methods: LSTM and CNN. Comparing their models with the
traditional machine learning methods, the DL model is not the best solution for the AP task.
In [71], the authors proposed a new approach called “Text Image Fusion Neural Network
(TIFNN)” for the gender identification task on Twitter. This solution aims to extract infor-
mation from written messages and images shared by users. The authors applied DL method
to join text and image information. They used CNN for texts and ImageNet-based CNN
for images, and they achieved an accuracy equal to 85%. In [26], the authors proposed the
CheckerOrSpreader model which aims to differentiate between users that tend to share fake
news (spreaders) and those that tend to check the factuality of articles (checkers). This new
model is based on the CNN technique and combines word embeddings with features that
represent users’ personality traits and linguistic patterns used in their tweets. Experimental
results showed that the CheckerOrSpreader model achieved acceptable performance (59%
of accuracy). In [19], the authors described their approach for bot and gender detection on
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Twitter. They employed CNN and RNN techniques based on character and word n-gram
models alike. The proposed method “CNN+RNN” reached acceptable performance for the
bot detection task (82%-84%), while for gender profiling, the scores obtained were lower
(58%-65%).

The benefits and the drawbacks of the different DL methods are presented in Table 4.
In Table 5, we try to summarize the existing deep learning-based approaches and to study

its performance according to a proposed set of evaluation criteria. First, we identify which
type of features was used for each work. Then, some criteria that indicate the different
aspects related to the performance evaluation are provided. These criteria include effec-
tiveness, in addition to the different issues that impact the performance, such as big data
handling, overfitting, and hyperparameters tuning.

• Style-based: indicates that the proposed approach used style-based features.
• Content-based: indicates that the proposed approach used content-based features.
• Effectiveness: indicates the capability of the model to achieve the intended findings.
• Handling big data size: indicates if the model can deal with very large datasets.
• Hyperparameters tuning: indicates if the model requires more hyperparameter

tuning. A model that requires a lot of hyperparameter tuning is difficult to implement.
• Overfitting: indicates if the model can deal with danger of overfitting.

6 Analysis and discussion

After synthesizing some reference papers, this section is devoted to illustrating and dis-
cussing the results of the most relevant works to show how AP performs at different levels
according to the proposed taxonomies presented in previous sections. Indeed, several factors
can affect the performance findings of the existing approaches. For example, the presence
of noisy and unwanted data could affect and reduce the results of any analysis. Other cru-
cial factors regarding features extraction, some researchers have manually extracted features
from data to predict the author’s traits [10]. The availability of small training data sizes can
also affect the precision of proposed models.

Table 4 Advantages and disadvantages of deep learning methods

Advantages Disadvantages

• Robustness to natural variations in the data
is automatically learned

• It is extremely expensive to train due to complex
data models. Moreover DL requires expensive GPUs
and hundreds of machines. This increases cost to the
users.

• The same neural network based approach
can be applied to many different data types

• Need abundant data

• It delivers better performance results when
amount of data are huge

• It is hard to describe, and is not completely under-
stood.

• Can deal with complex input-output mappings • Is extremely computationally expensive to train.

• Can easily handle online learning (It makes
it very easy to re-train the model when newer
data becomes available.)

• Finding an efficient architecture and structure is still
the main challenge of this technique

• Parallel processing capability (It can per-
form more than one job at the same time)

• Patchy support for pretrained models
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Table 5 Summary of the main methods based on deep learning

Approach Style-
based

Content-
based

Effectiveness Big
data

Hyperparameter Overfitting
prevention

Sierra et al. [69] x � � x � x

Kodiyan et al. [32] x � x x � �
Dzikicne et al. [31] x � x � � x

Takahashi et al. [71] x � � x � x

Giachanou et al. [26] � � � x � x

Dias et al. [19] x � x � x x

From the existing works related to the AP field, we present in this part the most important
study in terms of performance. Therefore, this section discusses the work of [64]. The main
idea was to predict the gender of an email author using an artificial neural network (ANN)
as a classifier and the whale optimization algorithm (WOA) to find optimal weights and
biases for improving the accuracy of the ANN classification. This proposed approach was a
hybrid that used content and style-based features. In the following subsections, we present in
detail the characteristics of the dataset, the features used, and the results of the experimental
evaluation.

6.1 Data source and features

In this subsection, we present the characteristics of the dataset used and the features
extracted from the data in the work of Safara et al. [64]. To detect the gender of an email
author, the authors presented a new approach “ANN-WOA”. For their experiment, they used
the Enron dataset. Enron dataset is an email data collection and was originally made pub-
lic and published on the web, by the Federal Energy Regulatory Commission. This dataset
contains around 500000 messages. From each message, the authors extracted 48 linguis-
tic features. These features are divided into four categories: character-based features (such
as the total number of letters, the total number of lower cases, the total number of char-
acters in a word, the total number of upper cases), word-based features (such as the total
number of words, average length per word, words longer than 6 characters, vocabulary rich-
ness), structure-based features (such as total number of sentences, total number of lines,
total number of paragraphs, average number of sentences per paragraph), and syntax-based
features (such as total number of single quotes, the total number of periods, the total num-
ber of commas, the total number of colons). To implement this method, the authors used
70% from the dataset for the training phase and 30% for the test phase (more details are
shown in Table 6).

Table 6 Characteristics of the Enron dataset used in [64]

Dataset Enron

Language English

# of documents 500.000

# of users 160

% Used for training/test 70% for training and 30% for test
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6.2 Evaluationmetrics

The evaluation phase is very crucial in any classification problem in order to test the per-
formance of the proposed model. To evaluate and compare their proposed method, Safara
et al. [64] examined traditional machine learning techniques such as SVM, NB, ANN, and
DT on the same dataset. For this purpose, three standard measures including precision, accu-
racy, and recall using a 20-fold cross-validation technique are used. For more evaluation,
we discuss the F1-score and G-mean measurements.

Let TP, TN, FP, and FN be true-positive rate, true-negative rate, false-positive rate, and
false-negative rate, respectively. Table 7 called, confusion matrix, summarizes all these
parameters.

The different parameters are defined as follows:
Accuracy is the ratio of number of correct predictions to the total number of input

samples, i.e.,

Accuracy = T N + T P

T N + T P + FP + FN
(1)

Precision is the ratio of correct positive instances among the total of the positive instances,
i.e.,

Precision = T P

T P + FP
(2)

Recall is the fraction of correct positive instances over the total of all relevant samples, and
is computed as:

Recall = T P

T P + FN
(3)

F1-score is approximately the harmonic mean between precision and recall measures, i.e.,

F1 = 2 ∗ Precision ∗ Recall

P recision + Recall
(4)

G-mean i.e. Geometric Mean measures the balance between classification performances on
both the majority and minority classes, and is computed as:

G − mean =
√

T N

T N + FP
∗ T P

T P + FN
(5)

6.3 Results of the experimental evaluation

The performance results of the new approach proposed by Safara et al. [64] are presented
in Table 8. The precision, accuracy, recall, and the F1-measures of all methods using 20-
fold cross-validation are shown respectively in Figs. 3, 4, 5 and 6. In Fig. 7 we present
the G-mean, which is a measure that tries to maximize the accuracy of the model training.
To clarify, a low G-mean is an indication of poor performance in the classification of the
positive cases even if the negative cases are correctly classified.

Table 7 Confusion matrix
Actual class

Male Female

Predicted class

Male True Positives (TP) False Positives (FP)

Female False Negatives (FN) True Negatives (TN)
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Table 8 Classification results of
ANN-WOA approach [64] Performance classes Value (%)

Precision 97.16

Accuracy 98

Recall 99.67

F1-score 98.13

G-mean 98.5

As shown in Table 8, the ANN-WOA model [64] achieved high classification perfor-
mances. First, as we mentioned in previous sections feature extraction is a very important
step in the AP task. So, according to the findings of the ANN-WOA model, using both style
and content-based features can help to obtain good performances. In addition, the experi-
mental results showed that the WOA algorithm is well merged with the ANN classifier to
achieve the best accuracy. Also as illustrated in Figs. 3, 4, 5, 6 and 7, ANN-WOA method
outperformed the other machine learning techniques (NB, DT, ANN and SVM) in terms
of all performances classes. In terms of precision, this approach was higher than the other
machine learning methods examined and it achieved a good value of 97.16% as illustrated
in Fig. 3. In terms of accuracy, Fig. 4 shows that the ANN-WOA method outperformed the
other classifiers and gives a significant value of 98%. The recall measure is illustrated in
Fig. 5, the proposed method also achieved an important value of 99.67%. In terms of F1-
score and G-mean, Figs. 6 and 7 show that the model proposed by Safara et al. [64] gives
the best measures and were 98.13% and 98.5%, respectively.

7 Literature synthesis

This section is devoted to synthesizing the literature work discussed in this work. It is pre-
sented as a table to better summarize this article. Table 9 summarizes the different papers
surveyed in the AP field using text analysis approaches. In this table, we present the datasets
used, the type of each approach, the set of features selected, the different machine learning
techniques employed as classifiers for each experimental study, the obtained results, and

Fig. 3 Comparison of the performances of all methods in terms of Precision [64]
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Fig. 4 Comparison of the performances of all methods in terms of Accuracy [64]

the main conclusions of each work. In addition, to better present the literature review, we
discuss in this table the performance metrics used to evaluate each approach.

8 Research challenges

Through our extensive work in this survey, we carefully examined several papers based on
the AP in social networks and presented a deep-diving analysis of these articles. This work
has been summarized in different tables after discussing the main aspects relating to this
domain as illustrated in the proposed taxonomies. The aim of this section is to highlight
the challenges encountered by researchers in the AP field. We discuss in the following
subsections the major challenges inherent in the profiling of the authors on social media
networks.

Fake profile: Social media users often spread false information with or without bad inten-
tions. However, using this information in determining the author profile will lead to a fake
profile creation (for example profile with false gender or false age). Therefore, there is a

Fig. 5 Comparison of the performances of all methods in terms of Recall [64]
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Fig. 6 Comparison of the performances of all methods in terms of F1-score [64]

need for more investigation on the AP approaches that will be able to distinguish fake pro-
files from true or authentic profiles. This interesting challenge was examined in the AP task
at PAN-2019 [55], but all methods proposed to address this problem were not able to pro-
vide an efficient fake profile detection model. Indeed, fake social media profiles can be seen
as a serious threat to user security and the integrity of these platforms.

Manual techniques problem: In different studies related to the AP task, some researchers
tried to extract features manually from the textual data [10], [30]. For example, in [10], Basti
et al. proposed a new approach to determining the age and the gender of users on Twitter. In
their study, they manually grouped terms belonging to the same class of proposed attributes.
They also manually extracted semantic features. This is difficult to implement, requires a lot
of time, and cannot be extensively used for classification problems. Automatic techniques
for building a features vector space are more efficient and reliable. This problem is very
common in content-based approaches using topic-based features.

Monolingual text: The majority of existing AP corpora are developed and available in
English and other European languages such as Spanish, Dutch, Italian, etc. and these are
monolingual. Monolingual corpus means texts written in just one language. So, researchers

Fig. 7 Comparison of the performances of all methods in terms of G-mean [64]
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have so far focused on using monolingual text only. For example, all the PAN AP corpora
are monolingual. But in social media, we noticed that most profile contents are written in
multiple languages. To the best of our knowledge, there is no AP corpus available including
profiles with multilingual texts. Therefore, there is a need to pay more attention to multilin-
gual datasets in order to solve this problem. However, a recent work conducted by Mehwish
et al. [21] focused on age and gender identification on multilingual Facebook corpus and
did not provide a sufficient solution to solving the problem. Consequently, more work and
research in multilingual AP are needed.

9 Conclusion and prospects

9.1 Summary

Due to the availability of huge unstructured data on social media networks, add to this
the great importance and the need to carry out profiles identification tasks, a demand for
methods and techniques capable of profiling users in these online platforms are constantly
growing. In this paper, we have provided an overview of the process of author profiling on
social networks. To provide a comprehensive overview of existing approaches, we proposed
a taxonomy which focused on the type of the features used in each method. Thereafter, we
presented the main techniques used for the classification of the authors. Machine learning
and deep learning are the two mostly used techniques in the literature. Additionally, we
analyzed and discussed the most relevant work studied in the literature to give researchers,
in this field, a good comprehensive on the effective tools to solve the AP in social media.
The synthesis assessment, carried out at the end of this work, has prompted us to introduce
the main challenges encountered by researchers in this issue. We really hope that this article
will provide a coherent understanding of this interesting research topic and be helpful for
researchers to pursue future research in this domain.

9.2 Prospects

Based on the review of this study, there are still open challenges that need to be addressed.
These challenges provide some open research directions that can motivate and help fur-
ther researchers in advancing the AP task. Therefore, we propose below some promising
orientations that could address these challenges.

Our suggestions for future research are structured around three directions. The first direc-
tion is to conduct an in-depth study of fake profile detection methods. Indeed, because of
the rapid growth of social media networking, therefore due to the increase in the amount
of personal information sharing among friends on these online platforms, protecting the
privacy of individuals has become a serious challenge. Fake profiles constitute a very impor-
tant issue in these collaborative environments. So, there is a need to develop an efficient
and automatic method for the detection of fake profiles from different kinds of texts such
as Twitter tweets, Facebook posts, LinkedIn comments, etc., and also differentiate the fake
profiles from the authentic ones. As a second direction, we propose to find an effective
mechanism for language independence that will be able to analyze users’ profiles content in
social networks in any language. Indeed, most social media content is displayed in multiple
languages. Existing works on the analysis of multilingual texts did not provide efficacious
and sufficient tools to solve this problem. Consequently, there is a need to shift attention to
multilingual AP problems. The third direction that we suggest is to to adopt ontology-based
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approaches to address the AP task. Recently, ontology has been used for the classification
of scientific data in many different domains, but not yet for the AP problem.
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