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Abstract
A video recommendation framework for e-commerce clients is proposed using the
collaborative filtering (CF) process. One of the most important features of the CF
algorithm is its scalability. To avoid the issue, a hybrid model-based collaborative
filtering approach is proposed. KL Divergence was developed to address the CF tech-
nique’s scalability problem. The clustering with enhanced sqrt-cosine similarity Recom-
mender scheme is proposed. For successful clustering, Kullback–Leibler Divergence-
based Fuzzy C-Means clustering is suggested, with the aim of focusing on greater
accuracy during movie recommendation.The proposed scheme is viewed as a trustworthy
contribution that significantly improves the ability of movie recommendation by virtue of
the KL divergence-based Fuzzy C-Means clustering mechanism and enhanced sqrt-
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cosine similarity. The proposed scheme highlighted and addressed the critical role of the
KL divergence-based cluster ensemble factor in improving clustering stability and ro-
bustness. For prediction, the enhanced sqrt-cosine similarity was used to calculate
successful related neighbor users. The performance of Recommendation is improved
when KLD-FCM is combined with improved sqrt-cosine similarity.The proposed
scheme’s empirical work on the Movielens dataset in terms of MAE, RMSE, SD, and
Recall were found to be superior in recommendation accuracy compared to traditional
approaches and some non-clustering based methods recommended for study. With the
specified number of clusters, it is capable of providing accurate and customized movie
recommendation systems.

Keywords Recommendation systems . Content-basedfiltering .Knowledgebase .FuzzyC-means
algorithm

1 Introduction

A Recommendation System (RS) is a filtering program that enables consumers to evaluate
product recommendations for online purchases and provide information into products that they
are interested in. In recent years, the extensive advancement of science and technology has
resulted in vast amounts of digital knowledge being accessible via the internet. As a result of
the overabundance of data, users are unable to obtain accurate taste information. This problem
of information overload can be solved with RS, which filters out irrelevant information and
only recommends related things to users.RS’s knowledge filtering system assists users in
making decisions in difficult situations by scanning vast data for items of interest. It also offers
a personalized proposal based on the user’s desires and preferences. RS is widely used in e-
learning, e-shopping, e-tourism, e-business, e-government, and social networking sites like
Facebook. Articles from research, books, music, news, films, DVDs/CDs, and other e-
shopping products recommended by RS for their clients [1, 2].

To create a working recommendation system, a large amount of data must be collected. RS
accepts a variety of inputs, both explicit and implicit. The explicit ratings of 1 to 5 given by
users for their preferences in the items they purchase make up the covert reviews. User actions
such as accessing and navigating past websites, click and search logs provide implicit input.
Demographic data is another addition to RS. This information index was developed for each
client who visits the site. Following this point, the data is filtered to obtain sufficient data for
customer/user suggestions.Content-based filtering, collaborative filtering, and hybrid filtering
technology are examples of filtering algorithms that would be more suitable for the
recommending engine [3, 4]. The collection of data and application of recommendation
filtering methods yield a set of recommendations that comply with the procedures to be
considered in a recommendation system’s calculation. In general, two types of performance
are predicted and suggested. The ranking items for which the target consumer has not been
rated are forecasted by prediction. On the basis of the forecasted ratings, the recommendation
recommends the top-n recommendations to the target consumer, where each item does not
include an evaluation value for these top-n recommendations. The consumer should be ecstatic
with the performance of the recommender [5].

A framework that offers good and helpful recommendations for its own users requires the
use of appropriate and reliable recommendation techniques. The content-based technology
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employs a domain-based algorithm that focuses on analyzing the characteristics of predictive
posts. When documents such as blogs, magazines, and news are recommended, it is the most
effective material filtration technique. The user profile recommendation in the Content-Based
Filtering (CBF) approach is based on characteristics extracted from the content of items
checked by the user.Objects that are mostly associated with positive items are recommended
to the customer. CBF employs a variety of models to identify similarities between documents
in order to generate useful recommendations. To form the relationship between different
documents within the Corpus, it could use a Vector Space Model or a probabilistic model
like the Naive Bayes Classification method, Decision Trees, or Neural Networks. It’s also
possible to use the Vector Classification method. These approaches make recommendations
based on the underlying model’s statistical analysis or machine learning techniques [6].

Other users’ profiles aren’t needed for content-based filtering because they don’t affect the
recommendation. Furthermore, as the user profile changes, CBF’s approach adjusts its recommen-
dations in a very short time. The key drawback of this method is that it necessitates thoroughly
informing and explaining the characteristics of the objects in the profile. CF is a domain-agnostic
content prediction technique that can’t be easily or reliably classified by metadata like film or
music. Filtering by working together creates a database of user preferences (user-item matrix). It
then matches individuals with relevant interests and preferences to make recommendations.This
group of people is creating a social network. A consumer receives recommendations for items that
he hasn’t yet rated but that other users in his field have given high marks to. CF may make
recommendations in the form of forecasts or recommendations. Collaborative filtering has a range
of benefits over CBF, including the ability to be used in fields where object content is scarce and
computer system content is difficult to assess (such as opinions and ideals). CF technology should
provide persuasion recommendations so that things that are useful to the user can be recommended,
even though the user profile does not include the content [9].

Hybrid filtration strategies combine various recommendation approaches to boost device
optimization and prevent some of the drawbacks and issues that come with pure recommending
systems. Since one algorithm can overcome its drawbacks with another algorithm, a combina-
tion of algorithms is built to make recommendations more accurately and efficiently than a
single algorithm. Using various recommendation models, a combined model will eradicate the
flaws of a single process.Separate algorithms can be applied and the results merged, content-
based co-filters can be used, content-based collaborative filters can be used, and a single
recommendation system can be developed to bring all methods together [10].

The most promising products from which consumers can choose are included in the
recommendation question. Some well-known approaches for solving the problem of scalability
under model-based collaboration filters are clustering-based approaches. Predominantly, the
majority of CF-based clustering strategies have relied on K-means and Fuzzy C-means
clustering, which lack the ability to pick a relevant clustering core, lowering the predictive
efficiency. As a result, there are trade-offs between scalability and predictive
efficiency.Improved clustering techniques were suggested in the study to recognize agreed
problems due to scalability. Many previous studies have shown that clustering-based CF
systems (CF combined with clustering algorithms) are a promising schema for providing
accurate personal recommendations and solving large-scale problems [8]. Fuzzy C-Means is a
soft clustering approach that allows each individual data to be allocated to multiple clusters
based on different membership degrees. They also concluded that good clustering-based CF
performance is dependent on appropriate clustering techniques as well as the dataset’s design.
The analysis shows that the Clustering algorithm’s stability and robustness need to be

20991Multimedia Tools and Applications (2023) 82:20989–21004



improved in order to achieve critical accuracy in the process of movie recommendation to
target users. The following are the limitations of the current method:

& Fuzzy-C refers to a lack of ability to choose the initial cluster Center point, which can lead
to a local optimum solution and affect clustering accuracy. In certain cases, the obtained
clusters can be impractical, affecting the Recommendation outcomes.

& To get a good grouping of data, most current clustering algorithms require the configura-
tion of some parameters.

& The disadvantage of FCM is that it has a higher error rate and needs further iterations to
obtain well-framed clusters.

& Because of the prejudices and assumptions that each clustering algorithm contains,
applying a single clustering method generally results in inconsistent results.

The Fuzzy C Means clustering with KL divergence is suggested to solve the aforementioned
limitations. The research work’s contributions have the following features.

& To prevent the drawbacks of a bad initialization, Ensemble FCM clustering is used to
divide users into separate groups.

& The Ensemble Fuzzy C-Means clustering methods use a KL divergence-based cluster
ensemble factor to improve the stability and accuracy of the clustering process, resulting in
successful clustering with the goal of focusing on better performance results during movie
recommendation.

& A better approach is to treat the membership vector as a discrete probability function, with
the statistical distance, such as KL divergence, serving as the similarity metric.

& For active users, the enhanced sqrt-cosine similarity is often used to find the most powerful
nearest neighbors.

& Reduce the problem of scalability.

The latest analysis of RS methods is summarized in Section 2. In addition, work on various RS
is discussed in this chapter. The proposed framework model for the hybrid video recommender
is defined in Section 3. The quality of predictions as measured by the assessment metrics is
also stated. Section 4 brings the analysis to a close by highlighting the algorithms that aided in
the achievement of the objectives and promoted the desired outcome. The study’s limitations
have been established, and potential research directions have been summarized.

2 Related study

Recommend systems use data mining and predictive algorithms to predict user preferences
among the vast array of images, goods, and services available. The rapid growth of knowledge
on the Internet, as well as the number of visits to websites, are posing significant challenges to
system recommendations. The development of precise recommendations, the successful
management of a large number of recommendations, and the large number of system members
are all examples of these challenges.As a result, new system recommendation technologies are
needed that can produce high-quality recommendations quickly, even for large data sets. There
are numerous methods and algorithms for data filtering and recommendation. This section
provides a brief overview of recent system-related studies in the literature.
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Collaborative filtering is a widely used and relevant technology that makes predictions and
suggestions based on the ratings and actions of other system users. The key premise of this
strategy is that the user can pick and consolidate views from other users in order to understand
his choice for the active user. Memory-based CF algorithms generate a forecast for the entire
database or a subset of the user-item database. Each consumer is a member of a group of
people who share similar interests. A prediction of a new user’s tastes for new objects can be
rendered by identifying related neighbors (or active users).Memory-based collective filtering
has a number of drawbacks, the most significant of which is that it must use the entire database
every time it predicts something, making it extremely sluggish in memory. If the rating matrix
is so broad that many people use it, the issue becomes serious. Computing resources are
depleted, and device performance suffers as a result, making it impossible for the system to
respond quickly to user requests [11].

The model-based approach learns a model to boost collaborative filtering technology
efficiency using prior scores. The model could be built using machine learning or data mining
techniques. Since these approaches rely on pre-computed models, they can quickly suggest a
large number of items and have been shown to yield results that are comparable to
neighborhood-based recommendation techniques. Dimension reduction, for example, includes
techniques including singular decomposition, matrix completion, latent semantic approaches,
regression, and clustering.Content-based filters recommend items on a user’s item profile and
user profile.When an account is created and the framework is first used, these types of profiles are
created. As a result of the user’s interaction with the system, a better user profile is developed. If a
user likes an object in the past, the CBF scheme assumes that the user would like similar things in
the future [7]. The most powerful filtering technique is used in information documents such as
web sites, journals, and news. To produce meaningful recommendations, CBF employs a variety
of models to detect correlations between documents. Model-based vector space models can be
used to represent the relationships between various documents within a corpus, such as reverse
frequency or probabilistic models like the Naive Bayes Classification, Decision Trees, or
Networks. Object metadata is used in the filtration mechanisms. Before users can get a recom-
mendation, they’ll need a large collection of items and a well-organized user profile. As a result,
the effectiveness of CBF is dependent on the availability of descriptive data. Over-specialization
is another major problem with the CBF methodology. Users can only get suggestions that are
close to their own [12].

In certain applications, hybrids of various types outperformed individual algorithms. When
the algorithms in question cover a wide range of use cases or aspects of the data set, hybrids can
be particularly useful. The suggestion has been suggested to be implemented using a range of
approaches, including material-, collaborative-, knowledge-based, and other techniques.Every
form of recommendation has its own set of strengths and weaknesses. In order to improve
efficiency, these strategies were often combined into hybrid recommenders. The hybrid
recommender method has a higher level of complexity and implementation costs [14].

The Knowledge Base (KB) suggestion suggests things based on user experience, artifacts,
and/or user relationships. In most cases, KB recommendations maintain a knowledge base
describing how a particular item serves the needs of a specific person, which can be carried out
based on inferences about the relationship between a user’s need and a potential recommen-
dation. The semantic similarity between objects can be calculated using the domain ontology.
Social recommendation services are an integral part of everyday life on social media.Every
minute, users on social media exchange details. Social advisor programs are designed to help
people understand what they really want by reducing the amount of information available on
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social media. They want to help people on social networking sites like Facebook, Twitter,
YouTube, Flickr, and Weibo by providing them with tweets and profiles that meet their needs
[13].

Systems that are recommended are those that can analyze past user habits and make
suggestions for current issues. Simply put, information on similar behavior, remarks, and
users will be used in the RSs to try to define the user’s thought style in order to assess and
suggest the user’s taste as the most appropriate and near object. Many of the methods in the
RSs are used to make recommendations that are as accurate as the users need.As a result,
several models for RSs clustering existing data have been presented in order to efficiently
process data with large volumes. Given the goals, special characteristics, and relationships
between data in the RSs, using an effective data cluster approach to efficiently process data in
subsequent steps and produce more reliable suggestions has always been seen as an important
research area for developing these systems [15].

Collaborative filtering recommendation systems are extremely useful for a wide range of
online activities, including e-commerce. However, there are significant issues, especially in
scalable and dynamic scenario implementations where new users, objects, and ratings are
added frequently. Scalability refers to a system’s, network’s, or process’s ability to control or
expand its capacity to accommodate development. For example, a device is called escalable if
it can increase its total power under increased load as resources (typically hardware) are
added.Dimension reduction-based approaches address scalability problems such as SVD, MF,
clustering, and so on. In short, cluster-based approaches retain the advantages of low compu-
tation cost (for searching candidates) over memory-based approaches as models for dimension
reduction [16, 17].

To improve the performance of the recommendation, related users are grouped together
based on their interests. Clustering was used to quickly locate a user’s neighbors. By reducing
the size of the original data to more manageable partitions, clustering systems can react
quickly. Clustering, in particular, boosts the scalability and accuracy of recommendation
systems. Despite the advantages of low machine costs (for searching candidates) over
memory-based and SVD methods, MF methods remain cluster-based methods.One of the
most serious problems with a recommending method is scarring, and data sparing has an effect
on the accuracy of the recommendation. In general, machine data like Movie Lentils is
interpreted as a user-item matrix made up of films, which increases matrix dimensions and
sparsity since the user and items are no longer used. Most users do not rate most items, and
there are few available ratings. The key explanation for this is a lack of knowledge. In order to
condense the user’s object matrix, the reduction of dimension addresses the issue of scarcity by
excluding non-representative or insignificant users or objects. However, during the reduction
process, potentially valuable information is lost.However, some potentially valuable informa-
tion can be lost during the reduction process [18, 19].

Collaborative filters create this problem because they depend on the rating matrix in most
cases. Many researchers have attempted to address this problem, but more research is still
required in this area. Most recommendation systems on the major electronic commerce
platforms have been influenced by the long tail effect in some way. Since accuracy-focused
recommender systems tend to recommend common goods, recommending items with few
ratings is critical (long tail items). Popular products that are likely to be less helpful to users can
be easily recommended using detailed recommendation algorithms.To assess the ability of
systems to recommend unpopular goods, the assessment metrics diversity and innovation have
been added. Recommending long tail artifacts can result in the recommendation’s precise
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results being lost. As a result, a recommendation process must be developed that recommends
controversial products while minimizing accuracy loss. Several guidelines have recently been
proposed to strike a balance between precision, diversity, and novelty [20–22].

Existing CF clustering method algorithms are ineffective at improving RS efficiency and
addressing scalability issues. The recommended performance has an effect on the efficiency of
the clustering procedures [23, 24]. As a result, there is a lack of precision and coverage, which
makes clustering-based approaches in recommender systems difficult to use in practice. To
improve the recommendation’s performance, better methods for optimizing the above problem
are needed.

3 Proposed system model

3.1 KL divergence based ensemble fuzzy C means clustering

Cluster-based CF has been shown to address scalability issues while also improving the
consistency of recommendation outcomes in recent years. The aim of clustering algorithms
is to group objects into clusters with the shortest distance between them in order to find
objects that are identical. Clustering strategies will typically group a large number of users
into various clusters based on their rating similarity in order to locate “like-minded”
neighbors.One of the most widely used clustering methods is fuzzy clustering. To get a
decent grouping of data, most current FCM algorithms require the specification of some
parameters. As a result, the Fuzzy cluster ensemble solution usually prevents the drawbacks
of a bad initialization.

3.1.1 Fuzzy C means clustering algorithm

1. Initialize Membership matrix M with random data points.
2. Fuzzy cluster center is calculated C
3. Calculate the objective function F = M*(Xi−Cj)
4. For every iteration fuzzy Membership is updated by using M=Σ CK Where k is the

number of clusters
5. The iteration will stop when (k+1) − (k) < termination criterion

Ensemble clustering blends a dataset’s various simple partitions into a more stable and robust
one. The basic concept behind the Ensemble Fuzzy C Means cluster method is to apply the
clustering method to the data several times (rather than only once) and then merge the results
into a single partition. Ensemble clustering takes a collection of data partitions as input. The
cluster ensembles are divided into two parts. The ensemble clustering generator is one, and the
consensus function is another.The first section focuses on generating more diverse clustering
results, while the second section focuses on seeking a good consensus feature to increase the
results’ accuracy. Homogeneous ensemble FCM clustering is used in the first component of
cluster ensembles. The term “homogeneous ensemble” refers to the use of multiple runs of a
single clustering algorithm (fuzzy c-means algorithm) with different initializations and fuzzy
parameter values. Several soft partitions of the data are obtained at the end of the first stage of
the ensemble method as a result of several runs of the algorithm(s). The aim of this is to
improve the accuracy and consistency of fuzzy cluster analysis procedures. Soft ensembles are
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characterized by the concatenation of membership probability distributions in the second part
of cluster ensembles. The obtained partition will be combined in the second stage using a KL
divergence-based objective function to produce a single final partition. The Kullback–Leibler
(KL) divergence was then used to describe a distance measure between two instances. The
similarity of a membership vector to a cluster center is measured by FCM using squared
Euclidean distance.This is ineffective in situations where a data’s membership in all clusters
normally equals one. A better approach is to treat the membership vector as a discrete
probability function, with the statistical distance, such as KL divergence, serving as the
similarity metric. This algorithm is identical to fuzzy c-means, with the exception that it
employs the KL divergence to treat memberships as discrete probabilities.

The data from the User Item is first categorized using homogeneous fuzzy clustering
methods. After that, a fuzzy KL divergence-based objective function aggregates the soft
clustering effects.

3.2 Improved Sqrt-cosine similarity

Improved Sqrt-Cosine Similarity (ISC) is a modern similarity measure that uses Hellinger
distance and is based on sqrt cosine similarity. Hellinger distance (L1 norm) is a much better
metric for high-dimensional data mining applications than Euclidean distance (L2 norm). In
terms of implementation, the ISC is very similar to cosine similarity, and it outperforms other
similarity measures in high-dimensional results.The enhanced sqrt-cosine similarity deter-
mines how close two users are. For High Dimensional data, the Hellinger distance-based
Similarity is more accurate. The KLD-FCM with enhanced sqrt-cosine similarity outperforms
current systems in terms of recommendation performance.

3.3 Proposed KLD-FCM based movie recommendation scheme

For improving movie recommendation methods (KLD FCM-RS), a kullback–leibler
divergence-based fuzzy c-means clustering is proposed, and the steps involved in KLD
FCM-RS are discussed in detail. The aim of the proposed method is to develop a Collab-
orative Movie Recommender framework that can solve scalability problems while also
improving prediction accuracy in terms of MAE, Precision, Recall, and Speed. The
proposed KLD-FCM based Movie Recommendation Scheme is architecturally depicted
in Fig. 1 as follows.

It is divided into two phases: offline and online. The User Item Rating Matrix derived from
the used Movie Lens Dataset is used as a possible input during the offline process. Then, over
the extracted user Item scores, a method of different homogeneous Fuzzy C means clustering
is applied to divide the users into different classes. Furthermore, KL Divergence-based cluster
ensemble FCM is used to combine the various FCM clustering findings in order to generate
efficient single User clusters. The nearest cluster estimation for Active consumer is computed
using the Euclidean distance method in the online process.The active user’s nearest neighbors
in his or her nearest cluster are then found using an enhanced sqrt-cosine similarity tool.
Finally, the top list of recommended movie items is calculated in an online mode by
determining the movie items that are most frequently recommended by the context’s neigh-
borhood users. Leibler–Kullback For the Recommender method, divergence-based Fuzzy C-
Means clustering with enhanced sqrt-cosine similarity worked well. Three possible steps are
included in this proposed KLD-FCM:
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3.3.1 Procedure

Step 1 (FCM-KLD) FCM-KLD is divided into two phases. Multiple Fuzzy C Means Clustering
is the first step. The user data ratings from the Movie Lens data set are used as input in this
phase of the clustering process. Over the User Item scores, apply three different homogeneous
Fuzzy C Means clustering methods with different initializations. By executing the FCM
several times for each initialization with different fuzzy parameter values, homogeneous
FCM clustering is used to create several partitions with different random initializations (here
1.5, 2 and 2.5 are used).Input: User Rating Matrix Output: Three Clustering results.

Table 1 shows a snapshot of the User object rating matrix from the Movie Lens dataset for 5
users on 5 movies, where U1-U5 are users and M1-M5 are objects (movies). The value 1–5
represents the user’s likelihood rating for a specific film. The value ‘0’ denotes that the
consumer has not rated (or seen) the film. The recommender framework identifies unrated
values and suggests the top N films to the consumer Tables 2, 3, 4, and 5.

Step 2 (determine the nearest cluster to active user) After clustering the users into various
clusters, the Euclidean distance approach is used to determine the nearest cluster to Active
User.

simi Centi;Uð Þ ¼ ∑d
j¼1 Centi; j−U j

� �2 ð1Þ

Centi is the centroid of ‘i’ th cluster, U is the Active User Profile.
d is the dimension of data(Number of Attribute).
Centi, j is the jth attribute of centroid profile in cluster i.

Fig. 1 Architectural view of the proposed KLD-FCM Scheme
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Step 3 (using improved sqrt-cosine similarity, determine the top N recommended
movies) Improved sqrt-cosine similarity is used to calculate Active User’s nearest neighbors.
The following formula is used to determine how close users u1 and u2 are.

sim u1; u2ð Þ ¼ ∑m
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ru1;iRu2;i

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i¼1Ru1;i
� �q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m
i¼1Ru2;i

� �q ð2Þ

m Set of common items rated by user u1 and user u2.
Ru1, i is the rating given to item ‘i’ by user u1.
Ru2, i is the rating given to item ‘i’ by user u2.

Table 1 Example of rating matrix from Movie Lens dataset

M1 M2 M3 M4 …… Mm

U1 5 3 4 3 …… 3
U2 4 ? ? ? …… 1
U3 ? ? ? ? …… 0
U4 5 ? ? 2 …… ?
…. …… …… …… …… …… ……
Un 4 3 ? ? …… 1

Table 2 MAE comparison analysis

Cluster size 5 10 15 20 25

Proposed 1.2 1.2 1.15 1.15 1.14
FCM 1.3 1.29 1.28 1.28 1.27
FCMBAT 1.4 1.39 1.38 1.38 1.37
COA 1.5 1.49 1.48 1.48 1.49

Table 3 RMSE comparison analysis

Cluster Size 5 10 15 20 25

Proposed 0.78 0.77 0.76 0.76 0.75
FCM 0.81 0.8 0.79 0.78 0.77
FCMBAT 0.84 0.84 0.84 0.84 0.81
COA 0.87 0.86 0.86 0.85 0.83

Table 4 Recall analysis

Cluster size 5 10 15 20 25

Proposed 25.28 25.68 27.24 27.8 28.56
FCM 23.12 24.68 25.45 25.12 25.89
FCMBAT 20.12 22.68 23.45 23.12 24.89
COA 18.9 19.89 20.35 20.02 21.67
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The Hellinger distance is used to compute the similarity between two vectors in the
enhanced sqrt-cosine similarity. This phase is essential for comparing each individual user’s
rating to the ratings of other users in the clusters. Finally, the top list of recommended movie
items that could be suggested to an active user at any time is calculated based on the movie
items that are most often recommended by the context’s neighborhood users. The movies are
recommended to target users who are most likely used by other neighbor users and are not
used by him/her during the Recommendation process.The weighted average of the ratings of
items in the same cluster neighbor’s is used to predict the ranking of unrated items for active
users, and then the top-N suggestions list is sent to the active user. The rating of unrated movie
(item) ‘i’ for an active user ‘a’ is predicted by Pa(i)

Pa ið Þ ¼ Ra þ
∑NεCxSim a;Nð Þ �

�
RN ið Þ−RN

∑NεCx Sim a;Nð Þj jð Þ ð3Þ

Where,

a Active User.
Ra Average of active user a.
Cx set of nearest neighbors of active user a belonging to one common cluster.
RN Average rating score given by active user’s neighbor N.
Sim(a, N) similarity between active user a and Neighbor.

4 Experimental design

Experiments using the publicly accessibleMovielens dataset are used to equate the performance
of the proposed KLD-FCM with that of baseline recommendation system The Movielens data
set used to equate the proposed KLD-FCM scheme to the compared COA, FCM-BAT, FCM,
and ICF contains 10,00,000 ratings, with 850 users theoretically rating them. This Movielens
data set contains reviews ranging from approximately 1000 to 1513 movies, each scored on a
scale of 1 to 5. By partitioning the entireMovielens data set using the k-cross validation process,
the performance of the proposed KLD-FCM approach is investigated. The findings were
evaluated using 5-fold cross validation. The original dataset is divided into five equal subsets.
One is used as a test set (20%), while the other is used as a training set (80%). The procedure is
repeated five times, with a different test set selected each time, and the average results
recorded.In terms of MAE and RMSE, the proposed method was compared to non-clustering
methods such as Basic CF (BCF), User-Based CF (UBCF), SVDM (a variant of Single Value
Decomposition (SVD) that uses batch learning with a learning momentum), and RSVD
(Regularized SVD model). Various collaborative approaches are selected from the literature
to verify the proposed method’s role in comparison to other cluster-based techniques.

Table 5 Accuracy analysis

Cluster size 5 10 15 20 25

Proposed 89.3 88.2 88.2 87.1 87
FCM 86.3 86.6 86.3 85.4 85
FCMBAT 84.8 84 83.7 83.5 84.3
COA 82.5 82.4 82.3 82.1 81.67

20999Multimedia Tools and Applications (2023) 82:20989–21004



ICF(integrated Collaborative Framework) The merits of the item k-NN algorithm were used
to propose an Integrated Collaborative Framework (ICF). This ICF also provided classification
restrictions, ensuring that only potential rules are used during the collaborative filter-based
categorization of user ratings.

UPCC (user based CF Pearson correlation coefficient based CF) For the Collaborative
filtering recommender scheme, the Pearson Correlation Coefficient test is used to determine
how closely two users are related.

FCM (fuzzy C means) The performance of User-Based Collaborative Filtering with Fuzzy C
Means is compared to that of other clustering methods such as K-means and Self-Organizing
Maps (SOM).

FCMBAT The Fuzzy C-Means and BAT-based Movie Recommendation Scheme (FCM-BAT)
is an integrated Fuzzy C-Means and BAT-based Movie Recommendation Scheme for pro-
moting efficient and collaborative recommendation to the target users. This FCM-BAT was
proposed to address scalability issues and improve the clustering process, with the aim of
improving the consistency of the recommendation process.

COA(cuckoo Optimization Algorithms) Furthermore, a possible movie recommendation
system based on k-means and COA is proposed in order to improve the rate of recommen-
dation accuracy when using the Movielens dataset.

4.1 Mean absolute error

The suggested method used to measure MAE can be seen in Fig. 2 for different numbers of
neighbors.

Fig. 2 MAE comparison analysis
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Figures 2 and 3 show the contrast of the proposed FCM KLD with current Collaborative
Recommender framework methods in terms of MAE and RMSE for different numbers of
clusters. The proposed scheme’s MAE and RMSE are proving to be significantly lower than
those of current schemes. As a result, the proposed scheme’s MAE is lower than the COA,
FCM-BAT, FCM, and ICF approaches. The proposed scheme’s RMSE is also tested to be
substantially lower than the baseline schemes under consideration.

Figure 4 graphically depicts the contrast of the proposed KLD-FCM with current Collab-
orative Recommender framework approaches in terms of recall. It highlights the efficiency of
the proposed KLD-FCM scheme as measured by Recall for a variety of cluster sizes. The
proposed KLD-FCM scheme’s Recall value is determined to be excellent as compared to
baseline methods, since the KL divergence factor’s guidance in the clustering phase is
responsible for the majority of progress.

Figure 5 depicts a graphic comparison of the proposed KLD-FCM with current Collaborative
Recommender framework approaches in terms of accuracy. The performance of the proposed
method is significantly better than that of current methods. Since it takes advantage of the
advantages of KLDivergence Fuzzy C, Clustering with enhanced sqrt-cosine similarity is possible.

5 Conclusion

The KL Divergence Fuzzy C means Clustering with improved sqrt-cosine similarity Recom-
mender framework (KLD-FCM) is proposed to solve the CF technique’s scalability problem.
For successful clustering, Kullback–Leibler Divergence-based Fuzzy C-Means clustering is
suggested, with the aim of focusing on greater accuracy during movie recommendation. The
proposed KLD-FCM scheme is described as a trustworthy contribution that significantly
improves the ability of movie recommendation by virtue of the KL divergence dependent
Fuzzy C-Means clustering mechanism and enhanced sqrt-cosine similarity.The proposed

Fig. 3 RMSE comparison analysis
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scheme emphasized and presented the critical role of the KL divergence-based cluster ensem-
ble factor in improving clustering stability and robustness. For prediction, the enhanced sqrt-
cosine similarity was used to calculate successful related neighbor users. The performance of
Recommendation is improved when KLD-FCM is combined with improved sqrt-cosine
similarity.The proposed KLD-FCM scheme was found to be superior in recommendation
Accuracy compared to the COA, FCM-BAT, FCM and ICF approaches, as well as some non-
clustering based methods considered for study, when tested on the Movielens dataset in terms
of MAE, RMSE, SD, and Recall. With the specified number of clusters, it is capable of

Fig. 4 Recall comparison analysis

Fig. 5 Accuracy analysis
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providing accurate and customized movie recommendation systems. In future work, the
proposed design has to be tested with different datasets.
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